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Distributed Protocol for Removal of Loop Backs
and Optimum Allocation of p-Cycles to Minimize

the Restored Path Lengths
Rachna Asthana, Student Member, IEEE, and Yatindra Nath Singh, Senior Member, IEEE

Abstract—p-Cycle-based protection is one of the most promising
techniques of span protection in optical networks because of
mesh-like efficiency and ring-like speed. We have presented a
modified distributed cycle preconfiguration protocol (MDCPC)
which reduces the computational complexities, by finding all the
copies of the same p-cycle in single iteration. All the copies of the
same p-cycle are aggregated together to reduce the number of
switching fabrics and the amount of signalling traffic. Further, the
restoration paths provided by the p-cycles are usually many hops
long, as longer p-cycles provide better efficiency. Obviously, with
longer p-cycles, the nodes in the working path may be repeated
in the restoration path provided by the p-cycle. They will give
rise to loop backs in the restored path. The restored path lengths
will unnecessarily be longer due to these loop backs. If these loop
backs can be removed, the restored path length will be reduced
significantly, and redundant capacity will also be released. In
the present work, a distributed protocol has been presented for
the implementation of removal of loop back (RLB) algorithm to
reconfigure the restored path. The reduction in the restored path
length also depends on the fact that which p-cycle is being used
to protect a particular path. The problem has been formulated as
optimum p-cycle allocation (OPA) problem and solved with the
Hungarian algorithm. The average lengths of the restored paths
with and without RLB for the networks with 2.0 average nodal
degree have also been derived.

Index Terms—Capacity saving, distributed cycle preconfig-
uration (DCPC), p-cycles, path restoration, reconfiguration of
restored path.

I. INTRODUCTION

THE research on p-cycle (pre-configured cycle) based span
protection technique has gained tremendous momentum

in recent years, due to their ability to provide ring-like speed,
mesh-like efficiency, and flexibility for survivability of wave-
length division multiplexed (WDM) optical networks [1]–[6].
The main difference between any ring-based scheme and the
p-cycle scheme is the protection of straddling spans by the p-cy-
cles [1] (Fig. 1). The mesh-like efficiency can be achieved due to
the shared protection provided by the p-cycle to all the on-cycle
spans as well as straddling spans. The spare capacity of the net-
work is preconnected to form the p-cycles. Hence, only two
switching actions (as in rings), at the end nodes of the failed

Manuscript received July 20, 2007; revised October 29, 2007.
R. Asthana is with the Harcourt Butler Technological Institute, Kanpur, UP,

208002, India (e-mail: rachnas@iitk.ac.in).
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Fig. 1. (a) p-cycle, (b) on-cycle failure, and (c) straddling span failure.

span, are needed in the event of failure, to switch the traffic to
the protection path provided by the pre-configured cycle.

In recent years, lot of work has been reported in literature
[6] on various issues in p-cycles. To achieve the theoretical ef-
ficiency of mesh networks, extensive work has been done with
Hamiltonian p-cycles [7], [8]. Strategies have been proposed to
provide dual [9] or multifailure network survivability [10] with
reconfigurable or shared p-cycles. Recently, the span protection
technique of p-cycle has also been extended to provide node
and path segment protection [11]. To obtain the optimal solu-
tion for the configuration of p-cycles, many heuristics have been
developed [12]–[15]. To limit the protection path length of the
p-cycle, “hop limit” and “circumference limit” designs of the
p-cycles have been proposed [16]. The joint optimization strate-
gies for working path and required capacity for the formation of
p-cycles have also been reported in [17] and [18].

The concept of protected working capacity envelope (PWCE)
has been used in [18] and [19] for dynamic traffic environments.

All of the above algorithms can be placed under the central-
ized techniques of p-cycle formation. In the distributed tech-
niques, distributed cycle pre-configuration (DCPC) protocol [1]
is the basic method. The p-cycles are searched and preconfig-
ured in the spare capacity using DCPC protocol or its variants
[20]. This protocol can be implemented in any real network to
enable the deployment of p-cycles. However, only one p-cycle
is obtained in one iteration of the algorithm. Hence, when mul-
tiple copies of same p-cycles exist, the algorithm’s efficiency
reduces. With slight modifications, we can reduce the compu-
tational complexities of DCPC protocol. At the same time, the
number of switching fabrics required for deployment of p-cy-
cles will also be reduced significantly.

0733-8724/$25.00 © 2008 IEEE
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A lot has been said in the literature about the formation of
p-cycles. However, there are various issues related with restora-
tion after the failure event. One such issue is the length of the
restored path. In [16], successful efforts have been made to re-
duce the restored path length at the cost of increased initial spare
capacity with smaller hop limits. When hop limit exceeds a cer-
tain threshold, the total spare capacity requirement matches with
that of the other methods and the restored paths length also in-
creases. Due to the large restored paths length, the following
problems may arise, mainly in case of long-haul networks.

• Excessive signal degradation.
• Excessive signal delay.
• More resources are consumed for restoration in the event

of failure.
• Due to larger number of hops in the restored path, the prob-

ability of surviving in the event of second failure will be
less.

• Usually after the restoration of traffic in the event of
failure, reconfiguration of the network takes place to sur-
vive the second failure. Fewer resources are available with
distributed protocols for reconfiguration.

In the networks under consideration, the failure rate is one
fiber cut in four days [6], and single fiber can carry more than
160 wavelengths using the dense wavelength division multi-
plexing (DWDM) technique [2]. Therefore, above problems
cannot be ignored in case of optical networks. The problems
can be minimized if the length of the restored path could be
shortened.

In this paper, we have discussed the proposed modified DCPC
algorithm, and the distributed algorithm for second phase re-
configuration [21]–[23] to reduce the restored path length along
with optimum p-cycle allocation. In Section II, we have pre-
sented the distributed protocol MDCPC for formation of p-cy-
cles. In Section III, we have presented the distributed protocol
to implement RLB (removal of loop back) along with DCPC.
Also, the model (from [23]) has been used to evaluate the per-
formance of RLB. In Section IV, the optimum p-cycle allocation
(OPA) problem has been discussed along with its solution using
the Hungarian algorithm. Simulations and results are given in
Section V, and finally, conclusions are presented in Section VI.

II. MODIFICATIONS IN DCPC PROTOCOL

The p-cycle can be used in MPLS layer [24], [25] where label
switched paths can be provided protection. In WDM or DWDM
optical networks, the technique can be used to provide protec-
tion to wavelength paths [6], [15], [26] and [27]. In case of op-
tical WDM or DWDM network, one p-cycle can protect one
wavelength on any of its on cycle span and two wavelengths on
any of its straddling spans. With DCPC, in single iteration, only
one copy of a p-cycle can be found. If more spare capacity is
available for more copies of the same p-cycle, to find all of them,
the number of iterations required by the DCPC will be equal to
the number of copies of the p-cycle. The problem becomes more
severe in case of heavily loaded or large size networks where a
large number of p-cycles are required to provide protection. This
will also increase the number of copies of a p-cycle and hence,
more iterations of DCPC and more signaling traffic for p-cycle
management will be required.

To reduce the complexity, the concept of capacity of p-cy-
cles is introduced for WDM and DWDM networks. The total
number of copies, which can be aggregated together, of the same
p-cycle, is called “capacity” of the p-cycle in the present work.
We have modified the DCPC protocol such that all the copies of
the same p-cycle can be found in single iteration.

A. Modified DCPC (MDCPC) With Capacity Field

In the statelets used in basic DCPC algorithm [1], an addi-
tional field “capacity” is added by the Cycler nodes. This ca-
pacity field stores the number of working wavelengths which
can be protected by the p-cycle among all its on-cycle spans
and half of the working wavelengths which can be protected on
straddling spans. When statelet reaches to a Tandem node, the
capacity field is also modified. The Tandem node compares the
following capacity field value in the statelet.

• Spare capacity on the span, to which the statelet is to be
broadcast.

• Working capacity of on-cycle span, to which the statelet is
to be broadcast.

• Half of the working capacity on spans with straddling re-
lationships at the current Tandem node.

Then Tandem node puts the minimum value in the capacity
field.

When the Cycler node receives any incoming statelet within
sampling duration, then a p-cycle is formed. The score and ca-
pacity of the p-cycle are stored. When another p-cycle is formed
at the Cycler node then the score of newly arrived p-cycle is
compared with present score, and the p-cycle with better score
is retained. If both have the same score, then the capacity of the
two is compared, and better one is retained. In case, both the
parameters are the same, then the p-cycle is chosen randomly.

As in DCPC, one by one each node acts as Cycler node and
finds the best p-cycle based on the above modification. The cycle
with highest score is selected as the p-cycle of choice. If there
are two or more p-cycles with the same score , then the p-cycle
with better capacity is selected , and if capacity is also the same
then, selection is based on the ordinal rank of the nodes in-
volved as in [1]. It should be noted that due to the use of the ca-
pacity field in the p-cycle selection, the set of p-cycles formed by
MDCPC may not be the same as formed by DCPC. For the de-
ployment, management and maintenance of p-cycles, the Cycler
node of the selected p-cycle is responsible. As all the copies of
the same p-cycle can now be found in single iteration, the com-
putational complexity is expected to reduce significantly. Oth-
erwise, with DCPC, the complete process is repeated for every
copy of the p-cycle.

In short, we have aggregated all the copies of the same p-cycle
together to have one p-cycle with capacity equal to the number
of copies. Another advantage with this aggregation is that pro-
tection can be provided with coarser granularity in fully con-
vertible1 optical networks, reducing switching complexity of
the optical switches. The advantage of aggregation can be ex-
plained as follows. In case of DCPC, to deploy the p-cycle,
one cross-connection is required at every node of the p-cycle
between the incoming and outgoing spare wavelength. Thus,

1In a fully convertible network, any incoming wavelength at a switch in the
network can be converted into any one of the free wavelengths at the output.
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Fig. 2. Working path (dotted line), restored path (dashed line), and final path
after removal of loop back (thick line).

the number of cross-connections for all the copies of the same
p-cycle will be equal to the number of cross-connections of one
p-cycle multiplied by the number of copies of the p-cycle. Obvi-
ously, switching complexity will be more. The switching com-
plexity can be reduced with waveband switching of the aggre-
gated p-cycle. The advantages of waveband switching have been
given in [28]–[32]. With waveband switching, all the copies
of the p-cycle can be deployed together, with only one wave-
band cross-connection between incoming wavelengths and out-
going wavelengths. Thus, the number of cross-connections re-
quired by all the copies together will be same as required by
a single p-cycle.2 Up to 20 wavelengths per waveband have
been reported for switching [30]. It should be mentioned here
that as given in [31] and [32], waveband switching can be re-
alized without requiring any changes in the hardware of the
network, provided the waveband signals fit within the allow-
able optical pass-bands. As all the p-cycles form the waveband,
the working paths through the span are also supposed to be in
the wavebands. During failures, the working paths can also be
restored using waveband switching. The complexity and cost
of optical switches are expected to reduce significantly due to
waveband switching with the proposed algorithm. Here, for sim-
plicity, we have assumed that the network is fully convertible.
As the number of p-cycles reduces, management of p-cycles at
nodes will also get simplified. All this can be done without com-
promising on any advantages of DCPC; only a capacity field is
added in the statelets.

III. LOOP BACK IN THE RESTORED PATH

Consider the networks shown in Fig. 2. We are assuming that
the networks are fully convertible (we are showing the network
connections in one direction, and assuming that corresponding
symmetrical network will exist for reverse direction also). Let
2,1,7,6,5,3,2 be a p-cycle formed in spare capacity [Fig. 2(a)].
Let us consider the working path 0,1,2,3,4 and failure of the
on-cycle span 2,3. The working path 0,1,2,3,4 which is passing
through the failed span, will now be routed via the remaining
portion of the p-cycle as shown by the dotted line. If any node
is common between the working path and the p-cycle, except
the end nodes of the failed span, then the restored path will pass
through that node twice. This is called loop back. The node 1
is visited twice in the restored path; hence, there is a loop back

2However, a single p-cycle with capacity “n” can provide protection to “n”
wavelengths on every on-cycle span and “2n” wavelengths to every straddling
span of the p-cycle.

at node 1. If the number of common nodes in the working path
and the restoration path provided by the p-cycle are higher, then
there will be more loop backs as shown in Fig. 2(b). These loop
backs can be removed with RLB to reduce the restored path
length significantly. The RLB algorithm [23], does not interfere
with the routing of working paths as well as with the formation
of p-cycles. After the occurrence of a failure, to retain the “ring-
like speed” of the p-cycle, the working paths are restored in
the first phase by the end nodes of the failed span [1]. In the
second phase, the loop backs are removed by reconfiguration of
the restored paths using RLB.

The loop backs can also be removed with the concept of path
segment with flow p-cycles [11]. The removal of loop backs can
be viewed as the protection of the complete path segment (inter-
secting the flow p-cycle), instead of only the failed link. How-
ever, the speed of protection is compromised in this scenario,
and more complexity is involved in finding the flow p-cycles
which protects the path segments [11].

To release the loop back capacity, the loop with the longest
path length should be removed during reconfiguration of the re-
stored path. The loop with the longest path length is identified
both at source and destination ends, and then the switching ac-
tion is performed at the corresponding common nodes. This re-
configures the restored path. All the other nodes which are part
of the loop back paths modify the state information about the
capacity involved with loop backs, as released. In Fig. 2(a), the
switching action will be performed at 1, and states at 2 and 1 for
the capacities used by the loop back path between 1,2,1, are set
as unused to release the loop back. Now, the final path will be
0,1,7,6,5,3,4.

A. Mathematical Model

The detailed mathematical model of the algorithm can be
found in [23]. The symbols and notations used to define the per-
formance parameter of RLB are as follows.

Set of working paths passing through failed span
indexed by .

Set of spans, indexed by (failed) or (surviving).

Ordered set of nodes.

Nodes of the working path from source to destination.

The failed span ( , the upstream node, and , the
downstream node).

The p-cycle with the nodes organized in such a way
that is the first node and is the last node in .

The portion of the working path from source node to
the upstream node of the failed link.

The portion of the working path from downstream
node of the failed link to the destination node.

Restored path before RLB.

Restored path after RLB.

The length of ; defined as the total number of
nodes in the set minus one.
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It is obvious that . The
, where , and are the subsets

of , and , respectively. , and are the
sets representing segments of restored path after the removal of
loop backs.

Thus, the length of the restored path before the RLB, will be
, and after the RLB it will be

. The average length of the restored paths
without RLB is

(1)

and with RLB, it is

(2)

Here, is the cardinality of set .
It is expected that restored path lengths with and without

RLB, also depends upon the average node degree [23]. For
any network, the minimum can be two for all the nodes to be
dual connected. The maximum can be , where is the
total number of nodes in the network. For equal to two, the
network topology will be ring. In this case, the average restored
path length without RLB and with RLB will be given by (as-
suming a lightpath for every node pair)

is even

is odd (3)

and

is even

is odd (4)

respectively.
The derivation for the above result is given in the Appendix.

Further, in case of , all the nodes are connected to
each other. Hence, length of the working paths will be one hop
count. Therefore, when paths are restored with p-cycles, there
will not be any loop backs. Hence, and will be same
and will depend upon the length of the p-cycles protecting the
paths. With Hamiltonian p-cycles, these lengths will be
for on cycle link failure and on an average for straddling
link failures.

B. Distributed Protocol for Removal of Loop Backs (DRLBs)

In this protocol [33], we have assumed that each node main-
tains a status table, consisting of previous node, next node,
wavelength/fiber in previous span, wavelength/fiber in the next
span for every lightpath passing through it. All the nodes are
also maintaining status tables for all the configured p-cycles in
the form of mapping from previous node and wavelength/fiber
to next node and wavelength/fiber. For second phase reconfig-
uration, each light path has been identified with its PathId at
the setup time. Three types of packets, “Probe,” “Switch,” and
“Release” have been used to collect the information about the
working and the p-cycle path, to send instructions to perform
the switching action and to release the capacity respectively.
The “Probe” and “Switch” packets are generated by the end
nodes of the failed span, and “Release” packet is generated by
the common node identified by the end nodes. All the packets
will have first and second fields as follows.

• PacketId: This field will contain the information about the
type of the packet, i.e., it identifies whether packets is
“Probe,” “Switch,” or “Release.”

• PathId: This field will contain the identification number of
the path for which second phase reconfiguration is taking
place.

The Probe packets will have additional third field as
• Route: In this field, the Ids of the nodes, through which

“Probe” packet will pass, are added.
The Switch packet will have following additional fields.

• FirstNodeId: This field contains the Id of the node to which,
the light path is going from the destination of the “Switch”
packet.

• SecondNodeId: This will contain the Id of the node to
which, the light path is to be switched for removal of loop
back.

The Release packet will have the following additional fields.
• ReleaseCap: When this field is set, the node through which

the packet is passing will release the capacity (wavelength).
• NodeId: This field contains the Id of the common node

which has generated this packet.
• DirectionFlag: Upstream or downstream forwarding.
The distributed protocol will be initiated at both the upstream

and downstream nodes of the failed spans. Consider the network
shown in Fig. 2(a). Let us call the upstream node 2, and the
downstream node 3 of the failed span 2, 3, as and , re-
spectively. The algorithm will work as follows.

Step 1 is to collect the information about the route of the
working path and the p-cycle path with “Probe” packets by
end nodes of the failed span. The node will send
“Probe” packets to the source (destination) node via the
upstream (downstream) nodes of the light path and to the

node through the restoration path provided by the
p-cycle. Thus, for each light path, two Probe packets will
be sent by node of the failed span.
Every node will enter its Id in the route field of the “Probe”
packet. When the packet reaches the source node (desti-
nation node) of the light path, then it is sent back to the

node of the failed span. This packet contains the
route information of the working path from the source to
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the ( to the destination) node. The node will
also receive the Probe packet sent by the node. This
packet will contain the information of the restoration path
provided by the p-cycle.
Step 2 is the identification of the common nodes with
longest loop back lengths by end nodes of the failed span.
As the node will have the complete information
of the working path from source to the ( to the
destination) node, and the restoration path of the p-cycle,
it can identify the common nodes in the working path
and the restoration path. Then, will calculate the
length of the loop backs for each of the common nodes
and identify the loop back path having maximum length.
The corresponding common node N1 (N2) is identified by

.
Step 3 is to send the “Switch” packets to the common nodes
by end nodes of the failed span. The node will send
“Switch” packet, to the identified common node N1 (N2).
Step 4 is to perform the switching action for removal
of loop backs by the common node. The common node
will identify the lightpath with its PathId and perform the
switching action to switch the lightpath from the node
identified by the FirstNodeId to the node identified by the
SecondNodeId. This will remove the loop back from the
restored path.
Step 5 is to send the “Release” packet to the nodes involved
in loop back for releasing the loop back capacity. The
common node N1 (N2) will send the “Release” packet to
FirstNodeId. The FirstNodeId will release the capacity cor-
responding to the PathId and send a similar request to next
node in the downstream (upstream) direction. This chain of
messages ultimately will arrive back at the common node
N1 (N2) completing the release process.

IV. OPTIMUM P-CYCLE ALLOCATION TO THE

PATHS IN THE FAILED SPAN (OPA)

To protect a span, through which a number of light paths
are passing, there are number of p-cycles. Some of them may
be copies of each other while others may be different. The re-
stored path length after removal of loop backs will depend upon
allocation of a p-cycle to a particular path. This is illustrated
in Fig. 3. There are two working paths; Path A (1,0,8,6,5) and
Path B (1,0,12) [Fig. 3(a)] passing through the failed span 1,0.
There are two p-cycles (found with ILP model) to protect 1,0 as
straddling span (the nomenclature of paths provided by p-cycles
for on-cycle and straddling spans are shown in Fig. 4). These
two p-cycles provide four protection paths, LP1, RP1 provided
by p-cycle 1 and LP2, RP2 provided by p-cycle 2 [Fig. 3(a)].
Let the Path A be protected by LP2, and Path B be protected
by RP1. The restored paths with RLB are 1,9,12,10,11,0,8,6,5
and 1,2,10,3,4,5,6,7,8,11,0,12 of Path A and Path B, respec-
tively [Fig. 3(b)]. In this case, the total restored path length is

. Now, let the Path A be protected by RP2 and Path
B protected by LP1. The restored paths with RLB are 1,2,3,4,5
and 1,9,12 of Path A and Path B, respectively [Fig. 3(b)]. The
total restored path length is now . Thus, it is clear that
restored path lengths depend upon the allocation of the p-cy-
cles to the paths. There will be , i.e., 12 such combinations

Fig. 3. Illustration of the fact that restored path lengths depends upon the allo-
cation of p-cycle to the paths.

Fig. 4. Left (shorter) and right (longer or equal) path definitions for (a) on-cycle
spans and (b) straddling spans as per [16].

in the above example and one of them is to be selected. Thus,
the problem is to allocate the left or right paths of the p-cycles
to the paths passing through the failed span in such a way that
the total restored path lengths with RLB will be minimized. If
the total paths and the total p-cycles segments are equal, then
this is minimum-cost (or maximum-weight) maximum cardi-
nality matching on a bipartite graph. It has the complexity of

combinations ( is the dimension of the square matrix) with
brute-force approach. However, the problem can be solved with
the Hungarian algorithm with the complexity of [34],
[35]. The Hungarian algorithm has been used for OPA in the
present work. In the input matrix, the element for the Hun-
garian algorithm will be given by when the th path
is protected by the th p-cycle. Here, is length of the re-
stored path after removal of loop back.

The OPA based p-cycle assignment to different paths can be
computed in advance for all the spans at the end nodes having
knowledge of complete topology, working path, and p-cycles.
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V. SIMULATIONS AND RESULTS

In this section, first of all, we have evaluated the performance
of MDCPC for various networks. Then we have evaluated the
effectiveness of RLB with OPA (RLBOPA) for DCPC,3 ILP
[3] and hop count limited (H-L) [16] models of p-cycle forma-
tion for different test networks. Next, the effect of on the re-
stored path length has been found with RLBOPA for DCPC,
ILP, and H-L. Finally, we have tested RLBOPA for dual-failure
survivability.

The working traffic assuming unit traffic matrix is routed with
shortest path Dijkstra’s algorithm using hop count as the metric
for all the evaluations to generate the working capacity on each
span. A simulator, developed by us in Java, has been used to
evaluate the performance. The ILP models have been solved
with CPLEX 9.0 using data files generated by us with Java-
based simulator.

The H-L model given in [16] is joint optimization, used to op-
timize both the working path lengths and the capacity used for
the formation of p-cycles with the hop count limit constraint.
In the present work, we want to judge the performance of RL-
BOPA; hence, instead of joint optimization, spare capacity re-
quired by the p-cycles have been optimized. The modified ver-
sion of the model of [16] is given below.

Parameters used by us are as follows.

A large positive constant (in our case it was
10 000; however, any value which is much larger in
comparison with maximum working capacity on any
span is good enough).

Equal to 1 if the side of cycle offers an acceptable
protection path for failure of span , otherwise 0.

Equal to 1 if the side of cycle offers an acceptable
protection path for failure of span , otherwise 0.

Equal to 1 if cycle crosses span , otherwise 0.

Working capacity on span .

Variables used are as follows.

Total spare capacity required for the formation of
p-cycles

Spare capacity required on span .

Number of unit-capacity copies of cycle in the
solution.

Number of copies of cycle used to protect span .

Number of copies of cycle required for protection
of span , when the side of the cycle is used.

Number of copies of cycle required for protection
of span , when the side of the cycle is used.

The objective is to minimize

(5)

3RLB can be used with MDCPC only when a group of similar working paths
are protected by aggregated p-cycle. Presently, we are assuming one working
path between each source destination pair.

Fig. 5. Test networks (a) Net1, 19 nodes, 28 span, � � ����. (b) Net2, 14
nodes, 22 span, � � ���. (c) Net3, 13 nodes, 23 span, � � ���. (d) Net4, 10
nodes, 22 span, � � ���.

Subject to:

(6)

(7)

(8)

(9)

(10)

(11)

(12)

The objective function (5) minimizes the total spare capacity
required to form the p-cycles. Equation (6) ensures that all the
working capacity will be protected either by or paths of the
p-cycles. Equation (7) ensures enough spare capacity on every
span to form all the p-cycles. Equations (8)–(10) make sure that
copies of cycle should be equal to or greater than the number
of copies required by any single span failure. Equations (11)
and (12) are “backup” constraints to ensure that, if cycle is
not eligible to restore span using either the or side, then
it will not be considered for protection of that span.

In the above model, we have eliminated the parameters, vari-
ables and constraints which are related to routing of working
paths in [16]. We have used shortest path Dijkstra’s algorithm
with hop count as metric for routing of working paths. Obvi-
ously, will be minimum; however, the total spare ca-
pacity required to form the p-cycles will be more than required
with joint optimization. Since, there is hop count constraint for
restored path lengths, the length of the path provided by p-cycle
for protection will not be affected, and we can safely analyze
the results of RLBOPA with H-L model.

A. Performance of MDCPC

The MDCPC has been tested with various networks, shown
in Fig. 5. The test networks—Net1, Net3, and Net4 are taken
from [7], [36], and [1], respectively; Net2 is NSFNET. In the
first case, the spare capacity provided on each span is same as
required for link disjoint path protection (LDPP), and in the
second case, the spare capacity on each span is provided as
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Fig. 6. Effect of MDCPC on number of p-cycles and switching fabrics with spare capacities provided as required in link disjoint path protection (LDPP) and ILP
(a) Total number of p-cycles, (b) Number of switching fabrics, and (c) percentage reduction in number of p-cycles and switching fabrics.

per the ILP. First, the p-cycles in the network have been found
with DCPC as given in [1]. Then p-cycles have been found
with MDCPC. With aggregation of p-cycles in MDCPC, the
total number of p-cycles is now much less as compared to total
number of p-cycles in DCPC [Fig. 6(a)]. MDCPC reduces the
computational complexity, as in single-iteration DCPC finds
only one p-cycle, while MDCPC find all the copies of the same
p-cycle. The reduction in the computational complexity will be
same as the reduction in the number of p-cycles as shown in
Fig. 6(a).

Further, with aggregation, there is significant amount of
saving in the total number of switching fabrics required by
p-cycles. We have assumed that every copy of p-cycle requires
one switching fabric at every node in its path in DCPC; while
in MDCPC, the aggregated p-cycle requires one switching
fabric at every node. This reduction is shown in Fig. 6(b). The
percentage of reduction in number of p-cycles and switching
fabric is shown in Fig. 6(c). It is clear that with network having
more nodes (Net1), the reduction is more significant. This is
due to the fact, that in larger network, the traffic will be more.
Hence, large number of p-cycles will be required having many
copies of a p-cycle. Thus, with aggregation in MDCPC, the
reduction in the number of p-cycles will be more.

The reduction is also more with LDPP as compared to ILP. As
the spare capacity required with LDPP is much more than with
ILP. The maximum reduction is for Net1, as many copies of the
same p-cycle exist in the network. For Net3 and Net4, the dif-
ference between DCPC and MDCPC with LDPP, is small and
there is no difference with ILP. These two networks are rela-
tively smaller networks and all the p-cycles found with DCPC
are single. Hence, there is no effect of aggregation. This is to be
mentioned, that with spare capacity provided as in ILP, 100%
protection with DCPC is not guaranteed. (100% protection is
achieved only for Net4).

B. Removal of Loop Back With DCPC, ILP, and H-L

It is obvious that the RLB algorithm will almost always re-
duce the restored path length. To verify, the algorithm has been
tested for various methods of p-cycle formation, i.e., for DCPC,
ILP, and H-L models.

1) The Following Method is Used for DCPC: To start with,
the spare capacity in each span is assumed to be the same as

required by the ILP model, and the p-cycles are formed with
DCPC in our simulator. To protect all the paths of the failed
span, sufficient number of p-cycles are required. In case all the
paths could not be protected with the formed p-cycles, then a
sufficient number of copies are added to the p-cycle which can
protect maximum number of unprotected paths. This is repeated
until all the working paths are protected.

2) The Following Method is Used With ILP Model: The set
of optimal p-cycles to protect all the working capacities on each
span has been found with ILP model given in [3]. For the H-L
model, the set of optimum p-cycles has been found with hop
count limit equal to the number of nodes in the network. The
results by varying hop count limit are discussed later.

Further, the length of the restored path will also depend upon
the allocation of p-cycles as shown in Section IV. To consider
this effect, the results with sequential allocation (SA) of p-cycles
to the paths and with OPA, have been compared. Finally, for all
the cases, the and are calculated and results are
shown in Fig. 7.

The effectiveness of OPA with DCPC, ILP, and H-L is clearly
evident in Fig. 7. The minimum is obtained with the OPA
method. The reduction in the average restored path lengths or
the difference in and is also shown by numeric
values (Fig. 7). The reduction increases from 3.3 (about 32%)
with SA to 5.2 (more than 51%) with OPA for Net2 with the
ILP model [Fig. 7(b)]. It increases with the H-L model also from
2.6 (about 26%) to 5.1 (about 52%). The amount of reduction
depends on the number of nodes in the network and .

C. Effectiveness With Hop Count Limited Model

In the previous case, we have taken fixed hop count limit for
the purpose of comparison with other methods of p-cycle forma-
tion. To study the effect of hop count limit, and
are calculated for different values of hop count limits. The re-
sults are shown in Fig. 8. For smaller values of hop count, the
restored path lengths are small, and reduction in the restored
path length with RLB is very small. This is due to the fact that
with smaller hop count limits, there is almost no loop backs.
However, for these cases, the initial spare capacity required for
the formation of the set of p-cycles is quite large (Fig. 9). There-
fore, to achieve the smaller restored path lengths, initially more
spare capacity is to be provisioned. For higher hop count limits
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Fig. 7. Effect of RLB with sequential allocation (SA) and optimum path allocation (OPA) method for different test networks, and for DCPC, ILP, and Hop Count
Limited models (�� � � and �� � � ).

Fig. 8. Effect of RLBOPA with varying hop count limit in different test networks (�� � � and �� � � ).

approaching to the number of nodes in the network, the spare
capacity required for the formation of the set of p-cycles ap-

proaches to that of the ILP model. With increase in the hop
count limit, the values of and also increases and
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Fig. 9. Requirement of initial spare capacity � with different hop count
limits.

matches with that of the ILP model. This further strengthens
our argument of loop backs and longer restored path lengths,
the price paid for mesh-like efficiency of the p-cycles. Thus,
with efficient p-cycles, restored paths will be longer resulting
in more loop backs, and making RLB with OPA more effec-
tive. If smaller p-cycles are used, obviously, restored paths will
be shorter with less loop backs, but with more initial spare ca-
pacity, whereas smaller restored path lengths can be obtained
with RLBOPA, with optimum initial spare capacity.

D. Effectiveness of Removal of Loop Back With Average Nodal
Degree and Number of Nodes in the Network

To consider the effect of on the amount of released capacity,
we have tested the algorithm with decreasing for Net4 for the
ILP model. To decrease the , spans are removed randomly.
The simulations were done many times with different random
seeds, and average is taken for all the simulations [Fig. 10(a)].
Similarly, the simulations are carried out for constant and in-
creasing “ ” [Fig. 10(b)]. Again, the smallest values of
are obtained with OPA [Fig. 10(a)]. The results with H-L will
be similar to the results with ILP, for hop count limit more than
a threshold value. The reduction in the restored path length is
maximum for , then it initially reduces faster with in-
crease in , and thereafter the rate of reduction is much smaller.
The reduction will become equal to zero for which
is a limiting case, when there will be no loop backs and
remains equal to . The theoretical values for ,
can be obtained with (3) and (4). The simulated values come
out to be the same as calculated values. This also validates our
simulator.

E. RLB With Various Traffic Distributions

We have further considered the general case of traffic matrix
for Net4 when the traffic from one node is generated with prob-
ability “ ” for every other node in the network and values of
“ ” are taken as . With each value of “ ” the
traffic matrix is generated and p-cycles are found with the ILP
model. The and are calculated with SA and OPA.
The results are shown in Fig. 11. As expected, the values
for OPA are less for more traffic in the network. For a smaller
amount of traffic, the for SA and OPA differs only by
very small amount. This is due to the fact that with less traffic
in the network, the spare capacity required to form the p-cycle

Fig. 10. Effect of RLBOPA (a) for varying � in Net4, (b) for � � ��� and
varying the number of nodes in the network (�� � � and �� � � ).

Fig. 11. Effect of RLBOPA for ILP model with various traffic distributions in
Net4 (“�” is the probability of one unit traffic to every other node in the network,
�� � � and �� � � ).

is small, and in many cases just one p-cycle is sufficient to pro-
vide protection. Hence, OPA has a very limited choice between
the left and the right paths of the p-cycle for straddling spans.
Therefore, the effect of OPA is not visible for smaller amounts
of traffic. The difference between and remains al-
most constant and is more with OPA (approximately 2.3). The
amount is the same as obtained with the H-L case for hop count
limit more than the threshold value and with DCPC [Fig. 7(d)].
This suggests that reduction is almost independent of the traffic
load.

F. Effectiveness in Case of Dual-Failure Survivability

The released capacity with RLBOPA can be used for pro-
viding protection in the event of a second failure. The effect
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Fig. 12. Results for dual-failure restorability with RLBOPA.

has been investigated in two ways. First, the effect on the
total number of links which could be restored during second
failure with and without RLBOPA has been found. Next, the
total amount of capacity has been found using ILP for 100%
dual-failure restorability with and without RLBOPA for p-cycle
based protection. The results (Fig. 12) show the improvement
in the number of links restored with RLBOPA in the event of
a second failure. Further, for 100% dual-failure restorability,
the percentage reduction in the amount of initial capacity to be
provisioned with RLBOPA, has also been shown. For all the
networks, with RLBOPA, more links could be restored during a
second failure with the same amount of capacity, and for 100%
restorability the amount of initial capacity to be provisioned is
smaller. For Net2, 26.4% more links could be restored in the
event of second failure and 17% less capacity is required to
provide dual failure restorability.

Dual-failure restorability has also been reported in [37]
and [38]. However, the schemes proposed in these papers are
basically path-based protection schemes. In [39], dual-failure
protection based on the span protection technique has been
presented. Our scheme can be compared with that of [39] in
terms of capacity requirements. We have compared the spare to
working capacity ratio in both the schemes. The minimum ratio
is 1.89 for the National network given in [39], for the other two
networks of [39], the above ratio is even higher for dual-failure
restorability for all possible failure combinations, whereas in
our case, the maximum value of this ratio is 1.62 with RLBOPA
and 2.01 without RLBOPA, for the test network Net1. There-
fore, the capacity efficiency obtained with RLBOPA is better.

VI. CONCLUSION

The p-cycle is a very promising technique of optical layer
protection. In this paper, we have presented MDCPC, which
will reduce the computational complexities and the number of
switching fabrics significantly. It is achieved by adding a “ca-
pacity” field in the statelets used for the formation of p-cycles
in the DCPC. The MDCPC can be implemented even in op-
erational networks employing DCPC, to get the advantages of
waveband switching.

The proposed DRLB algorithm can be implemented in any
real network designed with p-cycle-based protection. It can be
implemented with DCPC protocol of p-cycle formation with all
the advantages of distributed protocols. The DRLB starts op-
eration after the paths passing through the failed span are re-
stored with switching actions at the end nodes of the failed

Fig. 13. Working paths (dotted lines), restored path without RLB (dashed line),
restored path with RLB (thick line).

span, thereby retaining the ring-like speed of the p-cycles. Then
DRLB finds out the loop backs and reconfigures the restored
path by one switching action at the common node. In the mean-
time, lightpath remains functional. Hence, ring-like speed is re-
tained in DRLB.

The OPA minimizes the sum of restored path lengths of all
the paths passing through a span after removal of loop backs.
Hence, for all the test cases, minimum restored path lengths are
obtained with RLBOPA. With the ILP model, the reduction in
the path lengths has been increased from about 32% with RLB,
to 51% with RLBOPA for Net2. Even the minimum reduction
for Net4 (with the ILP model) with RLBOPA is about 35%. The
reduction is also independent of the traffic load. The amount of
reduction in the average path length is always significant for all
the networks. Thus, without compromising on any feature of
the p-cycle, restoration can be provided with smaller restored
path lengths using our RLBOPA schemes with second phase
reconfiguration.

The reduction in the restored path length reduces the prop-
agation delay, excessive signal degradation, and increases the
reliability of the restored path in the event of second failure.
At the same time, the released capacity will be helpful in the
dual-failure survivability.

The relationship between number of nodes, and
has also been derived for the network with average nodal

degree of 2.0.

APPENDIX

AVERAGE RESTORED PATH LENGTH

FOR RING TOPOLOGY NETWORK

Let us consider the network (Fig. 13). Let the total
number of nodes in the network be . The working paths (shown
by dotted lines in Fig. 13) are shortest path based on hop count,
for unit traffic matrix. There will be two cases, corresponding to

odd, and even. If is even, then there will be two paths, each
with hop counts , where is from 1 to , and one path
with hop count . For odd , there will be two paths, each
with hop counts , where is from 1 to . The length
of the p-cycle path, protecting working paths, will be .
Hence, the restored path length without RLB (shown by dashed
line)
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The restored path length with RLB

For all the paths originating from a node, when is even

Here, the left-hand side is the sum of lengths of the restored
paths, over all the spans if they fail (one at a time) and for all
the paths passing through that span. On the right-hand side, the
order of summation has been changed, and the total number of
spans in a path is summed over all the paths. Similarly,

Hence, from (1) and (2) of Section III-A

without RLB

and

with RLB

Similarly, when is odd

without RLB

and

with RLB
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Various protection and restoration techniques for IP over optical network framework 
have been surveyed In this paper. These schemes are based on different concepts. They have 
been classified according to the concepts used. An attempt has been made to identify 
mechanism to evaluate their relative performance. Further subjective comparison of various 
approaches of mixing, protection and restoration technique In various layers of networks has 
been presented. 

Indexing terms: Survivability, Protection, Restoration, Optical networks. 

1. INTRODUCTION 

RAPID developments arc taking place in the 
communication networkS. Traditional PSTN (Public 

Switclul Telephone Networks) systems were circuit 
switched, optimized for voice traffic, totally based on copper 
cables to carry the voice traffic. With the advances in optical 
fiber technology revolution came in the transport technology. 
Optical fibers offer much higher bandwidths than copper 
cables and are less susceptible to various kinds of 
electromagnetic interference and other undesirable effects. 
This led to replacement of copper cables in the core networks 
by optical fibers. Still in the present systems the incredible 
bandwidth offered by the optical fibers has only been used as 
a very high-speed channel, replacing copper cables. Optical 
fibers are acting just as point-to-point links. Voice traffic is 
carried on these fiber links .using SONET (Synchronous 
Optical Network)/SDH (Synchronous Digital Hierarchy). 

The wide spread use of Internet and World Wide Web in 
recent years has led to an exponential growth in the data 
traftic to be carried by core communication networks. Data 
traffic has even started dominating voice traffic [ 1,2]. To 
.accommodate and also to profit from this new service 
demand, the PSTN operators have started their new Internet 
Service Provider (ISP) business by running IP (Internet 
Protocol) network in parallel with voice networks. The same 
infrastructure is used for this new service [3]. The data traffic 
is bursty in nature and IP packets are used to carry data 
traffic in the form of bursts. ATM (Asynchronous Transfer 
Mode) layer may be used as service integration layer on top 
of SONET/SDH. ATM provides a powerful set of 
capabilities in terms of traffic engineering. Further, ATM is 

Paper No 61-B; Copyright© 2004 by the lETE. 

advantageous because of availability of faster ATM switches 
and its ability to provide quality of service guarantees, such 
as bandwidths and delays [ 4]. These parameters are missing 
in the IP layer. ATM standards also provide interfaces with 
IP and SONET/SDH so that it acts as lower layer of IP and 
upper layer of SONET/SDH. 

These networks, which utilize optical fibers to carry 
traffic between point-to-point links, are called first 
generation optical networks. These networks arc bit rate, 
protocol and format dependent i.e. opaque at all switching 
nodes. In these networks, at each node, all the data (data 
intended for that node and the data, which is being passed 
through that node) have to go through 0-E-0 (optical
electronic-optical) conversions. 

Significant advances in optical component technologies 
e.g., optical add-drop multiplexers (OADMs), optical cross
connects (OXCs), erbium doped fiber amplifiers (EDFAs) 
etc., have made possible routing of optical signals based on 
wavelengths [5, 6]. 

The networks with this feature are known as second
generation optical networks. They can also be thought of as 
an abstraction of optical layer that offers services to higher 
layer [7). For example, optical layer may provide lightpath 
services to IP networks.A Iightpath is a connection between 
two nodes in the network and it is set up by assigning a 
dedicated wavelength to it, on each link in its path. The entire 
bandwidth of the light path can be given to higher layer as in 
circuit switched networks or the bandwidth may be shared 
between many demands as in the case of virtual circuit 
services. For the latter case, higher layer must incorporate 
some form of time division multiplexing to combine 
multiple virtual circuits onto a single wavelength in WDM 
links. A major feature of second-generation networks is the 
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transparency of the circuit switched lightpath. Once a 
lightpath is set up, a certain maximum bit rate or bandwidth 
might be specified and it may accept the data at any bit rate, 
modulation, protocol, format, and form i.e., analog or 
digital. conditioned that transported signal bandwidth does 
not exceed the maximum allowed in the lightpath. 

In the multi-layer approach for using optical net
works. the layered structure of IP/ATM/SONET/WDM 
(wavelength division multiplexing) is natural extension. But 
there is significant functional overlap between various 
layers. This was justified approach with first generation of 
optical networks where at each node data has to undergo 
optical-electronic-optical (0-E-0) conversions. This multi
layer approach has some significant disadvantages also. It 
reduces efficiency and poses increased management cost 
due to functional overlap and 0-E-0 conversions at each 
intermediate node. 

The popularity of internet which is based on TCP/IP and 
the use ofTCP/IP in almost all forms of end user application, 
have made it clear that common traffic convergence layer is 
going to be IP. WDM has emerged as the only practical 
solution to exploit the huge bandwidth offibers. Therefore if 
IP layer can be transported using WDM, significant cost 
reduction and efficiency enhancement can be achieved. In 
fact this trend is already evident today with the emergence of 
IP routers with tunable WDM laser interfaces [5). 

Future optical networks are emerging as optical 
networks providing services to the IP layer (Fig 1). A 
consensus is emerging in Optical Intemetworking Forum 
(OIF) for using GMPLS (Generalized Multi-Protocol Label 
Switching) in the control plane of optical layer and thus 

UNJ-U .. to Netwadc lllllrllce 

providing necessary bridge between IP and optical layer 181. 
The optical layer provides lightpaths between IP networks. 
Lightpath is a wavelength channel from source to 
destination without any 0-E-0 conversion. Each fiber can 
have many lightpaths passing through it on different 
wavelengths using WDM. Since fiber has large bandwidth a 
large number of light paths in a single fiber can exist. Up to 
160 lightpaths each with capacity of I 0 Gbps have been 
reported in literature [3,9]. Henceforth, incredibly large 
traffic volumes can be supported by a single fiber. In this 
scenario a single fiber failure (single fiber cut) can lead to 
simultaneous failure of all the light paths in the fiber. This 
will result in failure of thousands of higher layer paths and 
loss of significant amount of traffic and hence the revenue. 
Therefore network survivability issue is very critical in 
optical networks. In the traditional multi-layer IP/ATM/ 
SONET/WDM approach the survivability is provided by 
Automatic Protection Switching (APS) in SONET layer, 

which is quite robust. It has the capacity of providing 
recovery within 50 ms in the event of any failure [5). 
Therefore, for the success of IP over WDM networks, 
survivability and fast recovery in optical networks should be 
as good as what SONET provides. Researchers have been 
working on various schemes to provide efficient and fast 
protection and restoration in IP overWDM networks. 

2. FAILURE RECOVERY SCHEMES 

The network failure recovery schemes can be broadly 
classified into two categories viz., (a) Protection and 
(b) Restoration, as shown in Fig 2. Protection is defined as 
pre provisioned failure recovery [3,5,8,10]. The back up 
path (secondary path or alternate path) which is link disjoint 

[JrPRoutcr ooxc 

Fig I An IP over optical network 
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Fig 2 Survivability schemes 

and may be node disjoint also with the primary path, is set up 
along with the primary path. Usually, the same routing 
protocol is used after eliminating the links used for setting up 
the primary path to determine the link disjoint back up path. 
Similarly, if the nodes in the primary path (except source and 
destination) are also eliminated while computing back up 
path, the back up path will be link and node disjoint. The 
primary path is used to transmit the data and back up path is 
reserved for use in the event of failure. After the detection of 
failure the switches are re-configured to use the back up 
path. These schemes can provide guaranteed protection 
since the demand set up completes only if the secondary path 
is also available. Secondly, these schemes can provide fast 
recovery because the back up path computation is already 
done and in the event of failure, only the failure detection 
and switch reconfiguration has to be done. However 
resource utilization is not efficient due to reservation of 
resources for back up paths. 

Restoration schemes refer to dynamic recovery after the 
onset of failure [3, 5, 8, 10]. The restoration involves 
detection of a failure, new path computations for the failed 
connections and recontiguration of switches for the 
restoration path. These schemes provide efficient utilization 
of resources. However, successful recovery cannot be 
guaranteed since enough resources may not be available ~t 
the time of failure. Further time required for recovery IS 

more [ 1 0). Usually optical layer can provide fast prot~etion 
while higher layers can be used for intelligent restoratiOn. 

In section 3 various optical layer protection schem~s are 
discussed and section 4 gives merits and dements of 
protection in optical domain. Section 5 presents different 
restoration schemes. 

3. OPTICAL LAYER PROTECTION 

The optical layer protection schemes can ~e divided i?to 
path protection, link protection and gencrahzcd path-hnk 
protection schemes. 

3.1. Path Protection 

The entire light path from source to destination is 
protected in these schemes. In the event of failure, fault 
localization is not required, instead traffic is switched over to 
link and node disjoint backup path. Various path protection 
schemes are shown in Fig 3. These optical layer path 
protection schemes are 1 + 1 (duplicated), 1 : 1 (dedicated), 
and 1 : N (shared). In 1 + 1 duplicated path protection (Fig 
3a), the sender transmits on both primary and backup paths. 
In the event of failure the receiver simply switches to the 
alternate backup path. This approach is very simple and very 
fast. However in this approach, the network resource 
utilization is very poor [ 11]. 

The I: I protection is also known as dedicated path 
protection (Fig 3b). Here the resources for the backup paths 
are reserved at the time of connection set up. The resources 
arc reserved as backup for respective primary lightpath only. 
They cannot be shared as back up path for some other 
primary I ightpaths. However these can be used to carry some 
low priority (preemptable) traffic. In the event of failure the 
low priority traffic through back up path is dropped and 
traffic to be protected is directed through backup path. 

The 1 + 1 and 1 : 1 protection schemes have been 
compared in [ 1 2] for resource utilization. In this study, the 
primary and backup paths and the resources such as total 
number of fibers, OXCs etc. have been selected optimally to 
minimize the total facility cost. The total facility cost 
includes the cost of fibers and cost of OXCs. It has been 
found that to minimize the total cost, the ratio of fiber length 
in the I + I & I : I schemes is approximately 1.6.Aimost the 
same ratio of 1.6 comes out for OXCs. The total lightpath 
length has been found to be more in both the schemes in the 
above study as the number of wavelengths per fiber 
increases. This is due to the fact that to minimize the total 
cost, longer light paths may have to be selected. 

The I : N protection is shared path protection (Fig 3c), 
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(a) 

(b) 

Path 1 

PriJDIJ)' Patb 1 

Primary Path 3 

(c) 

Fig 3 Path protection schemes, (a) I + 1 Duplicated path 
protection, (b) I : I Dedicated path protection. (c) I : N 
Shared path protection 

and at the time of connection setup backup path resources 
arc also computed and reserved. The reserved resources can 
also be used to provide protection to some other primary 
path. However, the primary paths sharing the backup should 
be link and node disjoint. Hence a single failure cannot 
affect more than one primary lightpath [8,13,14]. To ensure 
this condition Shared Risk Link Group (SRLG) concept can 
also be used [ 15,16]. An SRLG is a group of lightpaths 
having a common clement whose failure can lead to lailurc 
of all the light paths in the group. For example, if a single 
fiber is cut then all the light paths through that fiber will be 
affected. Hence all the lightpath using this fiber belongs to 
one SRLG. Similarly the conduit carrying multiple fibers 
may define another SRLG. Therefore primary paths not 
having any common SRLG may share the backup path. The 
I : N protection implies that up toN primary paths, share a 
backup path. The I : N protection schemes provide most 
efficient use of resources and thus most preferred form of 
protection. One of the important performance issues in this 
scheme is finding of new backup paths if protection is 
activated for some failed primary path. 

3.2. Link Protection 

Another mechanism of protection is called link 
protection. These schemes are designed basically to provide 
Automatic Protection Switching (APS) of rings in the 
optical mesh, networks. The protection mechanism for these 
schemes is fast, distributed and autonomous [ 17). 

Any lightpath can be considered as different links being 
put together end-to-end. Each of these links can be provided 
individual protection. In case of a link failure, a backup path 
replaces only the faulty link, other links in the lightpath 
remain same. Due to smaller scale of link and localization of 
fault, link protection schemes are faster in response. 
However, due to local recovery (Fig 4) the total number of 
hops may be more and resource utilization may be Jess 
efficient.Another very important feature of link protection is 
that it can be preplanned once and for all, since it is not 
dependent upon specific demand patterns [18]. With 
increased speed, the issue of identification and localization 
of faults and hence switchover to protection link become 
important. One needs to look into how this will be 
implemented efficiently. Some link protection schemes are 
as follows. 

(I) Ring Covers 

The mesh network is presented as graph in which node 
represents a vertex and each link is represented as edge. The 
entire network is divided into smaller cycles (rings) in such a 
way that each edge comes under at least one cycle. Having 
another protection fiber along the cycle protects the whole 
cycle. In this approach, an edge may be covered by more 
than one cycle. With fiber based protection every cycle is a 
four-fiber ring (two fibers for bi-directional working paths 
and two for bi-directional backup paths). Therefore an edge 
covered by two rings requires eight fibers, and an edge 
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Backup 
Path 

Fig 4 Link protection 

covered by n rings requires 4n fibers. Thus the problem is 
formulated in such a way so as to minimize the redundancy 
of protection fibers. However, in most cases the redundancy 
required is more than I 00% [ 18,191. 

(il) Double Cycle Ring Covers 

The mesh networks arc represented as directed graphs 
(diagrams). Each edge of the diagrams has a pair of 
unidirectional working tiber (bi-directional working link) 
and a pair of unidirectional back up fiber (bi-directional 
protection link). Thus each edge is covered by exactly two 
rings. This method reduces redundancy to exactly I OO%.AII 
these digraphs are established at the time of setup of network. 
For planar graph (if it can be drawn on a plane in such a way 
that no two edges intersect each other, then the graph is 
planar) havingNverticcs (N~ 3)and M edges; the total no of 
faces will beF= 2 + M-N. This includesF -1 inner faces and 
one outer face. Thus the required set of protection cycles can 
be obtained as in r 171 hy identifying all the faces of planar 
graph. All the inner faces are covered in a certain direction 
(say anti-clockwise). The outer face is covered in the 
opposite direction (i.e., clockwise) as shown in Fig 5. 

ln non-planar graphs, heuristics arc used to find the 
double cycle ring covers. These cycles can then be used as 
rings to recover traffic. In Fig 6 for another fiber topology, 
two possible double cycle ring covers are shown [ 18]. In all 
these cases four fibers are used and recovery is fiber-based 
recovery i.e., all the traffic on one fiber is transferred to 
another as such in the event of failure. Protection granularity 
is at the level of fiber. With double cycle ring covers, to 
recover a failure on linkAB (Fig 6), the traffic which is going 
fran A to B may be recovered by Ring 4 through 
ADCEFGHB, and the traffic in the reverse direction i.e. from 
B to A is recovered through Ring I i.e., BCDA. The two 
directions on a link will, therefore, have different delays in 
their restoration times and may cause different timingjitters. 

(Iii) Generalized Loop Back Recovery 

Application of ring recovery schemes (ring covers and 

Fig6 

Fig 5 Double cycle ring covers 

(a) 

(b) 

Double cycle ring covers for another fiber topology (a) 
Ring I, Ring 2, Ring 3 are in clockwise direction, Ring 4 
is in anti-clockwise direction (b) another possible 
double cycle ring cover 
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double cycle covers) to mesh based networks, requires more 
hardware, and hence it is more expensive. Further, as nodes 
are added or networks arc interconnected, ring based 
structures may be difficult to preserve, thus limiting their 
scalability. Therefore, another approach more suitable to 
mesh networks has evolved [I 8, 20] and is known as 
Generalized loop back recovery. This method is applicable 
to arbitrary two-link-redundant and two-node-redundant 
networks to restore services after the failure of a link or a 
node respectively. A two-link (node) redundant network 
remains connected after the failure of a link (node). As in 
Ring cover schemes, network is represented by graphs and 
failure of a link (node) is mapped to the disappearance of an 
edge (vertex) in the corresponding graph. In generalized 
loop back, pair of conjugate diagrams are used for routing 
primary path and reservation of protection path respectively. 
Traffic flows in the primary diagrams and protection is 
provided through the use of its conjugate, the backup 
diagrams. These diagrams are calculated once for the 
network before the network is put on line for the first time. 
The heuristic algorithms are used [ 1 8] to calculate the 
recovery loops. In the event of failure, nodes adjacent. to the 
tailure, simply flood the pre-established backup diagrams 
with traffic ofthe failed link. 

Consider Fig 7, for simplicity, only unidirectional 
conjugate diagram is shown. The primary diagram is shown 
in solid lines and secondary diagram is shown in dashed 
lines. Let's say there is failure in link BC. The traffic is 
switched over to back up diagram. The back up diagram is 
flooded with the back up traffic by node B and the back up 
traffic finds its way to node C. There can be two possible 
paths for the back up traffic (BAED C) and (B A E F C). 
This is ensured by the protocol used that only the traffic, 
which arrives at a node first, is forwarded to the output ports. 
Traffic. which arrives subsequently, is simply discarded and 
the node that sends out this traffic is notified by means of 
a negative acknowledgement message (NACK). After 
receiving a NACK, the node stops forwarding traffic to the 
corresponding out put port. Therefore only one of the two 
possible paths is actually established. 

In generalized loop back recovery, the protection is fiber 
based i.e., the entire traffic carried by a fiber is backed by 
another fiber. For bi-directional traffic flow, fiber based 
restoration requires four fibers as shown in Fig 8, Here fiber 
I and fiber 2 carry primary traffic. Backup is provided by 
fiber 3 for fiber 1 and by fiber 4 for fiber 2. Loop back 
recovery scheme is further extended· to WDM based loop 
back recovery. In this protection, paths are reserved at 
wavelength level. It requires only two fibers. Figure 9 
illustrates WDM based recovery. Primary traffic is carried 
by fiber I on A.1 and by fiber 2 on~. Back up is provided by 
A.1 on fiber 2 (for A.1 on fiber 1) and by A-, on fiber 1 (for~ on 
tiber 2). The main advantage of WDM based loop back 
recovery system over fiber based system is that only two 
fibers are essential in former whereas at least four fibers are 
required in the latter. 

Fig 7 Generalized loop back recovery 

Fig 8 Fiber 3 provides protection to fiber I and fiber 4 provides 
protection to tiber 2 

Bactup Path Worldoq M ~ M 

~ ~--o ... ---_--:.:=~: ______ ~-------· A.1 

~ Worldna Path Backup Path 

Fig 9 WDM based recovery. Back up for A.1 in fiber I is on ~ 
in tiber 2 and back up for ~ in fiber 2 is on ~ in fiber I 

(lv) P-cycles 

The recovery is very fast (50 ms for SONET rings) in 
ring-based networks. However, these networks are 
inefficient and inflexible [21] as compared to mesh-based 
networks. P-cycles are the result of efforts to obtain ring like 
speed and mesh like capacities and flexibility. P-cycles are 
fully connected structures of spare capacity of mesh 
networks. In fact all spare capacity of the network is pre
connected and only two switching actions (as in rings) are 
needed in the event offailure to switch the traffic on the back 
up path. Figure lOa shows an example ofp-cycle. Solid lines 
represent the p-cycle. This is pre-connected cycle of spare 
resources in the links. Figure lOb shows the failure on the 
cycle. In this type offailure, thep-cycle recovery acts as ring 
recovery and the traffic of the failed link is switched to the 
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other side of the cycle. Figure I Oc shows the recovery in case 
of straddling link failure. A straddling link is one that has its 
end nudes on thcp-cyclc, but is not itself part ofthep-cyclc. 
In case uf straddling link failure 'AJ', two protection paths 
arc available viz., 'ABJ' am 'AFHGIOCJ'. The key 
difference between p-cycles and any ring or cycle cover is 

I 
I 

I 
I 

I 
I 

\ I 

------------0// 

(a) 

I 
I 

I 
I 

I 
I 

I 

------------0// 

(b) 

(c) 

Fig I 0 P-cyclcs, (a) Pre-connected spare resources (P-cycle), 
(b) Failure on p-cycle, traffic is switched over to other 
side of p-cycle, (c) Failure on straddling link AJ, two 
protection paths are available, ABJ and AFHGIDCJ 

the protection of straddling link failures. These links are 
having zero spare capacity and efficiency of covering these 
failures is double that of on cycle failure because two back 
up paths are available from each side of p-cycle. It has been 
found [21] that sets of p-cycles can cover all span failures 
with three to six times less capacity than required with ring 
covers. Hence it offers mesh like capacity efficiencies. 
Another advantage is due to the fact thatp-cycles are formed 
in the spare capacity only, and can be logically rearranged to 
adapt to changing traffic patterns as needed. In short, 
p-cyclcs will not affect the flexibility of mesh networks. 
However, several p-cycles may be required to cover an entire 
network, hence management among p-cycles becomes 
necessary. Even finding p-cycles, which cover a large 
number of nodes, may be difficult [ 18 J. 

3.3. Generalized Path and Link Protection 

This scheme has been evolved to combine the 
advantages (merits) of path and link protection schemes. The 
working path is divided into several overlapping protection 
domains of equal length; each of which contains a working 
and protection path pair. This scheme is also called Short 
Leap Shared Protection (SLSP) [16]. In this scheme, once a 
primary path is selected and divided into protection domain 
(p-domain) then each p-domain is assigned a p-domain ID 
by the source node. The overlapping in p-domain is used to 
provide protection for the node failures along the primary 
path. A link disjoint protection path is searched for each 
working path segment in a p-domain. The node, which 
switches traffic to secondary path, is called Path Switch 
Label Switched Router (PSL) and the node, at which the 
traffic merges with the primary path, is known as Path Merge 
Label Switched Router (PML). The diameter of a p-domain 
is defined as the hop count of the shortest path between the 
PSL and PML of the p-domain. Link and path based shared 
protection schemes can be categorized as two extreme cases 
of SLSP with domain diameters of 1 and H respectively, 
where H is the hop count of the primary path. 

The working of this scheme is shown in Fig 11. Node A 
is the source node and N is the destination node. The 
p-domains I, 2, 3 and 4 are fran A-E, D-H, G-K and 
J-N respectively. (A, E), (D, H), (G, K) and (J, N) are the 
corresponding PSL, PML pair of each domain. The overlap 
of two nodes and a link in p-domain ensures that any single 
link failure or node failure along the primary path can be 
recovered by at least one p-domain. For example, a fault on 
F-G link or node F is localized by the downstream node G. 
Node G sends a notification message to its PSL node 'D'. 
'The PSL 'D' then activates the traffic switchover to 
corresponding protection path in that domain. If a failure 
occurs to a link or node covered by two p-domains (GH link) 
the node localizing the fault i.e., node 'H' will notify the 
closest upstream PSL 'G'. Tell and go mechanism is used to 
switchover the traffic to the protection path. 

The advantages of this scheme are fully distributed 
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P-Domain2 P-Domain3 P-Domain4 

0PSL liJ PML 

Fig II Recovery in the P-domain, short leap shared protection (SLSP) 

computing process, service recovery time guarantee by 
limiting the size of p-domains, capacity efficiency, and 
scalability. However a major disadvantage is the increase in 
signaling complexity. 

4. MERITS AND DEMERITS OF PROTECTION IN 
THE OPTICAL DOMAIN 

Various protection mechanisms, performed in the 
optical domain have been discussed in the previous sections. 
These schemes offer several advantages as well as 
disadvantages. In the following sections their merits and 
demerits arc presented. 

4.1. Merits 

(i) Optical layer is relatively closer to most of the usual 
faults that occur such as cable cuts. The detection of 
failure is fast for this layer. The amount of signaling 
required to perform protection is less. Hence failure 
recovery in optical domain is expected to be faster, 
compared to those provided by higher layers. 

(it) Optical layer failure recovery can protect many services, 
which do not have built-in recovery mechanism or 
whose recovery mechanism is slow (e.g., IP services). 

{iit)The optical layer provides lightpath to higher layers. A 
single lightpath may be used to carry a large number of 
higher layer connections and an optical fiber may carry 
several such lightpaths. Hence even a single failure (e.g, 
link, node or fiber cut) may affect a very large number of 
higher layer connections [22]. However, protection in 
the optical domain may involve just a 2 x 2 switch to 
switch over to another fiber in case of fiber cut or by 
passing the link (node) in case of link (node) failure. 
Hence, protection can be done with coarser granularity 
in the optical domain reducing the switching cost 
significantly. 

(iv)The additional resources required for protection in the 
optical domain are shared among multiple higher layer 
connections and hence, the resources can be better 
optimized by optical layer protection schemes. 

(v) Optical layer failure recovery schemes allow building 
the virtual topologies, which may be resilient to single 
fiber failures [23-25]. 

4.2. Demerits 

(i) The optical layer protection schemes cannot handle the 
failure of higher layer electronic equipment or nodes. 

(it) It cannot monitor higher bit error rates hence in this 
case protection switching cannot be done in the optical 
layer [ 19]. 

(iit) Due to coarser granularity it is very difficult to provide 
different levels of protection to different classes of 
traffic. 

(iv) The alternate paths are not optimized and hence may 
be very large. 

5. RESTORATION SCHEMES 

In optical layer protection schemes, in the event of a 
failure, the fault is detected and simple switching is used to 
divert the traffic through an alternate pre-computed backup 
path for which resources are already reserved. However, 
these schemes cannot protect the faults occurring at higher 
layers e.g., network interface card failures and IP router 
(node) failures. There are also network-operating scenarios 
in which optical layer protection is not an option technically 
or economically. There may be an ISP operator having a 
logical network, which is based on leased line services from 
facilities based operators (i.e., physical layer service 
providers). Such an operator will require failure recovery 
schemes, which are in his own control i.e., in the logical 
network plane. This is either because control of (or may be 
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even knowledge of) the physical layer is not available to him 
or the optical layer service provider may charge more to 
provide failure recovery in the optical layer. 

At a higher layer an alternate path can be worked out on 
the has is of an algorithm aftcrthc failure. Higher layer can also 
take 'priorities' into consideration. Thus the process can he 
more intelligent. This is known as restoration. However, if no 
new path was discovered for a failed working path, the traffic 
carried by that path would be lost. Therefore, restoration 
schemes cannot be used for guaranteed survivability. Further, 
this process is more time consuming than protection. Hence 
this mechanism is not used alone. Usually this works along 
with the optical layer protection. In the following sections 
some higher layer restoration schemes arc presented. 

5.1. IP Layer Restoration 

Conventional IP is conncctionless protocol. In IP layer, 
restorations are best effort in nature. In this layer to restore 
the services the traffic (IP packets) is rerouted by updating 
routing tables at the nodes. This is done automatically using 
OSPF (open shortest path first) and BGP (border gateway 
protocol) with the help of link state and route advertisement 
messages. However, these are relatively slow processes. For 
rapid IP restoration an interesting idea is proposed in [26]. 
Here the concept of pre-configured protection cycles 
(p-cycles) (already explained in section 3.2 (iv)) is used at 
the IP layer to protect node (IP router) or logical link failures. 
If there is failure of any logical link, then the router ports, 
which terminate the failed link, will be marked as dead, and 
the usual link state advertisement update process will be 
triggered. During the time in which global routing update is 
affected in conventional IP, the packets to be directed to the 
dead ports, according to their destination address, are 
deflected onto ap-cycle, which has been assigned to protect 
the link. Deflection onto ap-cycle is done by encapsulating 
packet in a "p-cycle packet". This packet contains the 
address of pre-assigned p-cycle and the packet travels 
through the p-cycle. When the packets comes at the other 
end of the failed link, the original IP packet is removed from 
the encapsulating packet and forwarded on its route towards 
final destination. 

This scheme can be used to restore failure of a single 
logical lP link between a pair of adjacent routers. For fiber 
cuts or physical layer failures, which can cause fault 
multiplication from one fiber cut to several logical link 
failures in the IP layer, the optical layer protection schemes 
are best suited. Therefore for effective failure recovery 
scheme, IP layer restoration using p-cycles should be used 
on top of the optical layer protection schemes. 

5.2. Multi-layer Restoration 

Even the simplified IP over WDM network typically 
consists of multiple layers. Different protection and 
restoration mechanism may be present in different network 
layers. Therefore, two main issues arise with multi-layer 

survivability 

(i) All the layers try to rectify the same fault causing 
'chaos'. 

(ii) During faults, spare resources have to be present for 
being used by each layer. 

Multi-layer recovery can combine the merits of optical 
layer and the higher layer schemes. In order to do this, inter
working between different layers is required. The inter
working between different layers is called 'escalation' [3, 5, 
27, 28]. Escalation strategies deal with issues such as when 
to start, stop and how to coordinate activities of different 
layer protection and restoration mechanisms. There are three 
types of escalation strategies 

(a) Parallel strategies 

(b) Sequential strategies 

(c) Integrated strategies 

( i) Parallel Strategies 

In this escalation strategy, different protection and 
restoration schemes are activated simultaneously in the event 
of a single failure. When one scheme recovers the failure, all 
other schemes stop. This is fast and no communication or 
coordination is required between different protection and 
restoration schemes. However, they may contend for the same 
spare resources and may obstruct each other. Therefore 
efficient spare capacity sharing mechanisms are required. 
Such resource sharing schemes are given in [28, 29]. 

(II) Sequent/a/ Strareg/es 

In these strategies the protection and restoration schemes 
in different layers can be activated sequentially in an order. 
Either they can be activated from top-to-bottom i.e., top
down strategies or from bottom-to-top i.e., bottom-up 
strategies. In the top-down approach, the recovery actions 
are activated in the top (highest possible) layer, and the lower 
layer schemes are activated only if higher layer cannot 
restore the traffic. An advantage is that it can differentiate 
traffic with respect to the service types. Thus high priority 
traffic may restore first. However, this is more time 
consuming approach. In the bottom-up approach, the 
recovery starts at the bottom (lowest) layer where the failure 
is detected. Higher layer restoration is activated for the 
traffic, which cannot be restored by lower layer. This can 
achieve fast recovery at much coarser granularity. Timers are 
used to activate different layer protection and restoration 
schemes. 

(Iii) Integrated Strategy 

The integrated strategy is based on a single integrated 
multi-layer recovery scheme. This recovery scheme has a 
full knowledge of all the network layers and it can decide 
about the recovery action i.e., when and which layer (or 
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layers) is activated to start the recovery process. A good 
example of this scheme is given in reference [8]. In this 
integrated scheme, GMPLS (Generalized Multi-Protocol 
Label Switching) control plane is used to combine the 
network state information from both IP and WDM layers. 
This scheme dynamically allocates restorable bandwidth 
guaranteed paths in IP over WDM networks against optical 
link/node failures. It has been shown that integrated schemes 
improved the network performance. The integrated 
approach is most flexible one but at the cost of increased 
complexity due to requirement of intelligence in the 
network. 

6. CONCLUSION 

Several protection and restoration schemes have been 
reviewed. In optical layer protection schemes, the path 
protection schemes provide better resource utilization at the 
cost of more computational complexity, whereas link 
protection can be provided once and for all. However, 
resource utilization will be the issue in link protection 
schemes. P-cycles have addressed this issue and tried to 
improve the resource utilization using protection for 
straddling link failures also. Protection domain concept 
came as a result of combining best of path and link 
protection schemes. 

Optical layer protection schemes provide protection at 
the fiber level i.e., coarser granularity. All the light paths 
(thousands of connections at higher layers) in a single fiber 
can be protected simultaneously in fiber level protection 
schemes. However higher layer node (IP router) failures 
cannot be recovered in optical level protection. Higher layer 
restoration schemes take care of failure in IP and higher 
layers. To recover failures, because of fiber cuts, at higher 
layer is not advisable due to fault multiplication problem i.e. 
a single fiber cut result in the failure of thousands of 
connections at higher layer. 

The integrated schemes can be used to combine the best 
of optical layer and higher layer protection and restoration 
schemes. The physical level failures are to be recovered in 
the optical layer schemes to avoid the severe problem of 
fault multiplication in the higher layer. On top of this, higher 
layer schemes can be used to recover higher layer node 
(IP router) failures or single link failure in the higher 
layers. 
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Second Phase Reconfiguration of Restored Path for Removal of
Loop Back in P-Cycle Protection

Rachna Asthana, Student Member, IEEE, and Y. N. Singh, Senior Member, IEEE

Abstract— P-Cycles are one of the most promising techniques
used for span protection in optical networks. However when
p-cycle is used to provide protection to any failed span, there
may be overlapping of some nodes in the working path and in
the restoration path provided by the p-cycle. These nodes are
repeated in the restored path, hence redundant link capacity is
used. These repetitions will form loops at the overlapping nodes.
To remove these loops and release the redundant capacity, an
algorithm is developed to reconfigure the restored path. This
aspect of the p-cycle has not been discussed so far in the
literature. The capacities required without reconfiguration and
after reconfiguration have been compared. It has been found
that with reconfiguration, considerable amount of capacity can
be released, and the restored path length can also be reduced
significantly.

Index Terms— P-Cycles, path restoration, reconfiguration of
restored path, capacity saving.

I. INTRODUCTION

I N the field of optical network protection and restoration, p-
cycles have gained tremendous momentum in recent years,

due to their ability to provide ring like speed and mesh like
efficiency and flexibility [1]-[2]. P-Cycles, a technique for
span protection, are preplanned and fully pre-connected closed
loop structures of spare capacity; hence real-time switching
actions are required only at the two end nodes of the failed
span. P-Cycles provide protection to on-cycle spans and unlike
rings, they provide protection to straddling spans (chords of
the p-cycle) also. Hence, their efficiency can be as good as the
efficiency of mesh networks [2]. Since p-cycles are formed
only in the spare capacity, routing of primary paths is not
affected. Therefore the flexibility of mesh networks is retained
with p-cycles.

In recent years, a lot of work has been reported in literature
[3] on various issues in p-cycles. To achieve the theoretical
efficiency of mesh networks, extensive work has been done
with Hamiltonian p-cycles [4]. Strategies have been proposed
to provide dual or multi failure network survivability [5]
with re-configurable or shared p-cycles. To obtain the optimal
solution for the configuration of p-cycle, many heuristics have
been developed [6]-[7]. Recently the span protection technique
of p-cycle has been extended to provide node [8] and path
protection [9] also.
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Fig. 1. Primary path (sequence of arrows), restored path (dashed line), and
final path after removal of loop back (thick line).

However, the loop back in the restored path of p-cycle has
not been discussed so far in the literature. In the next section,
we explain the issue and in Section III, the mathematical
model [10] and technique to remove the loop back is given
[11]. Section IV discusses the simulations and results and
finally, conclusions are given in Section V.

II. LOOP BACK IN RESTORED PATH

Consider the hypothetical networks shown in Fig. 1.
AB..D..FA is a p-cycle formed in spare capacity in Fig. 1(a).
(Although we are showing the network connections in one
direction, in reality, the same will exist for reverse direction
also.) Let us consider the failure of on-cycle span AF. A
working path XBAFY (shown by sequence of arrows), from
source ‘X’ to destination ‘Y’ and passing through the failed
span, will now be restored by the p-cycle AB..D..F. The
restored path will now be XBA-B..D..F-Y(shown by dashed
line). If any node is common between working path and the p-
cycle, except the end nodes of the failed link, then the restored
path will pass through that node twice. This is called loop back
in the present work. In the restored path of Fig. 1(a) the node
B is visited twice; hence there is a loop back at node B. If
the number of common nodes in working path and the path
provided by p-cycle is more, then there will be more loop
backs. Refer to Fig. 1(b), the working path is DGFAKJL. In
the event of failure of AK, the restoration path, provided by the
p-cycle (A..DEFGH..IJK), is DGFA-DEFGHIJ-KJL (shown
by dashed line), and common nodes are D, F, G, and J (A, and
K are the end nodes of the failed link). There are loop backs
at all the common nodes. Due to the loop backs in the restored
path, extra capacity will be used. If these loop backs can be
removed from the restored path then all the redundant capacity
will be released. The released capacity can be used for routing
of other working paths or for protection. The removal of loop
backs will also reduce the number of hops and the restored
path length. Hence propagation delay and signal degradation

1089-7798/07$20.00 c© 2007 IEEE
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will also be reduced. The reliability of the restored path will
now be more due to the reduced number of hops.

To release the loop back capacity, the loop with the largest
path length is to be removed, i.e. the restored path is to be
reconfigured. It is obvious that removal of the largest loop will
release the maximum number of links.

In the first phase, the traffic is switched over to the path
provided by the p-cycle in the traditional manner [1] to retain
the ‘ring like speed’ of the p-cycle. In the second phase, the
restored path is reconfigured by identifying the loop with the
largest path length and performing one switching action at
the loop back node to release the redundant capacity. This
reconfiguration is done at each end of the failed link. Thus
all the capacity, engaged at the intermediate nodes of the loop
back path, would now be released. In Fig. 1(a), the switching
action will be performed at B to release the loop back in the
restored path, and to have the final path XB..EFY (thick line).

III. THE ALGORITHM

Let [R], [P], [M], [S], and [D] be the ordered sets consisting
of nodes of the working path, the p-cycle, the failed link (M1,
the upstream and M2, the downstream node), a portion of
the working path, from source node to the upstream node
of the failed link, and another portion of the working path,
from downstream node of the failed link to the destination
node, respectively. The nodes in [P] are organized such that
M1 is the first node and M2 is the last node in [P]. Let
LU be the length of [U], defined as the total number of
nodes in the set minus one. Let JUX represent the index
of element X in the set [U]. The index starts from 0 and
ends at LU . Addition and subtraction operations for ordered
sets are defined as follows. [U]=[V]+[W], where operation
‘+’ adds all the elements of [W], except the first one, to
the elements of [V] in the ordered form to get [U]; the last
element of [V] and first element of [W] should be the same for
‘+’ operation. Thus [R]=[S]+[M]+[D]. [V]=[U]-[W], where
operation ‘-’ eliminates the elements of [W] from [U] again
in the ordered form except the first (last) element of [W] when
last (first) elements of [W] and [U] are same. [W] has to be
the subset of [U], such that either the start nodes or the end
nodes are same in both [W] and [U].
First Step: Finding the common nodes in [S] and [P]: Let [N1]
be the set having common nodes of [S] and [P], excluding end
nodes of the failed link i.e. M1.
Hence, [N1]=([S]∩[P])-([S]∩[P]∩[M]); the second term ex-
cludes the end node of failed link. Note that [S]∩[P] is not an
ordered set, hence normal subtraction operation is used.
Second Step:Finding the largest length of the loop back
paths: The length of the loop back path for node N, LN =
LS-JSN +JPN ;
Among all elements of [N1], take the element, X1, having the
largest loop back length, LX1.
Now [R1]=[S]-[S1], where [S1]=set of nodes from node at
index JSX1 to M1 in [S].
At destination end of the failed link;
First Step: Finding [N2]=([D]∩[P])-([D]∩[P]∩[F]);
Second Step:The length of the loop back path, LN =LP -
JPN +JDN .
Among all elements of [N2], take the element, X2, having the

Fig. 2. Test network: Net1.

largest loop back length, LX2.
Then [R2]=[D]-[D1], where [D1] is the set of nodes from M2
to node at index JDX2 in [D].
Third Step: Removing the loop back path: The resultant final
path is [FP]=[R1]+(([P]-[P1])-[P2])+[R2], where [P1]=set of
nodes from M1 to the node at index JPX1 in [P], and [P2] is
the set of nodes from node at index JPX2 to M2 in [P];
The mathematical model is illustrated using network shown
in Fig.1 (a) as follows.
Here [R]=[X, B, A, F, Y]; [P]=[A, B, C, D, E, F]; [M]=[A,
F]; [S]=[X, B, A]; [D]=[F, Y]; M1=A; M2=F.
Hence [R]=[X, B, A]+[A, F]+[F, Y]=[X, B, A, F, Y]
Then, [S]∩[P]=[A, B]; [S]∩[P]∩[M]=[A]; and [N1]=[B].
LB=2; Then [S1]=[B, A]; [R1]=[X, B, A]-[B, A]=[X, B].
At destination end, [N2]=[ ], LX2=0, and [R2]=[F, Y]-[ ].
hence [P1]=[A, B]; [P2]=[ ]; [FP]=[X, B]+(([A, B, C, D, E,
F]-[A, B])-[ ])+[F, Y]=[X, B]+[B, C, D, E, F]+[F, Y].
Thus [FP]=[X, B, C, D, E, F, Y].

IV. SIMULATIONS AND RESULTS

It is obvious that the algorithm will almost always release
the capacity. The test network (Fig. 2) Net1 [4], with 13 nodes,
23 spans (span numbers are shown) and 3.54 average node
degree (A.N.D.), has been simulated to find the amount of
capacity released. The primary paths for unit traffic matrix
are routed using shortest path Dijkstra’s algorithm with hop
count as metric. The set of optimal p-cycles, to protect all the
working capacities on each span, has been found with Integer
Linear Programming (ILP) model given in [2].

All the paths, passing through the failed span, and the p-
cycles, protecting the failed span, are identified. One p-cycle
can protect one path if the failed span is on-cycle and two
paths if the failed span is straddling span of the p-cycle. The
total capacity used for restoration is calculated for all the paths
passing through the failed span (one unit of capacity stands
for one link between two nodes). With our algorithm, the loop
backs in the restored paths are removed, and the amount of
released capacity is calculated. This process is repeated for
each span considering it as failed one. Then the average is
taken for all the spans of the network. The results are shown
in Table I.

To determine the effect of amount of traffic in the network
on the released capacity, we have further considered the
general traffic distribution when the traffic from one node
is generated with probability ‘p’ for every other node in the
network. The values of ‘p’ are taken as 0.1, 0.2, ..., 1.0. With
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TABLE I

Link
no.

Total
no. of
paths

Capacity used
without

reconfiguration

Capacity
released with

reconfiguration

Percentage
of released

capacity

1 12 206 34 16.5

2 11 202 66 32.7

3 4 104 42 40.4

4 3 54 24 44.4

5 7 156 38 24.4

6 3 78 40 51.3

7 9 164 50 30.5

8 8 130 40 30.8

9 8 148 50 33.8

10 7 154 48 31.2

11 6 130 44 33.8

12 10 206 60 29.1

13 7 128 32 25.0

14 8 186 56 30.1

15 8 188 82 43.6

16 10 130 38 29.2

17 12 160 20 12.5

18 4 74 12 16.2

19 3 54 4 7.4

20 3 76 12 15.8

21 7 118 42 35.6

22 6 98 32 32.7

23 2 28 0 0.0

Avg. 6.9 129.2 37.7 29.1

each value of ‘p’, the traffic matrix is generated fifty times and
each time, p-cycles are found with ILP model [2]. The mean
value of released capacity for each value of ‘p’ is calculated.
Fig. 3 shows mean savings in the capacity with respect to
probability ‘p’ of one unit traffic from one node to every other
node in the network.

V. CONCLUSION

It is clear from Table I that as large as 51.3% and on an
average 29.1% of capacity savings can be achieved with our
algorithm. Fig. 3 shows that this saving remains around 29%
for various traffic distributions. This suggests that saving is
almost independent of the traffic load. The algorithm has been
further verified with 19 node, 28 span, 2.95 A.N.D. network
[12], 14 node, 21 span, 3.0 A.N.D., NSFNET and 10 node, 22
span, 4.4 A.N.D., network [1], the amount of capacity saving
is 35.5%, 31.7%, and 22.0% respectively for these networks.
The capacity saving is 29.1% with Net1, 3.54 A.N.D. This
suggests that the effectiveness of algorithm will be network
topology dependent. Thus it is hypothesized that effectiveness
will initially reduce faster with increase in average node degree
and thereafter the rate of reduction will be much smaller. A
possible explanation is that as the A.N.D. increases, there
will be more straddling spans. To protect a straddling span
only a portion of the p-cycle is used, hence the length of the
restored path will be less. Therefore loop backs will also be
less. However this needs to be further investigated.

Fig. 3. Variation in capacity saving with various traffic distributions (‘p’ is
the probability of one unit traffic to every other node in the network).

With our simple but effective algorithm, significant amount
of saving can be achieved in the resources used for restoration
without affecting the ‘ring like speed’ of p-cycles. Our algo-
rithm will also reduce the restored path length. The data shown
in Table I also provides the information about reduction in the
restored path length. As one unit of capacity represents one
hop of a path, the reduction in the restored path length, due
to second phase reconfiguration, will be equal to the amount
of released capacity. The reduction in the restored path length
reduces the propagation delay, excessive signal degradation
and increases the reliability of the restored path in the event
of second failure.
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p-Cycles: An Overview
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Abstract—One of the most promising techniques of network
protection i.e. p-Cycles (pre-planned, preconfigured-cycles) is
reviewed in this paper. In this paper we provide a survey of the
main work on p-cycles to date. The characteristics of p-cycles
and various types of protection provided by them are discussed.
Finally, some possible extensions or enhancements of the p-cycle
concept are discussed.

Index Terms—p-Cycles, network protection design, centralized
protection, distributed protection, optical networks.

I. INTRODUCTION

VARIOUS network protection schemes can be evaluated
on the basis of their speed and capacity efficiency. Gen-

erally, mesh based protection schemes are capacity efficient
whereas the ring based protection schemes are fast. Similarly,
among the various mesh protection schemes, path based pro-
tection schemes are generally more efficient whereas span or
link based schemes are faster [1], [2]. One of the most efficient
path protection based schemes is shared backup path protec-
tion (SBPP) [3]. The p-cycle based protection schemes, first
reported by Grover, Stamatelakis et al. [4], have combined ring
like speed with mesh-like capacity efficiency, close to that of
SBPP [3]. The spare capacity of the network is pre-connected
to form the ring-like structures called p-cycles. Consequently
only two switching actions (as in rings), at the end nodes of
the failed span, are needed in the event of failure, to switch the
traffic to the protection path provided by the pre-configured
cycle. The main difference between any ring-based scheme
and the p-cycle scheme is the protection of straddling spans
by the p-cycles as shown in Fig. 1 [4]. (Another important but
often overlooked additional efficiency of p-cycles over rings,
is that working paths may be freely routed over the network
graph, and are not required to follow ring-constrained routings
in order to be protected). The SBPP-like efficiency is achieved
due to the shared protection provided by the p-cycle to all the
on-cycle as well as straddling spans. Thus, we can say that
p-cycles are a form of shared span protection. p-Cycles have
become one of the most promising protection schemes due to
the above features. The research on p-cycle based techniques
has gained momentum in recent years. Considerable literature
has covered many different aspects of p-cycles. The various p-
cycles discussed in the literature have been named on the basis
of their structural relationship with the network and the type
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Fig. 1. (a) p-cycle, (b) On-cycle failure, (c) Straddling span failure (adapted
from [4]).

of protection provided by them. Hamiltonian, simple and non-
simple p-cycles are named as per their structural relationships
as follows.

Hamiltonian p-cycle: The p-cycle which passes through all
the nodes of the network only once is called a Hamiltonian
cycle.

Simple p-cycle: The p-cycle which does not pass through
any node or span more than once is called simple p-cycle.

Non-simple p-cycle: The p-cycle which passes through a
node or a span more than once is known as non-simple p-cycle.
The following p-cycles are named after the type of protection
provided by them.

Span p-cycle: The simple p-cycle which provides protection
to spans is called span p-cycle. The p-cycle shown in Fig. 1
is an example of Hamiltonian, simple and span p-cycle.

Node encircling p-cycle: The traffic passing through the
failed node can be restored in case of node failure with this
type of p-cycle. This p-cycle passes through the adjacent nodes
of the failed node but not through the failed node itself.

Path protecting p-cycle: The complete path, having source
and destination node lying on the p-cycle can be protected by
path protecting p-cycle.

Flow p-cycle: It provides protection to complete path seg-
ment lying on the p-cycle. The details of the above are given
in concerned sub-sections.

In the next section, various methods of p-cycle network
design are discussed. Section III deals with the capacity-
efficiency of p-cycles. The various types of protection which
can be provided by p-cycles are discussed in section IV.
The implementation of p-cycles, in the form of preconfig-
ured structures, is treated in section V. A few variations

1553-877X/10/$25.00 c© 2010 IEEE
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Fig. 2. p-Cycle Network Design or Configuration Methods.

and enhancements are discussed in section VI and finally,
conclusions are given in Section VII.

II. p-CYCLE NETWORK DESIGN METHODS

On the basis of the work reported in literature, methods
for the formation of p-cycles can be categorized in several
ways. One basis for categorization can be the computation
method. The problem of p-cycle network design or network
configuration can be approached in either a centralized or
distributed manner. Another categorization can be based on the
order of p-cycle formation and routing of working demands.
In one case, the p-cycles can be formed after routing of
working demands or jointly with the working demands. It
is also possible that first p-cycles are formed (or existing p-
cycles are present in a network) and then demands are routed
as per the available envelope of protection capacity that these
p-cycles provide [5]. Still another basis for classification can
be the method used for optimization. For optimization of
network designs, ILP, genetic algorithms, Swarm Intelligence
or custom heuristics can be used. An overall classification
based on the above aspects is shown in Fig. 2 and discussed
below.

A. Centralized Methods

In this method, p-cycles are chosen either from the set of
all distinct cycles of the network graph, or alternatively from
a suitably large set of eligible candidate cycles for the design,
to protect all the working capacities on the spans. Various
methods to do this computation are discussed below.

1) Integer Linear Programming Models: In literature, three
different models have been used for optimization. In the first,
only spare capacity is optimized. The second model is for joint
capacity optimization where working and spare capacities are
optimized jointly. In the third model, concept of protected
working capacity envelope (PWCE) [5] has been used. Here,
the protection capacity in the form of p-cycles is found and

then the demands are routed in such a way that they are
protected.

a) Spare Capacity Optimization (SCO): In this approach,
also called the SCP class of design problems for Spare
Capacity Placement [3], all the cycles of the network graph, or
a large candidate subset of cycles, are found in advance using
any one of several possible search techniques [3]. The working
paths are also separately routed with any suitable algorithm
as per the traffic matrix. Then from the set of all the cycles of
the network, a set of p-cycles is selected using an optimization
model, to protect all the working capacities on the spans of the
network. Being based on ILP, this approach strictly-speaking
is in the class of NP-hard problems [6]. However, with modern
solver engines quite large problem instances can actually be
solved to optimality in reasonable times. The optimization
objective is to minimize the capacity required for the formation
of p-cycles [7]. The p-cycles obtained by this model are span-
protecting p-cycles [8]. Most of the studies of p-cycles are
based on this method. The basic model as given in [7], is
given below.
Sets:

S : Set of spans, indexed by j.
P : Set of p-cycles indexed by p.

Parameters:

cj : Cost of span j.
wj : Working capacity on span j.
πp

j : Equal to 1 if p-cycle p crosses span j, otherwise it
will be equal to 0.

xp
j : Equal to 1 if the p-cycle p protects span j as on

cycle span, equal to 2 if p-cycle p protects span j as
straddling span and 0 otherwise.

Variables:

aj : Spare capacity required on span j.
np : Number of unit-capacity copies of p-cycle p in the

solution.
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The objective of ILP is to minimize:
∑

∀j∈S

cj .aj (1)

Subject to:

wj ≤
∑

∀p∈P

xp
j .n

p ∀j ∈ S, (2)

aj =
∑

∀p∈P

πp
j .np ∀j ∈ S, (3)

and
np ≥ 0 ∀p ∈ P. (4)

Equation (1), the objective function, minimizes the total
spare capacity used to form the p-cycles. In general, this is
a surrogate for total cost, which in practice can be the actual
objective, but has the same mathematical form as Equation
(1). Equation (2) ensures that all the working capacity of
every span is protected for 100% protection for single failures.
Equation (3) provides sufficient spare capacity on every span
to form p-cycles.

This model gives a set of p-cycles that provide 100%
protection against any single complete span-failure. To select
p-cycles with specific further objectives in mind, various
authors have defined additional constraints. The flow p-cycles
have been found to protect the path segments of contiguous
working flows and also for transiting working flows passing
through a failed node [8]. With flow p-cycles, the capacity
efficiency has been further increased from that of the span
protecting p-cycles. The flow p-cycle concept has been further
extended to protect dynamic flows in [9]. The complete path
protection with p-cycles has also been determined using ILP
models [10], [11]. This has been done to achieve the capacity
efficiency of shared backup path protection (SBPP) with pre-
connected backup path property of p-cycles.

In a transparent optical network, there is usually a limit on
the length of the lightpaths. Beyond this limit transmission
quality may be affected. To sustain adequate transmission
quality, regeneration may be a solution but increases the
overall cost of the network. Therefore for these networks, to
restrict the restored path length, hop limited and circumfer-
ence limited p-cycles have also been studied with an ILP
model [12]. In this case, there is an additional constraint
which restricts the protection path length by the hop limit,
or more subtly, restricts the maximum length of any used
protection path segment from a p-cycle, regardless of the p-
cycles own entire circumference. Because of this constraint,
the minimum capacity required for the formation of p-cycles
may be relatively higher compared to the basic model. In the
basic model and other models discussed above, each selected
p-cycle requires spare capacity separately on each on-cycle
span for its formation. The concept of shared p-cycles has
also been reported for the protection of WDM networks [13].
The authors claim that it will increase the capacity efficiency
of p-cycle protection. However, this needs to be analyzed. In
this model, all the p-cycles passing through a common span
share the capacity on that span for their formation. Obviously
the capacity efficiency come out to be more as compared to
other methods, but the property of pre-connection of protection

path will be lost with this model and hence the ring like
speed. There is, however, a logical conundrum or intellectual
degeneracy with the concept of shared capacity p-cycles,
because to obtain this added efficiency, they forego the pre-
connectedness property. But once this is done, the intellectual
exercise has then gone full circle and one is simply back to
considering mesh span restoration scheme, in which, shared
protection is provided for single failure scenario. Previous
published work on the concept does not point this out. In
other words, with the concept of shared capacity, the pre-
configuration of p-cycles is lost and it no longer remains p-
cycle protection. The added efficiency from shared capacity
in p-cycles, is obtained only by actually departing from the
p-cycles concept, adding control complexity, and ruining the
speed of p-cycle-based restoration schemes, although retaining
the p-cycle name. Another point to be noted is that probability
of restoration in case of second failure will reduce, as all the
so called p-cycles which share even a single link with the
p-cycle being used for restoration of first failure, will break.
While in proper p-cycles, only the p-cycles having the failed
span on cycle, or which are used to restore the traffic of failed
span being straddling link, are consumed.

In [14], with the help of ILP model, p-cycles have been
found to provide protection against single SRLG (shared risk
link groups) failure. The ILP model has also been used to find
the p-cycles such that end to end unavailability of the restored
path remains within the unavailability bound required by the
user [15].

The total number of cycles in a large network with high
degree of connectivity, will be quite large. Various heuristic
algorithms are available [16]-[19] for pre-selection of appro-
priate p-cycles from all possible cycles of the network to
reduce the size of the set of candidate p-cycles. This reduces
the solution time of ILP.

b) Joint Capacity Optimization (JCO): In the first model,
only the spare capacity is optimized with the constraints of
protecting all the working capacity of every span. The JCO
model (also called JCP for Joint Capacity Placement in some
of the papers) provides for the optimization of total capacity
i.e. spare plus working together. The demands are not routed
in advance to find the working capacity, instead the set of
eligible working route options are found for each source-
destination pair. From the set, the working paths for each
source-destination pair are selected along with the placement
of spare capacity to optimize the total capacity [3], [20]. The
JCO model (as in [3]) is given below. The additional variables
and parameters over and above the ones used in SCO, are as
follows.
Sets:

D : Set of demand pairs having non-zero demand in-
dexed by t.

Et : Set of eligible working routes for demand pair t,
indexed by e.

Parameters:

dt : The values of demand for each demand pair t (inte-
ger).

f t,e : Number of demand units (integer) for t(th) demand
assigned to the e(th) eligible route in Et.
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λt,e
j : Equal to 1 if the e(th) working route for the t(th)

demand passes through span j, 0 otherwise.

Variables:

wj : Working capacity on span j.

Minimize: ∑

∀j∈S

cj(wj + aj) (5)

Subject to:

dt =
∑

∀e∈Et

f t,e ∀t ∈ D, (6)

wj =
∑

∀t∈D

∑

∀e∈Et

f t,e.λt,e
j ∀j ∈ S, (7)

aj =
∑

∀p∈P

πp
j .np ∀j ∈ S, (8)

wj ≤
∑

∀p∈P

xp
j .n

p ∀j ∈ S, (9)

np ≥ 0 ∀p ∈ P, (10)

and
aj ≥ 0, wj ≥ 0 ∀j ∈ S. (11)

Equation (5), the objective function minimizes the cost
weighted total capacity required for routing of working paths
and for providing protection. Constraint (6) ensures that all
the demands are routed, and constraint (7) gives the amount
of working capacity on a span. Equation (8) provides sufficient
spare capacity on a span required by all the p-cycles of the
solution set. Constraint (9) ensures that the protection provided
by all the p-cycles of the solution set is sufficient to protect
all the working capacity of the span. The results of SCO and
JCO have been compared in [20]. The comparison clearly
establishes the superiority of JCO with respect to capacity
requirement. However, the solution time is much more in case
of JCO as compared to the spare capacity optimization.

JCO has also been used to optimize the capacity without
using all possible cycles of the network [21]. It can select
only from the fundamental cycles that have no straddling
links. Non-simple cycles have also been considered in the
solution. However, this approach is suitable only for planar
networks. Not surprisingly, if non-simple p-cycles are allowed,
the ILP solution exhibits better capacity-efficiency than the
simple cycle ILP models. The advantage of non-simple p-
cycles in terms of capacity, over simple p-cycles has also
been shown in [22]. This problem has also been formulated
as JCO. It must be said however, that p-cycle network de-
sign with non-simple cycles is probably at best a research
curiosity. It seems highly unlikely in practice that a network
operator would be comfortable, from a network management
and operations standpoint, with operating a network where
protection structures could loop through nodes more than once
in a “figure-8 like” manner.

c) Protected Working Capacity Envelope Optimization:
In this model, the p-cycles for protection are found first,
with certain notions of maximizing an entire general volume
of working channels that are structurally protected, and then

the working paths are routed within the resulting protection
domain or envelope. The concept is known as protected
working capacity envelope (PWCE) [5]. The objective (in
general-there are variations) is to maximize the total volume
of working capacity which is protected with the set of p-
cycles found in the ILP model. There can be many problem
formulations depending upon the type of inputs given. The
total capacity of each span may be given, or only the spare
capacity of each span may be given. These cases have been
extensively explored in [23]. The model for the case in which
spare capacity of each span is given to begin with, is given
below.
Maximize: ∑

∀j∈S

wj (12)

Subject to:

wj ≤
∑

∀p∈P

xp
j .n

p ∀j ∈ S, (13)

aj ≥
∑

∀p∈P

πp
j .np ∀j ∈ S. (14)

If total capacity of the spans is given, then following
constraint is also added.

Tj ≥ wj + aj ∀j ∈ S, (15)

where Tj is the total capacity of span j.
The PWCE concept has also been used for dynamic traffic.

The incoming requests are routed in the available capacity
which is protected [24], [25]. The nature of dynamic traffic is
random. The connection requests arrive and depart randomly.
To provide optimization to the dynamic traffic scenario, the
adaptive PWCE (APWCE) has been proposed in [26]. The
APWCE slowly adapts to the changing traffic scenario with
re-optimization process using ILP based on the previous
envelope. The objective is to provide protection to as many
demands as possible within the available capacity constraints.

Considerable other work to optimize the spare or working or
both capacities, based on ILP methods, is also available in the
literature. Solutions are available for static as well as dynamic
traffic scenarios. They can be solved quickly with ILP models
for small networks and are very useful to perform in depth
studies and to gain insight in the p-cycle techniques. Thus,
ILP based models fundamentally have a place in network
research. But the fact that ILP in general is in a class of
“NP-hard” problems, is often over-stated as to how usable the
ILP method can be in practice. Detailed network problems
involving 50 to 100 nodes can often be solved to optimality
within hours of solution time these days in practice. In addition
strictly, only the solution of an ILP to provable optimality (full
termination) is NP-hard. In practice, extremely good large-
scale design solutions may be obtained without having to
reach full termination with an ILP solver. Nevertheless, p-
cycle design problems can also be approached with many
heuristics algorithms.
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2) Methods Based on Heuristics: Generally, heuristic
algorithms provide solutions in a significantly smaller time,
but at the cost of reduced capacity efficiency as compared to
ILP models. Depending on the specific heuristic and problem
details, the solutions may be very close to optimum, although
in production use, one reality is that one never actually knows
precisely how close to the best possible solution quality one
is obtaining.

a) Capacitated Iterative Design Algorithm (CIDA): The
basic CIDA procedure was first outlined in [3] and consists
of iteratively assessing the efficiency of candidate cycles in
context of the remaining uncovered working capacity on the
network, and placing one top-ranked cycle per iteration, until
no unprotected working capacity remains. The basic CIDA
algorithm can use the set of all possible cycles, or any pre-
selected subset of cycles of particular interest or eligible
qualities. One use of CIDA [27] begins with the straddling link
algorithm (SLA) [16] to find a small initial set of candidate
p-cycles with a single straddling link and then large cycles are
formed by ‘add’, ‘join’, ‘expand’ and ‘grow’ operations. The
details of the operations are available in [27]. Then, the set of
p-cycles to protect all the working capacities of the spans are
found using CIDA. The working capacities become available
as input to algorithm as the working paths are setup as per the
traffic matrix and some suitable routing algorithm e.g. shortest
path. The demand-weighted or actual efficiency (DWE) of a
p-cycle in a specific environment of remaining unprotected
working capacity is defined as

DWE(p) =

∑

∀j∈S

min(xp
j , wj)

∑

∀j∈S|πp
j
=1

cj

. (16)

Here, wj is the unprotected working capacity left on the
span j at the time of calculation of actual efficiency. A
p-cycle can protect two units of capacity on a straddling
span, however, it may be possible that only one unit of
working capacity is left unprotected on that span. Then, the
numerator in the right hand side will have one unit instead
of two. Thus, the numerator working capacity may be less
than the protection capability of the p-cycle. The term in the
denominator of the right hand side gives the total cost of the
p-cycle (πp

j = 1 if j is an on-cycle span). If all cj = 1
then this term will simply give the hop counts of the p-cycle.
The actual efficiency of every p-cycle in the set of candidate
p-cycles is calculated. The copy of the p-cycle having best
actual efficiency is selected and the traffic protected by this
p-cycle is subtracted from the existing values of the working
capacity. The process is repeated until all the working capacity
is protected. The CIDA-grow algorithm performs best and
requires just 5.9% more capacity than the ILP model [27].

The work in [28] is almost similar to the heuristic discussed
above. However, for finding the set of candidate p-cycles, the
algorithm given in [29] has been used, after that CIDA is used
to select the final set of p-cycles.

b) Heuristic p-Cycle Selection (HPS) and Refine Selected
Cycles (RSC): The set of candidate p-cycles is selected using
modified version of SLA in the method given in [30]. With the

modified version, all the cycles of the network are selected by
finding K shortest path between two nodes of all the spans.
By joining two such paths, a cycle is formed and then by
increasing the number K, all the cycles of the network can be
found.

The HPS selects the p-cycle on the basis of cycle weight,
the waste capacity, the effective straddling span factor, and
the actual protection capacity. The cycles which are passing
through the spans having zero spare capacity are removed
before every search. The cycle weight is defined as the ratio of
the total actual protected capacity with the power n (a control
parameter) to the total spare capacity required.

If a cycle is passing through a span with zero working
capacity, then the cycle is not protecting any on-cycle capacity
and the capacity used by the cycle is considered as “waste”.
The waste capacity of the cycle is found by adding the waste
capacity of all the spans of the cycle. Thus a cycle with a
lower value of waste capacity is better.

Similarly, the effective straddling span factor is calculated
by finding the actual capacity protected by the cycle on all of
its straddling spans.

The cycles are compared on the basis of the above four
factors and the best cycle is selected. The search is repeated
till all the working capacity is protected.

The set of selected cycles is again refined using RSC. Two
or more p-cycles are replaced with a single p-cycle if the total
protection capacity remains the same with smaller amount of
spare capacity used by the new p-cycle.

c) Genetic Algorithm: In [31] a genetic algorithm has
been used with general heuristic search technique. In this
work, the a priori efficiency AE(p) of a p-cycle is defined
(same as in [3]) as

AE(p) =

∑

∀j∈S

xp
j

∑

∀j∈S|πp
j
=1

cj

. (17)

The actual network protection efficiency ANPE is defined
as the ratio of total working capacity of the network to the total
spare capacity used by the p-cycles to protect all the working
capacity in the network. (In most previous other work this
ratio would be identified simply as the reciprocal of network
redundancy.)

The ANPE is used as the goal function. A set of ‘top-
ranked’ p-cycles are selected from the set of all the cycles
of the network based on their a priori efficiency. With the
optimization process of the genetic algorithm, the optimization
variable np (number of copies of p-cycle p, it may be 0
also) for top-ranked p-cycles is calculated (for more details
the reader is referred to [31]). This will give the required
spare capacity in the network and then goal function can be
calculated. The quality of a given solution is obtained by the
goal function which directs the process of searching optimal
solutions. However, the results of genetic algorithm have not
been compared with ILP or any other heuristic in literature.
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B. Distributed Methods

The above approaches for network design are centralized
techniques. However, in the second category i.e. distributed al-
gorithms, only two methods are available - DCPC (Distributed
cycle Pre-Configuration) and Swarm Intelligence based on
ant like agents. One of the major difference between study
of centralized and distributed methods is the assumption in
centralized method that the required capacities on each link
for all the required p-cycles and working path can always
be provided. This implies that 100% protection of working
paths using p-cycles can be provisioned. In other words the
distributed methods we cover now are actually dealing with
the problem of optimal logical configuration and allocation of
already in-place physical capacities. Thus, distributed methods
are more oriented towards the operational short-term real life
situation where the total link capacities are already given and
essentially fixed, but the logical distinction and use of channels
as working and spare can still be decided. Obviously, in this
context, 100% protection to working paths cannot be achieved
beyond a certain working capacities, as the leftover capacities
which are needed for setting p-cycle reduces with setting of
more working paths.

1) DCPC: In this method, p-cycles are spontaneously self-
organized in the spare capacity with DCPC (Distributed cycle
Pre-Configuration) protocol [4]. Again, the working paths are
established with a suitable algorithm as per the traffic matrix,
then the p-cycles are formed in totally distributed manner
using DCPC in the remaining capacity of the network. As
shown in [4], this method is very near to optimum solution.
In this method, a self-organizing strategy for the autonomous
deployment of p-cycles has been developed. With the DCPC
approach, the set of the p-cycles can be allowed to re-adapt
continuously to modify themselves in response to changes in
the working capacities, to remain near-optimum. This arises
rather easily just by letting the DCPC protocol re-run itself
periodically in the background. It only alters connections
between spare channels, so it is quite feasible to consider
this mode of operation. In light of more recent concepts
related to the PWCE approach for handling uncertain dynamic
demand, it is also apparent that the DCPC protocol could
be run less often, but arranged to configure or adapt the
current protected working envelope, rather than a specific
individual single demand pattern. By its nature DCPC has all
the usual advantages of distributed protocols but in addition,
being statelet-based it operated in the very robust and primitive
level of signaling, equivalent to SONET APS K-byte signaling,
as opposed to Internet style packet-message based distributed
interaction. It is in this regard that DCPC is especially strong
in the sense of being a low-level self-organizing mechanism.
There are no separate network databases at all. The network
state itself, as recorded locally in each node only, is inherently
the database which guides the DCPC outcome.

This protocol can be implemented in any real network
for the deployment of p-cycles with optimality. The DCPC
protocol builds up on the statelet broadcasting. The statelets1

are information-bearing packets with some defined fields. The

1The readers are referred to [4] for details of statelets and other concepts
of DCPC.

broadcast rules of the statelets are based on the self-healing
network (SHN) protocol given in [32]. The algorithm runs
in the background without affecting the routing of working
paths and p-cycles are formed in advance of any failure. As
initially described in the literature [4], only one p-cycle is
obtained per iteration of the algorithm. This is the most general
basic way to describe and understand the protocol. Obviously,
however, the basic protocol can be adapted to also identify and
construct multiple unit-channel p-cycles in any case where
several p-cycles having the identical cycle in common are
indicated within the remaining environment of unprotected
working capacity during DCPC execution. (It is only a matter
of an internal fully local update to the nodal score-assignment
rules, to also identify and assemble multiple identical p-cycles,
in other words p-cycles with more than a unit capacity depth).

2) Swarm Intelligence System: Swarm intelligence [33],
helps in enabling the distributed, adaptable and self organized
network management operations. These systems are based on
‘emergent behavior’ and are inspired by biological systems.
The system consists of simple and similar autonomous mo-
bile or ant like agents which communicates with each other
asynchronously. The management information is disseminated
through these agents whose behavior is similar to those of
ants. The operation of these agents is almost independent.
The p-cycle ant system used in [33] is based on cross entropy
Ants (CE-Ants). The details on cross entropy are available
in [34]. The communication between agents took place with
the messages they leave or gather at nodes they visit. The
aggregation of messages forms the basis for the formation of
p-cycles. The p-cycle search and the traffic switch over to a
p-cycle may be performed online in a fully distributed manner.

The swarm intelligence systems are also fully distributed
with high redundancy and adaptability. They can be used to
find near optimal solutions to NP hard problems. Details of
these systems can be found in [35].

We have discussed the various methods available for the
formation of p-cycles. Broadly the methods have been char-
acterized as centralized and distributed methods. Further,
centralized schemes have been classified as ILP based and
heuristics based schemes. Many available variants of these
schemes have been introduced. The optimum methods based
on ILP formulations have been discussed in more details as
these methods provides the base line for other heuristics and
distributed methods.

III. CAPACITY EFFICIENCY OF p-CYCLES

A number of studies have focused on the capacity efficiency,
or conversely, the redundancy of network designs using p-
cycles [3], [7], [36], [37]. The redundancy is defined as the
ratio of spare to working capacity and capacity efficiency is
reciprocal of redundancy. It has been proved in [36] that in
the limiting case when p-cycle passes through all the nodes
of the network (i.e., Hamiltonian p-cycles), the efficiency of
p-cycle has the same well known lower limit of 1/(d̄− 1) as
that for a span restorable mesh network (where, d̄ = 2S/n, S
and n are total number of spans and nodes respectively in the
network). It is now understood that Hamiltonian p-cycles can
be extremely good as individual p-cycles in terms of efficiency
[3], [6] in circumstances where the remaining unprotected
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Fig. 3. Node encircling p-cycles, (a) Simple p-cycle, (b)-(c) Non-simple
p-cycles (adapted from [39]).

working capacity is sufficient to employ all the protection
relationships that a full Hamiltonian cycle provides, but that
at the same time, complete network designs will generally
require a mixture of both some Hamiltonians and other non-
Hamiltonians to achieve optimal capacity-efficiency.

In [6], [38], it has been shown that the best p-cycle
efficiency can be obtained with ‘flat mesh networks’ where the
capacities of all the spans are identical. In [6], the efficiency
for the homogeneous network (where all the spans have equal
working capacity) is shown to be 2/d̄. This is not quite as tight
as the lower bound shown in [36]. This is due to the fact that
in homogeneous networks the total protection capacity of a p-
cycle could not be exploited. The unique feature of straddling
span protection of p-cycles is lost. The double protection
on straddling spans could not be utilized as on every span
the working capacity is the same. With this understanding,
the concept of semi-homogeneous networks was put forward
in [3] where the working capacities can be made double
on straddling spans as compared to on-cycle spans. Then
the lower limit of 1/(d̄ − 1) can actually be achieved by
construction (not just a lower limit reached asymptotically)
in such a network with Hamiltonian p-cycles. ILP solutions
have also shown that often the p-cycles of the solution set
are Hamiltonian or near Hamiltonian (just a node or two less
than the total number of nodes in the network) and yet in an
optimal design, other required p-cycles will be smaller and
far from visiting every node. The selection of small cycle in
the optimum solution is due to the local concentration of the
traffic. The traffic density between the nodes of a small p-
cycle is more as compared to the nodes of a large p-cycle
[37]. In fact, it is important to stress this general nature of
the cycles used as p-cycles in optimal designs, because in
some of the literature relating to Hamiltonian p-cycles a quite
misrepresentative and oversimplified view became extant for
a few years to the effect that p-cycles only used Hamiltonians
and therefore tended to be “too large” in practice. This is not
correct and especially misleading because any given length
of cycle can be set as a limit in practical network designs.
Moreover, the designs can be limited also in terms simply
of the total number of protection relationships any p-cycle is
allowed to sustain [39].

Thus, the theoretical efficiency of 1/(d̄−1) can be achieved
with Hamiltonian p-cycles in the semi-homogeneous net-
works. However, this may not lead to optimum solutions
always. In real networks, the situation may be quite different
and the optimal solution usually contain other p-cycles (which

Fig. 4. A FIPP p-cycle protecting a set of six mutually disjoint working
paths having their end nodes on the FIPP p-cycle.

are not Hamiltonian) as well.

IV. TYPES OF PROTECTION WITH p-CYCLES

Initially p-cycles were invented and used for link or span
protection. In the sense that with respect to on-cycle working
paths, a p-cycle operated like a BLSR ring, it was recognized
that the same node-failure survivability that a BLSR ring
has, is also inherent in p-cycles for on-cycle paths (but not
inherently for straddling paths through a failed node). With
recognition of the attractive features of p-cycles for span
failure protection, however, it became natural to consider other
types of protection, such as node failure protection, as well.
Accordingly p-cycles have now also been extended or adapted
and studied for use at various network layers with varying
granularity and even for multiple failures. This section surveys
these various other types of failure protection with p-cycles. It
is worth mentioning here that the protection cycles discussed
in [40] also provides ring like protection. They provide ring
covers at the level of fibers. All the traffic flowing in one fiber
is transferred to another as such in the event of failure. The
straddling span protection, key feature of p-cycles, is missing
in the protection cycles. To form the ring covers, extra fibers
are used. Thus, the protection cycles are different from p-
cycles.

A. Node, Path and Path-Segment Protection

Apart from providing span protection, p-cycles can also
provide node protection with the node encircling p-cycles
(NEPC) concept [41], [42]. The idea was proposed in [41]. To
define an NEPC protecting the flows through a given node,
the p-cycle has to pass all the nodes adjacent to the failed
node but not the failed node itself. This defines a perimeter
fence notion which is able to intercept, and hence to protect,
all the flows which are passing through the failed node. The
traffic originating or terminating at the failed node cannot be
recovered with these p-cycles. The node encircling p-cycles
may not always be simple cycles i.e., they may also be non-
simple (Fig. 3). A network with n number of nodes requires n
p-cycles to protect all the nodes with node encircling p-cycles.
An algorithm to find the node encircling p-cycles is given in
[42]. The algorithm is called node-encircling p-cycles mining
algorithm (NCMA).
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Fig. 5. The flow p-cycle protecting various types of flows or path segments
(adapted from [8]).

The above network model with one p-cycle to protect a
node is not capacity efficient as shown in [43]. Two more
network models have been developed with the help of ILP and
shared node-encircling p-cycles (NEPC). In one model, any
one side of the NEPCs can be used to route the protection path,
whereas in the other model, the side of the NEPC, to which
the protection path is routed, for each light path being affected
is also determined making it even more capacity efficient.

The p-cycle technique has also proved to be successful
for complete path protection with failure-independent path-
protecting (FIPP) p-cycles [10]. The idea is to have a common
p-cycle for all the paths which are mutually disjoint and
having end nodes on the p-cycle (Fig. 4). Path protecting p-
cycles offer all the advantages of SBPP and in addition the
protection path is pre-configured also. Real time switching is
only required at the end nodes of the failed path. However,
some signaling is required between the end nodes to perform
the switching as in any other path protecting scheme except
1+1 APS. In case of span p-cycles, if there is a failure on a
span, then both the end nodes of the span will know about
it independently by the loss of light at the later node of the
span. However in case of FIPP, the failure information is to
be conveyed to the source and destination nodes of the path as
both source and destination of a path may not be on the end
nodes of a span. The signaling mechanism will be required
specifically for this purpose. If the working paths are also
node disjoint then node protection is also provided with path
protecting p-cycles. A fast method to design the FIPP network
based on disjoint route set using ILP and a heuristic to reduce
the set of candidate p-cycles for the final set is given in [11].

Flow p-cycles have been used to protect path segments or
flows [8]. The flow or the path segment is the portion of
the working path which lies between two intersecting nodes
of the path and the p-cycle (Fig. 5). The p-cycle which can
protect the flows is called flow p-cycle. Flow p-cycles can also
provide path protection (if the source and destination nodes
are on the p-cycle), node protection (for any intermediate node
between two intersecting nodes) and the usual span protection.
It has been shown that only a very small additional capacity
is required to provide 100% node and span failure [8].

However, the speed of the p-cycle may be compromised
in these scenarios as some signaling is required between the
nodes which lie on the p-cycle as well as on the flow path.
More complexity is involved in finding the node-encircling,
FIPP, and flow p-cycles as compared to span protecting p-
cycles. Further, methods of finding these p-cycles falls under

the centralized category, whereas span protecting p-cycles can
also be found in distributed manners [4], [33].

B. Protection at Various Layers

Theoretically p-cycles can be used to provide protection
at any connection-oriented transport layer like SONET and
WDM applications [7]. They can also be used to provide
protection in connectionless environments such as ATM or
IP layer [7], [41]. In MPLS networks also, p-cycles can be
used to provide protection with higher bandwidth efficiency
[44].

However, most of the work on p-cycles is related to WDM
or DWDM optical network protection [9], [13], [16], [24],
[25], [28], [37], [42], [45]-[49]. In these networks, usually the
protection is provided at the level of a wavelength path, or
an OC-n management signal unit, where one unit corresponds
to one wavelength. If the same wavelength is used by a path
on all the links, then the path is said to be a wavelength path
(WP) and the corresponding constraint is called wavelength
continuity constraint. On the other hand if wavelength con-
verters are available at every node of a path and the path can
have any free wavelength on any link then the path is called
virtual wavelength path (VWP) and the network is known to
be fully convertible.

The ILP formulation for WP case is given in [46]. One
more dimension of wavelength is added to the spare capac-
ity optimization case discussed in centralized methods. The
ILP for VWP case is similar to spare capacity optimization
case. The wavelength assignment is an important aspect in
these networks. A heuristic has been given for wavelength
assignment and p-cycle search (PCS) in [47]. The WP and
VWP are the two extreme cases, one without any wavelength
converter and other fully wavelength convertible nodes, i.e.
at every node any wavelength can be converted to any other
wavelength. The networks with a few wavelength converters
have been discussed in [48], [49]. It has been shown in [48]
that with a small increase in spare capacity, number of wave-
length converters can be reduced significantly. The wavelength
converters are placed at the points where WP p-cycles are
accessed. It shall be noted that for on-cycle protection, p-
cycle and working path (which is wavelength path) need to
use different wavelengths. Hence, during restoration using p-
cycle, wavelength conversion is needed at two nodes where
switching actions take place.

C. Protection to Multiple Failures

Many strategies have been proposed in literature to provide
dual or multi failure network survivability. Survivability to
dual failures with static 2 p-cycles has been provided with
ILP formulation in [50]. Survivability to multiple failures is
again provided with static p-cycles in [51], assuming that
only one failure occurs on one p-cycle, and in [52], multi
failure survivability (MFS) scheme has been used to provide
survivability while handling one failure at a time. The results
show that networks with higher d̄ has higher survival chances
to second failure as compared to networks with lower d̄.

2The same set of p-cycles which are used for single failure protection, has
also been used for dual protection.
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The study in [39] shows that with reconfigurable p-cycles,
the dual failure restorability enhances. In this study, after the
restoration of the first failure, the p-cycles are reconfigured
either a) completely or b) incrementally. In the complete
reconfiguration, the p-cycles are reconfigured in the spare
capacity dynamically, and a new set of optimum p-cycles is
found to protect second failure. While in case of incremental
configuration, the old p-cycles are retained and some new p-
cycles are deployed to protect second failure. The study in [53]
compares the reconfiguration method of p-cycle with two step
dynamic repair of p-cycle. Two effects are observed on the
p-cycle, first the failed span and second the path provided to
protect the working traffic. In the dynamic repair method, to
repair the effected p-cycle, either an alternate path (which is
alternative to working path being protected) is found to free
the capacity used by protection path provided by p-cycle or
another alternate path is found to replace the failed span. The
dynamic repair method has been found to be more efficient in
terms of spare capacity utilization as compared to incremental
configuration method. However, complete reconfiguration of
p-cycles after the first failure is the most efficient method.

Differentiated services has been provided with p-cycles
using ILP formulation in [54]. Here again, the dual failure
survivability is provided to the platinum traffic. It has also
been shown that within the same resources of single failure
survivability, p-cycles can provide dual protection to as much
as 30% of all demands in the test cases.

D. Protection to Dynamic Traffic

Initially the p-cycles have been proposed to be formed in the
spare capacity, after routing of the working paths. However, p-
cycles can also be used to provide restoration in the dynamic
traffic environments. The p-cycles are formed in advance and
then as per the demands, working paths are routed in such a
way that protection is available to the working paths. The issue
is how to form the p-cycles in advance and how to allocate
protection capacity.

In [25], the set of p-cycles has been found in such a way that
protection could be provided to all the spans, either as on-cycle
or straddling span. For on-cycle spans half of the capacity is
allocated for protection. The set of p-cycles has been found
again using ILP model. As the demands arrive, the working
paths have been found using some preferred routing scheme.
The results show that the p-cycle based approach provides
better restoration than SBPP for networks with higher values
of d̄ for smaller values of d̄, reverse is true.

In another approach [55], for every link of the network one
p-cycle is found using either SLA [16] or Grow [27] algorithm
to form the set of candidate p-cycles. Initially no p-cycle is
selected. As per the traffic demand, links of the working path
are found using shortest path algorithm. The path is protected
by providing protection to each of its link separately. For
protecting each link of the path one or more p-cycles are
selected from the set of candidate p-cycles. On the arrival of
new demands, the priority is given to links having available
protected capacity through previously selected p-cycles, during
the routing of working paths. If any link(s) in the path remains
unprotected then more p-cycle(s) from the candidate set are
selected to protect the link(s).

Fig. 6. The source and destinations nodes of tree a and tree b are on-
cycle. Tree a and tree b are mutually link disjoint with each other and are
also directed link disjoint with the p-cycle. In case of failure of link 1-7,
the traffic to destinations node 2 and 5 is protected by the protection path
7-2-3-4-5.

Another approach has been used in [56], [57] for the pro-
tection of dynamic traffic. In this approach, a traffic demand
can be accepted if it is possible to find a new p-cycle set in
the available capacity to protect the total working capacity
including the working capacity of the current demand.

The concept of PWCE and APWCE have also been used
in [23], [24], [26] for dynamic traffic environments.

E. p-Cycles in Multicasting

All the p-cycle network design methods and types of
protections (section II and section IV) discussed are used
for unicast traffic. Recently, p-cycles have also been used
to protect multicast traffic [58]-[60]. In case of multicasting,
the traffic is mostly asymmetric. Therefore, the trees and the
p-cycles used for multicasting are usually unidirectional or
directed.

A p-cycle can be used to protect all the link disjoint trees
used for multicast traffic (Fig. 6). The methods used to form
the p-cycle for protection of multicast trees are based on the
methods discussed in section II. In [58], SOPT (spare capacity
optimization design of p-cycle based tree protection), SOPS
(spare capacity optimization design of p-cycle based segment
protection), JOPL (joint capacity optimization design of p-
cycle based link protection), and NJOPL (non-joint design of
p-cycle based link protection) based on ILP methods have
been compared. These design methods are based on SCO and
JCO (discussed in section II.A.i.a and b). It has been found
that the JOPL method performs best in terms of capacity
efficiency and SOPL is the fastest in terms of solution time.
ERH (efficiency ratio based unity p-cycle heuristic algorithm)
which is multicast version of the CIDA (section II.A.ii.a), has
also been evaluated and its performance has been found to be
close with that of SOPL [58]. The details are out of the scope
of this paper, interested readers are referred to [58] for details.

ERH algorithm has been extended to provide combined
link and node failure recovery [59]. Like FIPP p-cycles, tree
protecting p-cycles protect trees on end-to-end basis. They
have been used to provide combined link and node failure
recovery. The PWCE scheme has been used to protect dynamic
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Fig. 7. Implementation of p-cycles (one pair of working paths can be restored by a pair of p-cycles).

Fig. 8. Implementation of p-cycles for straddling span (pair of two working paths can be restored with one pair of p-cycles for straddling span).

multicast sessions [60]. The trees of the multicast sessions are
routed within the configured PWCE. It has been shown that
the PWCE scheme has outperformed the other schemes in
terms of blocking probability and computation time [60].

In this section, we have seen the versatile nature of p-
cycles. They can be used to provide span, node, path, and
path segment protections. With p-cycles, protection can be
provided at various network layers. Multiple failures can also
be protected with p-cycles. They can also be used in dynamic
traffic environments. The p-cycles have shown their superiority
in multicast traffic protection also.

V. IMPLEMENTATION OF p-CYCLES

Some details of how to implement p-cycles in a network
are shown in Fig. 7. A working path through ABC (shown
in brown and orange colour) is set up from a source node to
a destination node. Since we are assuming the network to be
bidirectional and symmetric, hence, a reverse path through
CBA also exits. Similarly the p-cycles-ADCBA (shown in

green color) and ABCDA (shown in blue colour) also forms
a pair of p-cycles. These are pre-configured with the spare
capacity to protect the bidirectional working paths (Fig. 7(a)).
Here, we are assuming that the nodal elements are optical or
electrical cross-connect devices, or add-drop multiplexer type
elements capable of having the same set of connections to
establish and use the p-cycles.

To illustrate the use of p-cycles for protection, let us
consider the failure of span AB. The working paths will now
be restored with the protection path provided by the p-cycles.
The working path through ABC and CBA will now be restored
through the protection paths ADCB of p-cycle ADCBA and
BCDA of p-cycle ABCDA respectively (Fig. 7(b)).

The ring like speed of p-cycle can now be appreciated.
In the event of failure of span AB, two switching actions
are performed, simultaneously and automatically (because the
switching actions are fully pre-planned at each node for each
failure); node A, switches the affected working path signal
from the working path to the p-cycle independently; at the
same time node B switches the traffic from p-cycle to the
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remaining portion of the working path. Similarly, path CBA
will also be restored.

The straddling span failures can also be restored in the
similar manner (Fig. 8). In case of straddling spans, p-cycles
provide two paths. Therefore, two pair of working paths can
be restored with one pair of p-cycles as shown in Fig. 8(b).

VI. A FEW ENHANCEMENTS

A lot has been said in the literature about the formation of p-
cycles. In the distributed method of p-cycle formation, DCPC
protocol is the basic method. The p-cycles are searched and
pre-configured in the spare capacity using DCPC protocol.
This protocol can be implemented in any real network to
enable the deployment of p-cycles. However, as mentioned,
it has so far been explained only in terms where one p-cycle
is obtained per iteration of the algorithm. Hence, at present,
when multiple copies of the same p-cycle exist, the algorithm
has to run for every copy of the p-cycle. As the p-cycles are
formed before the occurrence of failure, the calculation time
to find all the cycles, is not so important. It shall be possible
to reduce the number of times, the algorithm runs, if multiple
copies are found in single run.

With slight modifications in DCPC all the copies of a p-
cycle can be found in single run using MDCPC (modified
DCPC). The switch implementation can also be simplified in
case of transparent optical networks [61], [62] by implement-
ing all the copies of a p-cycle together.

The reliability (strictly the path availability) of p-cycles has
not been discussed much in the literature. However, it has been
shown [63] that, the all terminal availability (all the nodes
of the network are connected for a given period of time),
of p-cycle is inferior to four fiber bidirectional line switched
rings (BLSR) and unidirectional path switched rings (UPSR).
This is not very surprising, as p-cycles provide straddling span
protections also in addition to on-cycle protections provided by
BLSR. Obviously therefore, we are asking for more protection
combinations from the same investment in spare capacity,
and so if not designed accordingly, the availability would be
lower. The all terminal availability decreases with increase in
the number of straddling spans. The values of two terminal
availability (the connectivity between a source destination
pair), for on-cycle spans, are better for BLSR and UPSR.
However, for straddling spans, the performance of p-cycles
is superior over both BLSR and UPSR. This is due to the fact
that with straddling spans, two protection paths are available.
Further study [64] shows that the mean time to failure (MTTF)
is low for p-cycles and the expected loss of traffic (ELT)
over a year due to failures is high as compared to shared
link protection (SLP). The study also shows that considering
both- capacity efficiency of the p-cycles and its availability, p-
cycles have been found better for metropolitan area networks
(MAN) as compared to SLP. However, for long haul networks
it is not always true. It has been found in [63], [64], that p-
cycles are more suitable to MAN than to long haul networks
as far as availability values are concerned. However, the issue
can be resolved with the enhanced availability design model
presented in [65]. To obtain higher values of availability
smaller p-cycles can be used at the expense of capacity

efficiency. Another thing to understand about p-cycles, that
is especially pertinent to availability issues, is the unique at-
tribute of p-cycles in providing inherent dual-failure protection
for any priority paths that are routed over straddling spans. For
instance recent work such as in [65] explains how designated
service paths through p-cycle networks can inherently obtain
ultra-high availability, by guaranteed survival to dual failures.
In practice, to a network operator, the ability to define a
differentiated special priority service offering is far more
valuable and is a quantum difference in availability compared
to small multiplicative factors on theoretical availability over
all paths of the network as a whole.

In p-cycles, after restoration, a loop back can form. This
is the same effect as has always existed with BLSR rings.
It is an inherent aspect of BLSR rings, that was accepted in
very widespread deployment of rings. These loop backs do
not serve any purpose but whether or not they are undesirable
is debatable and depends on the network circumstances. In
any case where the overall end-to-end length of a restored
path remains technically acceptable, then there can be no real
objection to the existence of a loop back, other than on purely
aesthetic grounds. Especially as the loop back that may exist
is associated or arising from meeting the overriding goal of
the fastest possible (ring-like) switching speed. It has been
shown in [66] that even with loop back elimination there is
very small (about 1%) or no saving in the initial spare capacity
in most of the test cases.

On the other hand, conceivably in transparent optical net-
works, where the greatest capacity efficiency is still desired,
the overall path length in the restored state may by implication
exceed some transmission length limit. Thus, there may be
interest in adapting p-cycles for use wherein after the initial
switching, any loop backs, or loop backs exceeding a desired
limit, are identified and removed from the respective end-to-
end paths (with obvious implications for the overall speed
of restoration). Fig. 9 illustrates the formation of loop back,
removal of loop back and reduction in the length of the re-
stored path. The loop backs can be removed thereby reducing
the restored path length and hence signal degradation as well
as signal delay. The loop back removal also releases some
resources which can be used for reconfiguration of network
protection against second failure. Also, due to reduction in the
restored path length, the probability of occurrence of second
failure in the restored path will reduce. Thus with same spare
capacity, higher reliability can be obtained [62], [67].

An algorithm for removal of loop backs from the restored
paths is given in [68], [69]; to retain the speed of p-cycles,
second phase reconfiguration has been used for removal of
loop backs. It has been found that reduction in the restored
path length also depends upon the allocation of p-cycles to
the failed paths (Fig. 10). It has been shown in [61], [62] that
with optimum allocation of p-cycles to the failed paths, the
length of the restored paths can be reduced significantly. With
removal of loop backs the dual failure restorability has also
been improved [61]. The reliability of the restored paths also
increases after removal of loop backs [67].
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Fig. 9. One typical case of loop back. (a) There is a working path 1,0,8,6
between source-1 and destination-6. Links 1-0 and 8-6 of the working path
can be protected as straddling links and the link 0-8 can be protected as on-
cycle link of the given Hamiltonian p-cycle 0, 11, 10, 12, 9, 1, 2, 3, 4, 5, 6,
7, 8, 0. (b) The restored path after failure of on-cycle link 0-8. It contains
two loop backs 6,7,8,6 and 1, 0, 11, 10, 12, 9, 1 and its length is 14 hops. (c)
The final path after removal of loop backs. Its length is 5 hops. The reduction
in the length of the restored path is 9 hops in this particular example.

VII. CONCLUSION

The versatility of p-cycles is beyond any doubt. They are
attracting a lot of attention of the research community [70].
They can provide the advantage of fast restoration of rings

Fig. 10. Removal of loop back with illustration of the fact that restored path
lengths depends upon the allocation of p-cycle to the paths. There will be 12
such combinations in the above example and one of them is to be selected.
This selection can be done with optimum allocation of p-cycle based on
Hungarian algorithm presented in [61].

along with the capacity efficiency of mesh networks. The
reason behind the ring like speed is pre-connection of spare
capacity of the network to form the p-cycles. The theoretical
limit of capacity efficiency of span restorable mesh networks,
and almost that of SBPP, can be achieved with p-cycles
because protection to all the on-cycle and straddling spans
is provided by a p-cycle on shared basis.

Various methods are available to design the networks with
p-cycle protection. The p-cycles can be formed either by
distributed method in any real network in real time or they can
be computed centrally and implemented in a network. Many
tradeoffs are available for designing the p-cycles e.g. spare
capacity vs. length of the restored path, computation time vs.
heuristics etc.. They can be implemented at various network
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layers with varying granularity. Almost all types of protection
like span, path segment, path and node can be provided with
p-cycles. p-Cycles can also be used to protect multicast traffic
trees.

With a slightly modified DCPC protocol, all the copies of
a p-cycle can be found in single run of the algorithm and
all the copies of the p-cycles can be implemented together
with coarser granularity in transparent optical networks. With
optimum allocation of p-cycles to the working paths through
a failed span and removal of loop back during second phase
reconfiguration, the restored path lengths can be reduced
significantly without compromising on the capacity efficiency
of the basic model of p-cycle formation and the ring like speed
of the p-cycles. The reliability of the restored paths will be
more after removal of loop backs than the reliability of the
restored paths without removal of loop backs.
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Abstract
The recalcitrant nature of native wheat straw (WS) biomass results from cellulose, 
lignin, hemicellulose and some amount of protein embedded together in a composite 
structure causing poor adhesion to a polymer matrix composite. Adequate pre-treat-
ment can curtail the recalcitrance structure of WS and enhance the susceptible cellu-
lose area to synthesize a green composite. This paper examined the effect of various 
chemical pre-treatment procedures in improving surface morphology of wheat straw. 
Moreover, polystyrene (PS), PS (60 wt%)/native WS (40 wt%), PS (60 wt%)/NaOH-
treated WS (40  wt%), PS (60  wt%)/HCl-treated WS (40  wt%), and PS (60  wt%)/
H2SO4-treated WS (40 wt%) composite films were prepared using solution casting 
method. The changes in crystalline structure, hydrophobicity, water vapor migra-
tion rate, and thermal and mechanical stabilities of synthesized bio-composites were 
examined. From the results it can be concluded that the alkali-treated WS is highly 
compatible with the PS and can be used to synthesize a biodegradable composite 
film for various industrial green packaging applications.

Keywords Wheat straw · Chemical pre-treatment · Polystyrene · Green composite

Introduction

At present juncture, massive use of polymeric products is a potential threat to a sus-
tainable environment. Worldwide production and consumption of polymers have 
increased globally from 1.5 million ton in 1950 to more than 311 million ton in 
the present decade [1–3]. However, this fact is correlated with a significant amount 
of waste disposal problems; most of them are non-biodegradable [4–7]. In order to 
reduce the contribution of polymeric non-biodegradable products on a global level, 
we need to promote the use of green materials as a substitute for polymer [8–14]. On 
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the other hand, India faces a huge production of crop residue. Nearly 500–550 tons 
agro-waste is generated every year [15]. Despite using agro-waste as a substitute for 
polymer, many farmers burn agro-waste such as straws, leaves, wood, and grasses, 
which releases polycyclic aromatic hydrocarbons, carbon dioxide, carbon monoxide, 
and particulate matter (PM) into the environment, which is not an environmentally 
acceptable form of agro-waste management. So understanding the proper utilization 
of lignocellulosic waste is very important. It will boost the agriculture sector’s econ-
omy and provide farmers some extra income from agro-waste. Abundantly avail-
able agro-waste is composed of holocellulose (cellulose, hemicellulose), lignin, and 
other components (proteins, lipids, and inorganic materials, for example) embedded 
together in a complex structure having biodegradable and renewable characteristics 
and thus can be used for reinforcement of a polymer matrix [16, 17]. Due to its 
recalcitrance structure, the agro-waste plant cell is rigid in nature which is not suit-
able for polymer adhesion. So pre-treatment is a stimulating step to overcome the 
recalcitrance property of biomass [18, 19].

In modern era pre-treatment is one of the most promising techniques for changing 
the physicochemical characteristics of an agro-waste. Pre-treatment involves enhanc-
ing numerous properties of agro-waste such as increased energy density, hydro-
phobicity, and improved grindability, and it also creates porosity [20]. A review of 
the available literature shows that the pre-treatment can be classified into chemical 
pre-treatment, physical treatment, and biological treatment. Many researchers have 
shown that chemical pre-treatment including acid treatment and alkaline treatment 
could be used for making biomass more accessible for cellulose region. The main 
virtues of chemical treatment are to significantly remove hemicellulose and lignin 
from agro-waste, thus enhancing digestible cellulose area by increasing void open-
ings at the surface of biomass [21, 22]. Pre-treatment of agro-waste with acid has 
two main steps as follows: Firstly, it removes the ester bonds between the hemicel-
lulose and lignin. Subsequently, hydrolysis of hemicellulose and partially decompo-
sition of lignin takes place [23]. But in alkali pre-treatment, strong delignification 
process occurs after breaking the ester bonds between cellulose, hemicellulose, and 
lignin [24]. Both treatments could be correlated to the increase in cellulose digest-
ibility region for the synthesis of the green composite [25].

Polystyrene is a styrene-based polymer which is used for insulation material, 
housewares, furniture, electrical goods, and a wide variety of packaging applica-
tions. It has remarkable water-resistant property. It can be easily fabricated, and it is 
hard and colorless. On the other hand, abundantly available natural straw especially 
straw bales may be considered as novel cellulose-based material. This cereal straw, 
including wheat, rice, and barley, offers a sustainable and renewable resource for 
different kinds of reinforcement applications such as building products and packag-
ing film.

da Silva et al. [26] prepared different volume fractions of curaua/polyester com-
posites and observed the significant changes in mechanical property of result-
ant composites. Borges et  al. [27] synthesized hollow glass microspheres/piassava 
fiber-reinforced homo- and co-polypropylene composites and examined the surface 
and mechanical properties of synthesized composites. Pigatto et al. [28] studied the 
properties of polypropylene/ethylene propylene diene monomer/alkali-treated sisal 
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fibers composite film. The reinforcement incorporation with alkali-treated sisal fiber 
in the polymer matrix exhibited higher mechanical stability of the resultant com-
posite film. In this paper, alkali-treated sisal and curaua fibers were blended with 
polyester resin and the short beam strength of hybrid composites was examined [29]. 
Almeida Jr. et al. [30] observed the effect of curaua/glass fiber ratio on mechanical 
properties of synthesized polyester hybrid composites. Zegaoui et al. [31] prepared 
the cyanate ester/benzoxazine/alkali-treated hemp fiber and evaluated the mechani-
cal behavior, surface morphology, and water uptake properties of the synthesized 
composites. Zehetmeyer et  al. [32] prepared polypropylene/montmorillonite com-
posites for food packaging application by melt blending method using twin-screw 
extruder. Hadj-Hamou et  al. [33] synthesized the polycaprolactam/nanoclay pack-
aging film and examined the thermal decomposition kinetics of synthesized film. 
Gutiérrez et al. [34] reviewed the natural fibers used in starch-based matrix film for 
food packaging application. Zehetmeyer et al. [35] synthesized film of poly(butylene 
adipate-co-terephthalate) incorporated with peptide nisin using electrospinning tech-
nique and examined the mechanical stability and crystalline changes in synthesifzed 
composite film for food packaging industry. Berthet et al. [36] synthesized a polyhy-
droxy-co-3-butyrate-co-3-valerate (PHBV)-based wheat straw green composites and 
improved its water vapor transfer rate for sustainable food packaging. Asgher et al. 
[37] synthesized a PVA-based de-lignified and bacterially treated wheat straw green 
composite for enzymatic treatment using glycerol as a plasticizer. Stelte et al. [38] 
prepared wheat straw-based porous polymer sustainable composites for fabrication 
of green fiber board. Till today no literature work has been carried out on the com-
parison of various chemical pre-treatments on wheat straw used for reinforcement of 
a polymer composite.

Current trends stride toward the use of green composites for reinforcement appli-
cations. The authors of this paper investigated the effect of chemical pre-treatments 
at the surface of wheat straw. In this paper, the biomass, i.e., wheat straw, has 
been pre-treated with dilute hydrochloric acid (HCl), dilute sulfuric acid  (H2SO4), 
and dilute sodium hydroxide (NaOH). Subsequently, all treated wheat straws are 
blended with polystyrene (PS) for preparing composite films that can be used for 
industrial applications such as automotive industry, packaging goods, and furniture 
applications.

Materials and methods

Materials

Wheat straw lignocellulosic biomass was collected from a local farmer near Banaras 
Hindu University, Varanasi, Uttar Pradesh, India. The biomass was washed with dis-
tilled water and dried in an oven overnight at 70  °C. The dried wheat straw was 
ground and sieved. The average particle size of wheat straw is in between 74 and 
44  µm. All pre-treatment chemicals (hydrochloric acid, sulfuric acid, and sodium 
hydroxide) and solvent (toluene) were procured from Fisher Scientific, USA. 
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Polymer (polystyrene) and plasticizer (polybutene) were procured from Sigma-
Aldrich, USA.

Pre‑treatment

Pre-treatment is a method which is generally applied to a sample in order to make it 
more effective for composite synthesis.

Chemical pre‑treatment

In this method different types of acid and alkali are used for making our feed more 
effective for composite preparation.

Acid treatment

In this treatment, the ground wheat straw was treated with HCl (1.4 V/V%) at a tem-
perature of 120 °C for 90 min. The solid loading of biomass was 5 g in 100 ml of 
HCl. The free liquid was drained out through the filtration process using a vacuum 
pump, and the resultant residue was washed with distilled water until it attains pH 
7.0. Then biomass was dried out in an oven, kept in an air-sealed container, and used 
for reinforcement of a polymer matrix.

The sieved wheat straw was also treated with  H2SO4 (0.8 V/V%) at a temperature 
of 120 °C for 90 min, and the similar procedure was adopted to obtain the biomass 
for further experiments [39].

Alkali treatment

Alkali treatment of native and milled wheat straw was carried out at a temperature 
of 60 °C for 1 h. The optimum concentration of NaOH was 4.5 W/V%. The solid 
loading of biomass was 5  g in 100  ml of NaOH. The free liquid was pulled out 
through a vacuum pump filtration process, and the residue was washed with distilled 
water until it attains pH 7.0. Then biomass was dried out in an oven, preserved in an 
air-sealed container, and was used for the formation of polymer composite [40].

Synthesis of bio‑composites

A solution casting method was used to synthesize bio-composites in which firstly 
polystyrene was dispersed in toluene at 70 °C. Subsequently, a 40 wt% of native and 
pre-treated biomass was added. Polybutene plasticizer (0.5 ml) was also added in the 
composite for enhancing flexibility, and the mixture was maintained at 90 °C for 4 h. 
The mixture was cast in a petri dish and kept at room temperature for 24 h.
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Analytical methods

XRD analysis

The XRD analysis gives the idea of crystallinity of a material. Hence, the crystal-
linity of the native, pre-treated wheat straw, pure polystyrene film (PS), polysty-
rene composite film reinforced by native wheat straw (PS/native WS), polysty-
rene composite film reinforced by NaOH-treated wheat straw (PS/NaOH-treated 
WS), polystyrene composite film reinforced by HCl-treated wheat straw (PS/
HCl-treated WS), polystyrene composite film reinforced by  H2SO4-treated wheat 
straw (PS/H2SO4-treated WS) was investigated using X-ray diffractometer (XRD, 
model Miniflux II, Rigaku, Japan). In this test, copper was used as target material 
with known wavelength of 1.5481  Å to produce monochromatic X-rays. These 
X-rays were directed on the sample, and the reflected X-rays by the sample were 
recorded. The scanning rate for films was 5° per minute in the range of 5°–75° 
(2θ) with 0.02° step size.

The crystallinity values of all untreated and treated wheat straws were calcu-
lated using Segal’s method, according to Eq. 1.

CrI (%) represents percentage crystallinity index and I200 and Iam are the maximum 
and minimum intensities, respectively [41].

SEM analysis

To study the surface morphology of a polymeric composite film, structure analy-
sis of native wheat straw, chemically treated wheat straw, PS film, PS/untreated 
WS film, and PS/treated WS film was performed using scanning electron micros-
copy (SEM, model JEOL JSM5410, Japan).

Mechanical testing

To investigate the tensile strength of a sample, the mechanical testing of all 
treated and untreated polymeric composite films was done by INSTRON 5982 
Floor Model System, USA, according to the ASTM D882 using a testing speed of 
30 mm/min. ASTM D882 test method is generally used for film having thickness 
< 1 mm. This test method is used to determine the tensile strength and elonga-
tion at break (%) of the film. The thickness of all the prepared films was around 
± 0.30 mm, and gauge length was 5 mm.

(1)CrI (%) =
I200 − Iam

I200

× 100
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Contact angle measurement

Contact angle measurement gives the idea of hydrophobicity of a film. In this 
case water contact angle values of PS, PS/native WS, PS/NaOH-treated WS, PS/
HCl-treated WS, and PS/H2SO4-treated WS film were measured using water con-
tact angle measurement (DSA25 Series, Germany). DI water was used as a probe 
liquid.

TGA 

TGAs provide information about the thermal stability of a film over time as tem-
perature changes. Thermal analysis of PS, PS/native WS, PS/NaOH-treated WS, PS/
HCl-treated WS, and PS/H2SO4-treated WS film was investigated by using Perki-
nElmer instrument, Waltham, MA, USA. In this analysis, sample was heated up to 
from 30 to 700 °C at a heating rate of 10 °C/min. Nitrogen gas was also employed to 
create an inert environment at a flow rate of 20 ml/min in TGA.

Water absorption test

In this test, water uptake analysis of PS, PS/native WS, PS/NaOH-treated WS, PS/
HCl-treated WS, and PS/H2SO4-treated WS film was performed. For this, the film 
(20 × 20 × 0.30 mm) was completely immersed into distilled water at a temperature 
of 30 ± 2 °C for 24 h. The relative humidity of the room was around 20–25%. The 
weight of films was measured at a regular time interval of 2 h. Each film was gently 
cleaned to remove the excess amount of water present at the surface of a film before 
weighing using tissue paper. The dry samples were weighed and immersed into dis-
tilled water. Based on the change in weight of the film, the water absorption of the 
films was determined using the following Eq. 2 [42].

where WA represents the water absorption (%), Mo is the weight of the samples 
before testing (g), and Mt is the weight of the samples at a certain time (g).

Soil burial test

Soil burial test was carried out at ambient temperature under moisture-controlled 
conditions. All composite films were kept in wooden perforated boxes which were 
filled by moisturized soil. The perforated box (30 × 10 mm) was buried 100 mm 
beneath the surface of the soil which was regularly sprayed with water. The samples 
were taken out from the soil surface at soil burial period of 30, 60, 90, and 120 days. 
After that, all samples were washed with double-distilled water to remove all the 

(2)WA =

(

M
t
− M

o

)

M
o

× 100



1 3

Polymer Bulletin 

impurity, dried in an oven at 50 °C, and then stored in desiccator until they attained 
a constant weight. Based on the changes in weight, degradation behavior of all com-
posite films was observed using the following Eq. 3 [43].

where Wi represents initial mass (g) and Wt represents remaining mass at any given 
time (g) of a film.

Water vapor transmission rate test

In water vaporization transmission rate (WVTR) test, a weighed wet chamber cov-
ered with airtight film is kept in a glass jar and placed it in an incubation chamber. 
The chamber was kept at 23 °C with 50–60% relative humidity. The weight of the 
wet chamber was measured regularly at a period of 1 day [44, 45]. Change in the 
weight of a wet chamber fixed with the polymeric composite film signified the water 
vapor passing through the film. Water vaporization rate through a film is calculated 
using Eq. 4.

where WC1 represents the initial weight of the wet chamber, WC2 represents the 
final weight of the wet chamber, and ‘A’ represents the exposing area of a wet 
chamber.

Results and discussion

XRD analysis

Comparative XRD analysis of native WS, NaOH-treated WS, HCl-treated WS, 
 H2SO4-treated WS, PS film, PS (60 wt%)/native WS (40 wt%) film, PS (60 wt%)/
NaOH-treated WS (40 wt%) film, PS (60 wt%)/HCl-treated WS (40 wt%) film, PS 
(60 wt%)/H2SO4-treated WS (40 wt%) film is shown in Fig. 1.

From Fig. 1, it is clear that the crystalline peaks are observed at 2θ around 16° 
and 22° revealing a cellulosic material present in all types of treated and untreated 
biomass. The broad peaks were found at 21.37° in native WS (Fig. 1a), 21.81° in 
NaOH-treated WS (Fig.  1b), 22.36° in HCl-treated WS (Fig.  1c), and 22.08° in 
 H2SO4-treated WS (Fig. 1d). On the other hand, the higher intensity of peaks was 
observed at 19.89° in PS, 20.01° in PS (60 wt%)/native WS (40 wt%) film (Fig. 1a), 
21.02° in PS (60  wt%)/NaOH-treated WS (40  wt%) film (Fig.  1b), 20.98° in PS 
(60  wt%)/HCl-treated WS (40  wt%) film (Fig.  1c), and 20.89° in PS (60  wt%)/
H2SO4-treated WS (40 wt%) film (Fig. 1d).

(3)weight loss (%) =

(

W
i
− W

t

)

× 100

W
i

(4)WVTR =
WC1 − WC2

WC1 × A × day
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After pre-treatments with acid and alkali, the graphs showed higher peak inten-
sity as compared to native wheat straw and shifting of the peak toward the higher 
Bragg angle 2θ represented the decreasing lattice parameter magnitude according to 
Bragg’s law. The higher intensity peak represents higher crystallinity value of cel-
lulose material in a chemically treated wheat straw showing removal of amorphous 

Fig. 1  X-ray diffraction pattern of native WS, chemically treated WS, and polymeric composite films. 
a Native WS, PS film, and PS/native WS film; b NaOH-treated WS, PS film, and PS/NaOH-treated WS 
film; c HCl-treated WS, PS film, and PS/HCl-treated WS film; d  H2SO4-treated WS, PS film, and PS/
H2SO4-treated WS film

Table 1  Crystalline values of 
untreated and treated wheat 
straws

Biomass CrI (%)

Raw 50
Wheat straw treated with HCl 65
Wheat straw treated with  H2SO4 71
Wheat straw treated with NaOH 73
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hemicellulose and lignin from the biomass and thus an enhancement in a crystalline 
region of cellulose in pre-treated wheat straw. The XRD peak at 21.81° in NaOH-
treated wheat straw has higher peak intensity which assures that it has a higher 
crystalline value of cellulose as compared to untreated and acid-treated wheat straw 
(Fig.  1b). The percentage values of the crystallinity index of WS, NaOH-treated 
WS, HCl-treated WS, and  H2SO4-treated WS are 50, 73, 65, and 71, respectively 
(Table 1) [46].

After adding a native and treated WS biomass in a PS, PS film based on NaOH-
treated WS shows higher intensity peak as compared to the PS film based on native 
and acid-treated WS which are also visualized in Fig. 1 [47, 48]. If we compared 
all the graphs, it may be concluded that PS/NaOH-treated WS composite film has 
comparable thermal stability with the pure PS film which is also confirmed by TGA 
(Fig. 6).

SEM analysis

In order to elucidate the surface topography of biomass, all kinds of untreated 
and treated WS were examined using scanning electron microscopy (SEM). SEM 
analysis of raw, acid-treated, and alkali-treated WS is shown in Fig.  2. After 

Fig. 2  Scanning electron microscopy micrographs of native wheat straw and all pre-treated wheat straw 
biomass: a native wheat straw, b NaOH-treated wheat straw, c HCl-treated wheat straw, d  H2SO4-treated 
wheat straw
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pre-treatments with acid and base, the change in surface morphology of WS was 
analyzed by SEM to obtain the structural modification of the surface. Figure  2 
reveals the cellular structure of the WS. In the native wheat straw, the surface might 
have contained some impurities such as residual lignin (Fig. 2a). After applying the 
HCl and  H2SO4 pre-treatments on WS, a destruction of plant cells resulted in irregu-
lar shapeare observed in SEM images (Fig. 2c, d). Also, some porosity was found 
at the surface of pre-treated biomass [49]. For the biomass pre-treated with NaOH, 
SEM images are showing the surface of WS in a cylindrical shape having many 
filaments, cells, and pores [50] (Fig. 2b). Voids present at the surface of biomass 
confirmed that the sample morphology was very suitable for adhesion between WS 
and polymer matrix which is also proven by the result for PS blended with treated 
WS composite film. It also indicates that for pre-treated WS with acid/base, there is 
a decrease in resistant nature of WS by increasing the cellulose digestibility.

Further adding a native and chemically treated wheat straw in a polystyrene 
matrix, SEM images of PS, PS (60 wt%)/native WS (40 wt%), PS (60 wt%)/NaOH-
treated WS (40 wt%), PS (60 wt%)/HCl-treated WS (40 wt%), PS (60 wt%)/H2SO4-
treated WS (40 wt%) films are shown in Fig. 3. Figure 3a shows that the surface is 
clean and pure in the case of pure PS film. However, SEM analysis of PS/native 
WS composite film is elucidating the debonding between untreated wheat straw and 
polystyrene matrix (Fig. 3b). Figure 3d, e shows that the surface morphology of PS/
HCl-treated WS and PS/H2SO4-treated WS composite films revealed better fiber 
bonding matrix as compared to PS/native WS composite film. But in the case of PS/
NaOH-treated WS composite film, SEM image is showing better interface locking 
in between the NaOH-treated wheat straw and the polystyrene matrix as shown in 
Fig. 3c. Moreover, it represents the highest tensile strength as compared to all other 
composite films [51].

Mechanical testing

To examine the mechanical strength of the composite, the parameters such as ten-
sile strength and elongation at break (%) of PS, PS (60 wt%)/native WS (40 wt%), 
PS (60 wt%)/NaOH-treated WS (40 wt%), PS (60 wt%)/HCl-treated WS (40 wt%), 
and PS (60 wt%)/H2SO4-treated WS (40 wt%) films were also investigated and are 
given in Figs.  4 and 5. Figure 4 shows that the tensile strength of PS/treated WS 
composite film was higher as compared to PS/native WS composite film. Tensile 
strengths of pure PS, PS/native WS, PS/NaOH-treated WS, PS/HCl-treated WS, and 
PS/H2SO4-treated WS composite films were 3 MPa, 2.3 MPa, 3.56 MPa, 3.14 MPa, 
and 3.10 MPa, respectively. On the other hand, elongation at break (%) of pure PS 
film was 210%. After 40  wt% replacement of PS by untreated and treated fibers, 
the flexibility of the green composite films was decreased. As is clear from Fig. 5, 
the elongation at break (%) of PS/native WS, PS/NaOH-treated WS, PS/HCl-treated 
WS, and PS/H2SO4-treated WS composite films can be seen as 110%, 140%, 132%, 
and 127%, respectively.

Borges et al. [27] used piassava fiber as reinforcing agent in polypropylene matrix 
and observed 15  wt% loading of piassava fiber in the polymer matrix exhibiting 
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higher tensile strength which was 25 MPa with 2.5% elongation limit. Pigatto et al. 
[28] reported polypropylene/ethylene propylene diene monomer blended with 
15 wt%. Alkali-treated sisal fibers represent significant improvement in the tensile 
strength of composite film, which was 19 MPa. da Silva et al. [29] explained curaua 
fiber was a best substitution for glass in polymer matrix. According to the literature, 

 

Polystyrene 

Interface 

Interface 

Interface 

Interface 

Fig. 3  Scanning electron microscopy micrographs of PS, PS/native WS, and PS/treated WS composite 
films: a PS, b PS/native WS, c PS/NaOH-treated WS, d PS/HCl-treated WS, e PS/H2SO4-treated WS 
composite films
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30 wt% substitution of glass with curaua fiber was possible without losing its tensile 
strength [30]. Certain pre-treatment of fiber was also applied for reinforcement of 
curaua-based composites. The tensile strength of treated curaua fiber-based polyes-
ter composites was 85 MPA, and the composite showed higher mechanical stability 
as compared to other bio-composites [26]. This signified the improvement in the 
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adhesion between the polymer and treated fibers due to pre-treatment of cellulosic 
fibers.

The higher tensile strength and moderate elongation limit as compared to pure PS 
film signify the polymeric film based on alkali-treated biomass and assure the suc-
cessful application of these composites for green packaging application.

Contact angle measurement

Water contact angle values of PS, PS (60 wt%)/native WS (40 wt%), PS (60 wt%)/
NaOH-treated WS (40  wt%), PS (60  wt%)/HCl-treated WS (40  wt%), and PS 
(60 wt%)/H2SO4-treated WS (40 wt%) composite films are shown in Table 2.

Water contact angle values of PS, PS/native WS, PS/NaOH-treated WS, PS/HCl-
treated WS, and PS/H2SO4-treated WS composite films are 101°, 86°, 98°, 91°, 90°, 
respectively. The contact angle value is increased by 12° after dispersing an alkali-
treated WS in the polymer matrix exhibiting its water-resistant nature. Generally, 
contact angles greater than 90° exhibit low tension force between film and water as 
compared to the surface tension of the water. Thus, the inclusion of alkali-treated 
wheat straw in the polymer matrix renders the film hydrophobic and makes it suit-
able for green packaging applications [52, 53].

TGA 

In order to elucidate the thermal stability of a composite film, TGA graphs of PS, 
PS (60  wt%)/native WS (40  wt%), PS (60  wt%)/NaOH-treated WS (40  wt%), PS 
(60 wt%)/HCl-treated WS (40 wt%), and PS (60 wt%)/H2SO4-treated WS (40 wt%) 
composite films were recorded and are shown in Fig. 6. A small wt loss of PS/native 
WS is observed at 120–160 °C. It can be concluded that there may be debonding 
present between the PS and native WS. These results are equivalent to the results 
published by Seggiani et al. [54] in his research article. TGA graph also showed that 
the major degradation of all polymer composite films started around 220  °C and 
ended at around 450 °C, which is attributed to the degradation of polymer compos-
ite chain. Furthermore, the addition of HCl-,  H2SO4- and NaOH-treated WS has a 
remarkable impact on the thermal stability of PS composite film as compared to 
the PS/native WS composite film. The degradation temperature shifts toward higher 

Table 2  Contact angle and water vapor transmission rate of PS, PS/native WS, PS/NaOH-treated WS, 
PS/HCl-treated WS, and PS/H2SO4-treated WS composite films

Film Contact angle (°) WVTR (g/
m2 day−1)

Pure polystyrene film (PS) 101 55
Polystyrene (PS)/untreated wheat straw (WS) composite 86 210
Polystyrene (PS)/NaOH-treated wheat straw (WS) composite 98 71
Polystyrene (PS)/HCl-treated wheat straw (WS) composite 91 99
Polystyrene (PS)/H2SO4-treated wheat straw (WS) composite 90 106
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temperatures as polymer matrix interacted with the chemically treated wheat straw 
[55]. This exhibits that the pre-treatment results in better interfacial interaction 
between the polymer matrix and treated wheat straw [56]. Perumal et al. [57] have 
also reported the similar results in their research article. The thermal stability of PS/
NaOH-treated WS is found to be higher in a TGA thermogram which is comparable 
with the pure polymeric film [58].

Water absorption test

The water absorptions of PS, PS (60  wt%)/native WS (40  wt%), PS (60  wt%)/
NaOH-treated WS (40 wt%), PS (60 wt%)/HCl-treated WS (40 wt%), PS (60 wt%)/
H2SO4-treated WS (40  wt%) composite films are shown in Fig.  7. In the graph, 
water absorption of all bio-composite films is continuously increasing with increas-
ing soaking time. The water absorption curves of all bio-composite films linearly 
increase at the initial stage, then slow down, and reach the equilibrium. The water 
absorptions of PS, PS/native WS, PS/NaOH-treated WS, PS/HCl-treated WS, and 
PS/H2SO4-treated WS films bio-composite films are 0%, 17%, 5%, 10%, and 9%, 
respectively.
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PS/NaOH-treated WS absorbed less water as compared to all other native 
and acid-treated WS-based composite films. The water absorption of PS/NaOH-
treated WS composite film was comparable with the pure PS film. This result 
may be correlated with the strong adhesion established between the polymer and 
alkali-treated WS. Water-resistant quality of PS/NaOH-treated WS film is assur-
ing the successful application of this composite for packaging application.
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Soil burial test

In this test, soil degradation behavior of PS, PS (60 wt%)/native WS (40 wt%), PS 
(60 wt%)/NaOH-treated WS (40 wt%), PS (60 wt%)/HCl-treated WS (40 wt%), and 
PS (60 wt%)/H2SO4-treated WS (40 wt%) composite films was investigated and the 
results are comprehensively given in Fig. 8. The composite film was washed with 
distilled water and dried in an oven at the end of each soil burial time (30, 60, 90, 
and 120  days). Furthermore, all composite films were stored in a desiccator until 
they attain a constant weight. Soil degradation graph of the composite film based on 
biomass is showing the same nature. All bio-composite films are biodegradable in 
nature. Mass degradation in all composite films increases with increasing soil bur-
ial period [59–61]. The mass loss observed in PS, PS/native WS, PS/NaOH-treated 
WS, PS/HCl-treated WS, and PS/H2SO4-treated WS composite films is 0%, 21%, 
17%, 12%, and 13%, respectively, at the end of 120 days of soil burial test.

During the first 30 days, soil degradation of bio-composite films was high due to 
the microbial attack as compared to pure PS film. So probably, fibers present in the 
polymer matrix seem to be good for biodegradation. This result was in good agree-
ment with the results reported by the Alvarez et al. [62]. The mass loss obtained in 
a PS/native WS composite film after 120 days of soil burial test was 21%. It seems 
that WS favors biodegradation process [63, 64].

Water vapor transmission rate test

Water vapor transmission rate test was prepared for all polystyrene-based composite 
films, and the results are depicted in Table 2. WVTR of PS, PS (60 wt%)/native WS 
(40 wt%), PS (60 wt%)/NaOH-treated WS (40 wt%), PS (60 wt%)/HCl-treated WS 
(40 wt%), and PS (60 wt%)/H2SO4-treated WS (40 wt%) composite films is 55, 210, 
71, 99, and 106 g/m2 day−1, respectively.

Polymer matrix blended with native wheat straw exhibits a higher WVTR due 
to fractured surface of the film. This film provides the better affinity of CH which 
permitted water molecules migrate through the film. Similar result was reported by 
Sánchez-Safont et  al. [65] in research article. WVTR of PS/NaOH-treated WS is 
showing a moisture-resistant nature. WVTR is not high because of the existence 
of strong interface between treated biomass and polymer matrix. So probably, PS/
NaOH-treated WS can be a better substitution for a polymeric film for water-resist-
ant packaging application [66, 67].

Conclusions

In this work, comparison of the effects of various chemical treatments on wheat 
straw for enhancing the suitability of biomass in the polymer matrix followed by 
preparation of wheat straw-reinforced polystyrene composite was studied. SEM and 
XRD analyses of the treated biomass-based composite film explore a better adhesion 
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of treated WS with the polymer matrix. Mechanical stability of chemically treated 
biomass-based polymeric composite films had also extensively increased as com-
pared to those prepared with pure polymeric or untreated biomass with benchmark 
elongation limit. Alkali treated-biomass based composite film has lower affinity of 
CH results in less WVTR and excellent interfacial interaction causes higher ther-
mal stability as compared to other bio-composites. Low contact angle value of PS/
NaOH-treated WS film signified the existence of low tension force between film and 
water. The films resulting from PS/alkali-treated WS render the resulting bio-com-
posite more hydrophobic, mechanically stable, and impervious to the movement of 
water vapor. Hence, it can be concluded that alkali treatment of biomass is admira-
ble for sustainable environment development via green packaging applications.
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Abstract
In this concern study, the surging demands for regulating the environmental aspects associated with controlling a massive 
generated synthetic wastes in the field of structural applications, has motivated researchers to synthesize green products using 
agricultural wastes. Therefore, in this work, a novel hybrid epoxy composites based on alkali treated-date palm fiber and 
native coir fiber at different weight fractions were prepared using hand layup technique and investigated the hybridization 
effect of the resultant composites. Hybrid composites were characterized using several analytical techniques i.e. X-ray dif-
fraction analysis, thermogravimetric analysis, contact angle measurement, dart impact test and tensile test. Reported results 
explored that the alkali treatment on date palm fiber had a reliable impact on the experimentally evaluated mechanical, 
hydrophobic and thermal properties of the resultant hybrid composites. The required structural properties for 50 wt% coir 
fiber incorporated in 50 wt% treated-date palm fiber based epoxy composites are 76.51 MPa tensile strength, 2.77% elonga-
tion limit, 832.2 J/m impact strength, and 100.2° contact angle, respectively possess highest value as compared to all other 
hybrid composites. Hence, the incorporation of 50 wt% treated-date palm fiber in 50 wt% coir fiber based epoxy composite 
has the best structural properties in terms of mechanical, water resistant and thermal properties for green rigid applications.

Keywords Composites · Agricultural wastes · Epoxy · Hand layup

Introduction

The extensive concerns to regulate the environmental 
aspects and controlled the pollution created by non-biode-
gradable materials have triggered the scientists to fabricate 
more convincing biodegradable novel hybrid green materi-
als in order to meet the growing demands in various ranges 
of sectors. Therefore, ecological aspects have motivated 
researchers to synthesize hybrid biodegradable green com-
posites products having synergetic characteristics i.e. biode-
gradable in nature, low-cost, easy to fabricate, light-weight, 
good as a thermal insulator and having high hygroscopic 
for various industrial sectors like automotive and structural 
applications [1]. So, this is the eye opener for the industri-
alist to fabricate agro-waste fiber based hybrid structural 
composites due to their providing high mechanical stability 
with remarkable stiffness that is comparable with synthetic 

structural composites. Hybrid composites, as an imperative 
class in the field of composites, represent those composites 
in which one kind of reinforcing material is blended in the 
combination of different matrix [2, 3]. The idea of hybrid 
composites with impressive combination of characteris-
tics i.e. high specific properties, low density and excellent 
thermal stability is fulfilling the requirements of medium 
density fiberboards, insulation boards and other automotive 
applications while understanding the needs of cost reduction 
and waste minimization. Therefore, the perfect use of plenty 
available natural fibers like a banana [4], cotton [5], coir [6], 
sisal [7], date palm [8] and jute [9, 10] for structural applica-
tions is the need of the hour.

Agricultural wastes like date palm, coir etc. fibers are 
mainly composed of cellulose (33–45%), hemicellulose 
(59.5–74.8%) and lignin (14–27%) and cotton coir is com-
posed of cellulose (36–43%), hemicellulose (0.15–0.25%) 
and lignin (41–45%) [11, 12]. Due to the recalcitrance nature 
of biomass, the existence of undesirable materials (hemicel-
lulose and lignin) cause weak compatibility found between 
natural fibers and polymer matrix [13]. Many authors 
have adopted reliable pre-treatment techniques in order to 
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improve the suitability of biomass for blending in polymer 
matrix. Many researchers have used chemical pre-treatment 
for making biomass more promising for polymer adhesion. 
The main purpose of using chemical pre-treatment is to 
destruct the biomass body and create some voids opening 
at the surface. Generally, in alkali treatment, a significant 
delignification process followed by the removal of a small 
branched chain of carbohydrate that is hemicellulose from 
natural fiber [14–16]. It has been found that the alkali treat-
ments enhanced the suitability of agricultural wastes for 
polymer adhesion [17].

Mochane et al. reviewed the various natural fibers such as 
jute, flax, sisal, banana, hemp based polymer composites for 
structural applications [18]. Otto et al. synthesized chemi-
cally modified based lignocellulosic fibers reinforced polyu-
rethane composites and observed benchmark elastic property 
showing higher potential applications for padding material 
and shock absorption [19]. Sanjay et al. studied mechani-
cal and physical characteristics of natural fiber incorporated 
glass fiber based polymer composites using hand layup tech-
nique for engineering applications [20]. Alavudeen et al. 
syntesized chemically modified banana and kenaf fibers 
reinforced polyester composites using hand layup technique 
and studied the mechanicals stability of resultant composites 
for structural applications [21]. The authors investigated the 
mechanical behavior of unidirectional flax/synthetic fibers 
hybrid composites [22]. AL-Oqla et al. confirmed the reli-
able use of date palm fiber based polymer composites for 
automotive applications on the basis of mechanical stabil-
ity [23]. In this study, the authors fabricated a new com-
posite material based on sisal-jute fiber and demonstrated 
the perfect replacement of synthetic glass fiber reinforced 
polymer composites with bio composites [24]. Sanjay et al. 
[16] reviewed various techniques for improving suitability 
of natural fibers in polymer composites. Asim et al. [25] 
compared the mechanical properties of the silane modified 
pine leaf fiber/phenolic composites with silane treated-kenaf 
fiber/phenolic composites for green applications. The author 
of this study investigated the dynamic mechanical proper-
ties of the bamboo/woven kenaf fiber based composites for 
building applications [26]. Ozben et al. [27] studied drop 
weight technique for analyzing the impact behavior of hybrid 
composites for structural applications. This study demon-
strated the impact of date palm fiber at different loading in 
epoxy composites on the basis of mechanical and thermal 
properties for engineering applications [28]. Safri et al. [29] 
reviewed the impact behavior for various hybrid composites 
synthesized from natural fibers for structural applications. 
Muhammad et al. [30] demonstrated the effect of kenaf fiber 
in glass fiber based composites and found highest impact 
strength in the resultant hybrid composites. However, till 
today no research work has been published on the combina-
tion of alkali treated natural fiber with native fiber in epoxy 

matrix in order to understand their hybridization effects for 
the structural properties of polymer composite.

In this research work, different combinations of natural 
fibers i.e. alkali treated-date palm fiber and native coir fiber 
based epoxy novel composites were prepared using hand 
layup method. Further, authors of this paper have demon-
strated the characteristics of all synthesized hybrid com-
posites in terms of Physico-chemical stability using various 
kinds of analytical techniques like X-ray diffraction, Ther-
mogravimetric analysis, tensile test, impact test and Contact 
angle measurement for green reinforcement applications.

Materials and Methods

Materials

The coir and jute fibers are procured from a local farmer near 
BHU, Varanasi, Uttar Pradesh. Fibers are washed with dis-
tilled water and kept in an oven at a temperature of 70 °C for 
8 h. Further, fibers are ground in a powder form. The epoxy 
resin (LY 556) and the hardener HY-951 are acquired from 
Green products Pvt. Ltd. Epoxy LY556 of density 1.15–1.20 
g/cm3, mixed with hardener HY951 of density 0.97–0.99 
g/cm3 was used to synthesize the composite laminate. The 
epoxy and hardener were mixed in the ratio 2:1 on a weight 
basis. Sodium hydroxide pellets were purchased from Green 
products Pvt. Ltd. It is highly soluble in water and was used 
for natural fiber surface pretreatment to enhance bonding 
between fibers and polymer.

Alkali Pretreatment

The external sheath of lignin and to some extent hemicel-
luloses restricts the cellulose to make the effective interfa-
cial bond with the polymers. Thus to overcome poor adhe-
sion, several pretreatment methods are to be incorporated 
to improve the bonding between the hydrophilic fiber and 
hydrophobic matrix [31]. In order to get improved mechani-
cal and thermal characteristics of the composites, date palm 
fiber was subjected to the NaOH treatment process. Alkali 
treatment provides porous structure of fiber that is increase 
the interfacial bonding between treated and non-treated fib-
ers. A 5 g weight of sieved agricultural waste was treated 
with 9.1% (W/V) NaOH aqueous solution for 24 h at room 
temperature followed by drying in an oven at 70 °C for 12 
h [16, 32].

Synthesis of Green Composites

Initially, a mold of dimension 220 mm × 220 mm × 3 mm 
was cleaned and dried before the fabrication process. The 
releasing wax was also applied to mold releasing sheet and 
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fibers were mixed with the resin inside the mold using hand 
layup technique. Further, the mixture was allowed to set 
inside the mold for a period of 24 h at room temperature. 
In this work, different combinations of treated-date palm/
coir/epoxy are prepared which are shown in Table 1. The 
specimens were finally cut into the appropriate dimensions 
for characterization.

Characterizations for Treated‑Date Palm/
Coir Based Epoxy Composites

XRD analysis was used to analyze the crystalline changes 
after incorporation of natural fibers in epoxy polymer using 
X-ray diffractometer (model Minifux II, Rigaku). The crys-
tallinity index (CI) of the composite samples was calculated 
by using the formula:

where  Imax is the maximum intensity of diffraction on the 
crystallographic plane at a 2θ angle and  Iam is the intensity 
of diffraction of the amorphous material taken at a 2θ angle 
from where the peak originates.

In order to visualize the thermal stability for all green 
composites, TGA analysis is performed from 30 to 800 °C 
temperature at a scan rate of 10 °C/min in an inert atmos-
phere using Perkin Elmer instrument, USA and weight 
changes is recorded as a function of temperature. The ses-
sile drop method (KRUSS DSA25 Series, Germany) was 
used to check water repelling characteristics for all green 
composites. The tensile test of the composites was con-
ducted in INSTRON 1195 testing machine as per the ASTM 
D3039 standards. This property is determined in accord-
ance with the ASTMD3039. The specimen was cut in the 
required dimension 50 mm × 20 mm × 3 mm. Further, the 
test was conducted at a constant strain rate of 2 mm/min and 

(1)CI =
Imax − Iam

Imax
× 100

demonstrated the mechanical stability of the material. Dart 
impact strength for all hybrid composites was analyzed using 
Dart impact tester (Asian Test Equipments, Hapur, India). In 
this test, a dart was free fell on the surface (220 mm × 220 
mm × 3 mm) with 13.2 m/s striking velocity and calculated 
impact strength using following equation.

where d (m) is the thickness of hybrid composite and m (g) 
is dart impact failure weight.

Results and Discussions

XRD Analyses for Hybrid Composites

XRD analysis was used to estimate crystalline changes in 
the hybrid composites. In this test, XRD analysis for E1, E2, 
E3, E4, E5, E6, E7, E8 and E9 was conducted and shown in 
Fig. 1. There is one major peak found in XRD spectra of all 
composites which are 20.68° for E1, 20.52° for E2, 20.74° 
for E3, 20.46° for E4, 20.86° for E5, 20.07° for E6, 20.19° 
for E7, 19.83° for E8 and 19.59° for E9, respectively. The 
higher intensity peak observes in E2 hybrid composite at 
20.52° 2 theta. The crystallinity index value is 84.48% for 
E1, 88.37% for E2, 84.32% for E3, 85.92% for E4, 85.74% 
for E5, 85.61% for E6, 85.82% for E7, 84.61% for E8 and 
84.76% for E9, respectively.

(2)Impact energy(KE) =
1

2
mv

2

(3)Impact Force =
KE

d

Table 1   Compositional analysis for synthesized green composites

Composites Chemical pretreatment Date 
palm 
fiber
(wt%)

Coir 
fiber 
(wt%)

E1 – – 100
E2 Date palm fiber treated with NaOH 50 50
E3 Date palm fiber treated with NaOH 25 75
E4 Date palm fiber treated with NaOH 75 25
E5 Date palm fiber treated with NaOH 100 0
E6 – 50 50
E7 – 100 0
E8 – 25 75
E9 – 75 25
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Fig. 1  XRD analyses for E1, E2, E3, E4, E5, E6, E7, E8, and E9 
hybrid composites
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Some shifting of 2 theta peaks observes due to biomass 
addition in epoxy matrix. The presence of effective peak at 
around 21° 2 theta in XRD spectra attributes to the crystal-
line structure of cellulose that is present in the hybrid com-
posite. The higher intensity peak observes in the E2 hybrid 
composite shows better compatibility of fibers with epoxy 
matrix assuring remarkable mechanical and thermal stabili-
ties which confirms in mechanical and thermal tests. A simi-
lar result that is higher intensity peak concept in composites 
is also explained by Laadila et al. [33] in their published 
article.

Thus it can be concluded that 50% treated date palm 
fiber/50% coir fiber based epoxy composite has a higher 
crystalline stable structure as compared to other hybrid 
composites showing its suitability for green applications.

TGA Analyses for Hybrid Composites

Thermal stability analyses for coir fiber incorporated treated-
date palm fiber/epoxy composites have been studied using 
TGA analysis. In this analysis, thermal stability tests for 
E1, E2, E3, E4, E5, E6, E7, E8 and E9 were performed in a 
programmed temperature range of 30–800 °C (Fig. 2). The 
primary, main and final degradation temperature ranges for 
hybrid composites have been determined in this analysis. 
Small degradation is mainly observed in E1, E3, E6, E7, 
E8 and E9 from 100 to 250 °C temperature range. The main 
degradation starts from 250 °C around at 14% weight loss 
for E1, 5.13% weight loss for E2, 4.71% weight loss for E3, 
4.86% weight loss for E4, 4.87% weight loss for E5, 7.31% 
weight loss for E6, 5.51% weight loss for E7, 8.41% weight 
loss for E8 and 9.97% weight loss for E9, respectively. In 
addition, degradation ends at around 522 °C with 92% 

weight loss for E1, 560 °C with 95% weight loss for E2, 511 
°C with 86% weight loss for E3, 517 °C with 93% weight 
loss for E4, 526 °C with 94% weight loss for E5, 515 °C with 
86.44% weight loss for E6, 518 °C with 87.81% weight loss 
for E7, 519 °C with 89.29% weight loss for E8, 521 °C with 
89.79% weight loss for E9, respectively.

The earlier degradation is observed in E1, E3, E6, E7, 
E8 and E9 composites. This may be lot of lesser amounts of 
some impurities like hemicellulose, pectin and wax present 
in treated-date palm fiber. Gheith et al. [28] synthesized 50% 
date palm fiber based epoxy composites and observed simi-
lar initial degradation corresponds to water molecules and 
impurities. This characteristic associated with poor interfa-
cial bonding between the fiber and polymer ascribe to less 
mechanical stability of natural fiber based composites. Nair 
et al. [34] also observed similar result sisal fiber based poly-
styrene composites for reinforcement applications. Puglia 
et al. [35] demonstrated the effect of alkali and silane treat-
ments on phormium tenax fiber and observed initial deg-
radation in native fiber based composites due to wax and 
pectin present in the material. In addition, it shows lower 
thermal stability than the higher cellulose containing com-
posites. The main degradation starts from 250 to 550 °C due 
to the degradation of cellulose and lignin in the composites. 
The thermal stability of E2 seems higher as compared to all 
other composites. This is the main effect of hybrid compos-
ites synthesized from equal amounts of native coir fiber and 
treated-date palm fiber based epoxy composites. Gheith et al. 
[28] prepared date palm fiber at different weight fractions 
based epoxy composites and found highest thermal stability 
in 50% date palm fiber based epoxy composites. Chee et al. 
[26] prepared 50% bamboo fiber incorporated 50% kenaf 
fiber based epoxy hybrid composites and observed highest 
dimensional stability of the resultant composite. Boopalan 
et al. [36] used equal percentages of jute and banana fibers in 
epoxy matrix and observed higher thermal stability as com-
pared to other hybrid composites. This behavior reveals the 
strong adhesion present in treated fiber incorporated native 
fiber based epoxy composites and assuring E2 composite 
suitability for structural applications.

Wettability of Hybrid Composites

The wettability of hybrid composites was evaluated using 
the sessile drop method as shown in Fig. 5. The sessile drop 
method is based on the surface tension between liquid-solid 
interfaces. In this analysis, the sessile drop is permitted to 
fall on the surface of hybrid composites and observe the 
wettability of the surface with time. Higher contact angle 
(greater than 90°) represents the less wettability of the sur-
face and confirms the hydrophobic characteristics of the syn-
thesized hybrid composites. Generally, fibers are hydrophilic 
in nature and have higher wettability characteristics. Authors 
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hybrid composites
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of this paper have prepared different combinations of treated 
and untreated fibers in epoxy matrix and observed its con-
tact angle in order to attain the higher hydrophobic qual-
ity among all synthesized hybrid composites. The contact 
angle value is measured progressively with time as shown 
in Fig. 3. The averaged contact angle value is 29.09° for E1, 
101.78° for E2, 54.50° for E3, 73.56° for E4, 61.88° for E5, 
42.16° for E6, 38.99° for E7, 33.07° for E8, and 40.43° for 
E9, respectively. It is clear from the graph that the contact 
angle decreases as a function of time. So, the length of the 
interface between liquid drop and epoxy hybrid compos-
ites increases as time elapsed. This surface characteristic 
explores mainly due to liquid spreading over the hybrid 
composite surface. The sessile drop volume decreases due 
to liquid penetrate into the surface of date palm/coir fiber 
based epoxy composites. Zhang et al. [37] explained the 

wettability behavior of rice straw/coir fiber based composite 
and observed similar results in their published article.

The contact angle value is higher for E2 hybrid compos-
ite. This may be due to strong adhesion present between 
treated-date palm fiber and untreated- coir fiber. Generally, 
contact angle greater than 90° explores between the sessile 
drop and hybrid composite surface is very weak. This char-
acteristic is enabling E2 composite for hydrophobic struc-
tural applications.

Tensile Test for Hybrid Composites

The mechanical stability test is playing a pivotal role in visu-
alizing the ability of hybrid composites to withstand force. 
The tensile test for E1, E2, E3, E4, E5, E6, E7, E8, E9 and 
E10 hybrid composites were performed in this analysis 
(Fig. 4). Tensile strength, elongation limit and young modu-
lus have been summarized in Table 2. The mechanical stabil-
ity of hybrid composites depends on fiber-polymer interac-
tion, fiber percentage and distribution of fiber in the matrix. 
Stress represents the maximum stability of composites to 
withstand force and strain represents the change in length 
of material with respect to original length of the material. 
The stress vs. strain curve is depicted in Fig. 5c. The ten-
sile strength is 54.03 MPa for E1, 76.51 MPa for E2, 55.65 
MPa for E3, 61.04 MPa for E4, 59.89 MPa for E5, 49.02 
MPa for E6, 50.01 MPa for E7, 45.85 MPa for E8, 46.75 
MPa for E9 and 48.84 MPa for E10, respectively. The tensile 
strength is higher for E2 (50% treated date palm fiber/50% 
untreated coir fiber/epoxy composite) hybrid composites 
due to strong interfacial bonding present between fibers and 
polymer. Further addition of fiber causes a decrement in the 
mechanical stability of the resultant hybrid composites. Boo-
paln et al. [36] explained similar results in jute/banana fiber 
based epoxy composites in their published literature. Asim 
et al. [25] compared the mechanical property of treated-fib-
ers based composites and observed highest tensile strength 
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Fig. 3  Wettability analyses for E1, E2, E3, E4, E5, E6, E7, E8, and 
E9 hybrid composites

Table 2  Dart impact velocity, dart impact height, dart impact strength, dart impact failure weight, tensile strength, elongation at break (%), ten-
sile modulus for E1, E2, E3, E4, E5, and E6 hybrid composites

Hybrid 
composite

Dart Impact velocity 
before strike (m/s)

Dart impact 
height (m)

Dart impact failure 
weight (g)

Dart impact 
strength (J/m)

Tensile 
strength (MPa)

Elongation at 
break (%)

Tensile 
modulus 
(MPa)

E1 3.63 0.66 310 709.56 45.85 1.34 3421
E2 3.63 0.66 380 832.2 76.51 2.77 2762
E3 3.63 0.66 335 733.65 55.65 2.53 2199
E4 3.63 0.66 360 788.4 61.04 2.61 2388
E5 3.63 0.66 350 766.5 59.89 2.34 2599
E6 3.63 0.66 325 711.75 49.02 0.75 6535
E7 3.63 0.66 330 722.70 50.01 0.49 10206
E8 3.63 0.66 315 689.85 46.75 0.62 7540
E9 3.63 0.66 320 700.8 48.84 0.55 8880
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(≈ 46 MPa) in 50% kenaf fiber based phenolic composites 
for engineering applications. Chee et al. [26] also observed 
highest mechanical stability in 50% bamboo/50% kenaf fib-
ers based epoxy composites.

The elongation limit is 2.25% for E1, 2.77% for E2, 2.53% 
for E3, 2.61% for E4, 2.34% for E5, 0.75% for E6, 0.49% for 
E7, 1.34% for E8, 0.62% for E9 and 0.55% for E10, respec-
tively. The higher percentage of flexible limit is observed in 
the case of E2 hybrid composite due to strong adhesion pre-
sent between the fibers and polymer. Authors also observed 
similar result in 50% pineapple leaf based composites for 
green applications [25].

The tensile modulus is the ratio of stress and strain. The 
tensile modulus is 2401 MPa for E1, 2762 MPa for E2, 2199 
MPa for E3, 2388 MPa for E4, 2599 MPa for E5, 6235 MPa 
for E6, 10206 for E7, 3421 for E8, 7540 MPa for E9 and 
8880 MPa for E10, respectively (Table 2).

The mechanical stability of E2 hybrid composite is higher 
as compared to other hybrid composites. This signifies the 
better adhesion exists between fibers and polymer assuring 
E2 composite suitability for green structural applications 
(Fig. 4).

Dart Impact Test

Dart impact strength is a valuable property in terms of struc-
tural applications. Dart impact strength explores a material 
ability to withstand a sudden force applied on the surface 
of hybrid composites and demonstrated the quality of the 
sample for structural industries. In this dart test, the impact 
strength is calculated for all hybrid composites using the 
free fall method. This is a reliable technique to understand 
the behavior of composite’s impact resistance according 
to ASTMD1709. The thickness of the hybrid composite is 
3 ± 0.05 mm. Initially, a 75 g dart is free-fell at 66 cm impact 
height to the surface of the hybrid composite and observed 
hybrid composite is partially fractured or not. The impact 
strength is calculated at dart impact failure weight. All char-
acteristics such as dart impact strength, Dart impact energy, 
dart failure weight, and striking velocity before impact for 
E1, E2, E3, E4, E5, E6, E7, E8, E9 and E10 are shown in 
Table 2. The dart impact strength is 709.56 J/m for E1, 832.2 
J/m for E2, 733.65 J/m for E3, 788.4 J/m for E4, 766.5 J/m 
for E5, 711.75 J/m for E6, 722.70 J/m for E7, 678.9 J/m for 
E8, 689.85 J/m for E9 and 700.8 J/m for E10, respectively 
(Fig. 5).

The impact strength depends on fiber-matrix interaction 
behavior and was observed highest in the case of 50% coir 
incorporated 50% treated-date palm fiber based hybrid com-
posites (E2). Asim et al. [25] synthesized pine apple leaf 
based phenolic composites and observed similar result in 
50% treated-pine apple leaf reinforced composites for green 
applications. So increase in impact strength was ascribed to 
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homogeneous distributions of fibers in epoxy matrix result-
ing in remarkable impact strength. So, this excellent interfa-
cial interaction presented between fibers and polymer which 
was proved in a stress test for green structural applications.

Conclusions

The impacts of fiber type and their different combinations 
on surface morphology, mechanical, thermal, crystalline and 
wettability characteristics were studied in this paper. The 
hybrid composite synthesized from treated-date palm fiber 
incorporated coir fiber based epoxy composite has proven 
as an inexpensive novel material for structural applications. 
The coir fiber has a remarkable impact on the thermal and 
mechanical properties of E2 hybrid composite, especially 
the wettability, load bearing ability and tensile strength. The 
E2 hybrid composite consists of equal weight fraction of 
treated-date palm fiber and coir fiber has represented the 
highest tensile and impact strengths with reliable elongation 
limit as compared to other hybrid composites at different 
weight fractions of fibers. The higher thermal stability with 
suitable less wettability of E2 hybrid composite has also 
managed to perform excellently for thermal stable hydro-
phobic structural applications. So it can be concluded that 
E2 had the ability to be used in structural applications which 
might be a possible solution of agricultural wastes.
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Abstract The formation of rhamnolipid complexes with
metal ions of chromium (VI) and lead (II) has been studied
spectrophotometrically, conductometrically, and by surface
tension measurement. The values of the critical micelle
concentration (CMC) of rhamnolipid, obtained by spectro-
scopic, conductometric, and surface tension measurements,
were 5.2 × 105, 5.0 × 105, and 5.3 × 105 mol.dm−3,
respectively, which are in close agreement. An increase in
CMC on increasing metal ion content in the rhamnolipid
solution and a shift in λmax in the spectra of rhamnolipid
indicated the formation of a complex between rhamnolipid
and both the metal ions, namely, chromium (VI) and lead
(II). The values of stability constants for the {rhamnolipid–
chromium (VI)} and {rhamnolipid–lead (II)} complexes
have been determined by spectroscopic data and were as
0.58 × 104 and 0.50 × 104 at 308 K, respectively.
The thermodynamic parameters for micellization, namely,
free energy change (ΔGmic), entropy change (ΔSmic), and
heat enthalpy change (ΔHmic), have been determined by
conductivity measurements. An increase in the negative
value of ΔGmic and a decrease in the value of ΔSmicon
increasing metal ion content in the surfactant solution indi-
cated lower micellization of rhamnolipid in the presence of
metal ions. The electrostatic attractions and entrapment of
chromium (VI) in the micelles of the biosurfactants were
found to be responsible for {rhamnolipid–lead (II)} and
{rhamnolipid–chromium (VI)} complexes, respectively.

Keywords Rhamnolipid � Chromium (VI) � Lead (II) �
Biosurfactant complexes

J Surfact Deterg (2020).

Introduction

The recovery of heavy metals from contaminated soil and
water using biosurfactants have been a subject of major
interest in recent years. The formations of biosurfactant
heavy metal complexes have been observed by researchers
(Ayangbenro and Babalola, 2018; Dan et al., 2017; Herman
et al., 1995; Juwarkar et al., 2007; Miller, 1995;
Mulligan, 2005; Neilson et al., 2003; Stacey et al., 2008;
Tan 1994; Wang and Mulligan, 2009) during the remedia-
tion/recovery of heavy metals from soil/water. It has been
observed (Kim and Vipulanandan, 2006; Lang, 2002;
Maier and Soberon-Chavez, 2000; Ochoa-Loza
et al., 2001; Slizovskiy et al., 2011) that the carboxyl or
hydroxyl group of the biosurfactant forms a strong bond
with heavy metals. However, not much information is
available on the nature and thermodynamic parameters of
these biosurfactant metal complexes.
Recently, the stability constant and thermodynamic

parameters for the formation of the complexes of saponin
with metal ions, namely, chromium (VI) and lead (II), have
been reported by Upadhyay and Hari (2019). The complex
formation was reported as the formation of a bond between
metal ions and the carbonyl group of saponin. The forma-
tion of complexes by forming a bond between the hydroxyl
and carbonyl groups of biosurfactants and metals have also
been reported by other researchers (Hong et al., 2000;
Mulligan et al., 1999; Tang et al., 2017). The stability
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constant for the complex between saponin and chromium
(VI) was higher than that for the complex between saponin
and lead (II). In order to understand the nature of metal ion
biosurfactant complexes, it was thought to be worthwhile
to conduct further studies with other biosurfactants.
Rhamnolipids are microbial biosurfactants and act as a

natural surface-active agent. They consist of one or two
(L)-rhamnose with a glycoside linkage to the hydrophilic
group having one or two β-hydroxy fatty acids. Depending
on the number of rhamnose molecules, rhamnolipids are
classified as either mono- or di- rhamnolipid. Rhamnolipids
have widely been used in various fields (Fazaelipoor
et al., 2010; Khoshdast et al., 2011; Ochoa-Loza
et al., 2007; Sandrin et al., 2000; Torrens et al., 1998).
It has been observed that rhamnolipids act as ligands and

have a very strong affinity for metals (Maier and Soberon-
Chavez, 2000; Mulligan, 2005). Rhamnolipids are weak
acids, and due to the presence of carboxylic acid moieties,
they undergo aggregation in solutions (Herman et al., 1995;
Tan et al., 1994). Therefore, it was worthwhile to perform a
detailed investigation on the rhamnolipid–metal ion com-
plexes in order to understand the nature of these complexes
and to determine the thermodynamic parameters for the
complex’s formation.
Chromium (VI) and lead (II) are major problems in

industrial effluents, and removal of these metal ions from
effluents must be considered seriously in order to ensure
environmental protection. Therefore, the formation of
rhamnolipid complexes with two metal ions, namely, chro-
mium (VI) and lead (II), in aqueous medium are investi-
gated. The complex formation has been studied
spectrophotometrically, conductometrically, and by surface
tension measurement, and the results obtained by these
three methods were compared.

Experimental Procedures

Materials

R-90 Rhamnolipid (Lot number AGA031918b; Sigma-
Aldrich (St. Louis, MO, USA)) was purchased from AGAE
Technologies, Corvallis, OR, USA. It was a light brown,
granular solid consisting a mixture of RhaRhaC10C10

(C32H58O13, m/z = 649) and RhaC10C10 (C26H48O9, m/
z = 503). The average molecular weight of the rhamnolipid,
i.e., 578, was considered in the present investigation. The
supplied rhamnolipid was used, and purity was checked
with infrared spectroscopy (IR) spectra and compared with
previously reported literature. The rhamnolipid solutions
were prepared in double-distilled water. The critical micelle
concentration (CMC) of rhamnolipid was determined by

surface tension measurement and was found to be
5.3 × 10−5 mol dm−3 at room temperature of 310 K. Aşçı
et al. (2008) reported the CMC of rhamnolipids to be
50 mg L−1 or 8.6 × 10−5 mol dm−3. It is also reported that
biosurfactants have low CMC within the range of
1–200 mg L−1 (Lang and Wagner, 1987).
Analytical-grade chemicals K2Cr2O7 (purity 99.9%,

Thomas Baker, Maharashtra, New Delhi, India) and Pb
(NO3)2 (purity 99.5%, Rankem, India) were used for the
preparation of the solutions. All experiments were per-
formed with double-distilled water.

Spectroscopic Study

A UV–visible spectrophotometer (BT-UVS-DB8-E,
Benchtop Lab System, India) for absorbance measure-
ment was used for spectroscopic studies. Square quartz
cells of a thickness of 10 mm with a silt width of 1 nm
were used. Aqueous solutions of rhamnolipid in the
absence and presence of metal ions, namely, chromium
(VI) and lead (II), were prepared and were maintained at
310 K to establish the equilibrium. The spectra of these
solutions were reported. The experiments were repeated
thrice. The reported results were reproducible
within ±2%.
The stability constants for rhamnolipid–metal ion com-

plexes have been determined by differential spectroscopy
as reported in our earlier study (Upadhyay and Hari, 2019).
Kawamura et al. (1989) used the following equation to cal-
culate the partition coefficient (Kx) for metal–surfactant
interaction:

1
ΔA

=
1

KcΔA∞ Ca +Cm
s

� � +
1

ΔA∞
ð1Þ

where ΔA is the difference of absorbance, i.e., (absorbance
of rhamnolipid + metal-ions) – (absorbance of metal-ions
only), and Kc and Kx are the stability constant and partition
coefficient, respectively, and are related as follows:

Kx =KcXnw: ð2Þ
where nw is moles of water per dm−3.
ΔA∞ is the difference in absorbance (i.e., ΔA) at infinite

dilution; Ca is the concentration of additive (metal ions)
and Cm

s =Cs-CMCo, where Cs is concentration of
rhamnolipid and CMCo represents the CMC of the surfac-
tant in water. According to Eq. (1), the value of Kc can be
determined with the help of intercept (1/ΔA) and slope
(1/Kc. ΔAK∞) of the plot between (1/ΔA) and 1/
[Rhamnolipid].
The standard free energy change of the partition was cal-

culated using the plot of Younas et al. (2017) following the
relationship,
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ΔGp= −RTlnKx ð3Þ

Conductometric Study

A digital conductivity meter (model EI-641, EISCO,
Ambala, India) was used for the conductivity measurement.
The conductivity meter can measure specific conductivity
in the range of 0.01–199.9 μS. The instrument was cali-
brated with aqueous KCl solution. The data were reproduc-
ible within a ±0.05 error. For conductivity, CMC, and the
thermodynamic parameter measurements, solutions were
maintained at 310 K for 30 min to achieve the equilibrium
conditions. Then, the specific conductivity of these solu-
tions was measured. The experiments were repeated thrice.
The values of CMC were reproducible within ±2%.
The following equations (Usman and Siddiq, 2013; Usman

et al., 2010, 2013) have been used for determining thermody-
namic parameters, namely, free energy change (ΔGm),
enthalpy change (ΔHm), and entropy change (ΔSm) for
micellization process;

ΔGm = 2−βð ÞRT lnXcmc ð4Þ
ΔHm = −2:303 2−βð ÞRT2 ∂logXcmc

∂T

� �
ð5Þ

ΔGm =ΔHm−T ΔSm ð6Þ
where R is the universal gas constant (8.314 J mol−1 K−1),
Xcmc is the mole fraction of surfactant, and β is the degree
of dissociation (β = S2

S1
, where S1 and S2 are slopes of

straight lines before and after micellization, respectively).

Surface Tension Study

Surface tension was measured by a straight graduated
stalagmometer (model 694 A, PERFIT, India) using the
drop weight technique by measuring the weight of drops of
a fluid falling from a capillary glass tube. The experiments
were repeated until the surface tension was reproducible
within ±0.5 mN m−1.

Results and Discussion

Spectroscopic Studies

The spectra of the rhamnolipid in the absence and in the
presence of chromium (VI) and lead (II) were recorded at
310 K. The maximum absorbance of the aqueous solution
of rhamnolipid was observed at 255 nm. In the presence of
chromium (VI), the wavelength of maximum absorbance
(λmax) was shifted to 321 nm. In the presence of lead (II),
the maximum absorbance peaks were obtained at 321, 334,

and 376 nm. The interaction of rhamnolipid with metal ions
is indicated by the shifting of λmax of rhamnolipid in the
presence of metal ions. The shift in λmax toward a longer
wavelength (red shift) is due to the complexation of
rhamnolipid with metal ions.
The CMC of rhamnolipid in the absence and the pres-

ence of metal ions have been determined by plotting the
absorbance against the concentration of rhamnolipid and by
the point of interaction of two straight lines at lower and
higher concentrations of rhamnolipid. Figure 1 represents
(Absorbance) versus [Rhamnolipid] in the presence of dif-
ferent amounts of chromium (VI) and lead (II).
An increase in the absorbance with an increase in

rhamnolipid concentration at λmax (Fig. 1) in each case
indicates the incorporation of metal ions within the
micelles. The CMC in each case, obtained from Fig. 1, are
given in Table 1. The CMC of rhamnolipid increases with
an increase in metal ion concentration (Table 1).
The CMC of rhamnolipid in the presence of metal ions

have also been determined by considering the difference in
absorbance, i.e., ΔA. The plots of ΔA versus
[Rhamnolipid] in the presence of different concentrations
of chromium (VI) and lead (II) are represented in Fig. 2.
The CMC of rhamnolipid in the presence of metal ions
obtained from Fig. 2 are also given in Table 1. The CMC
of rhamnolipid in the presence of metal ions obtained from
Figs. 1 and 2 are found to be in good agreement.

(b)

(a)

Fig 1 Plots of absorbance (A)versus [Rhamnolipid] at 310 K in
absence and presence of metal ions. (A) a, b, c, and d rhamnolipid in
presence of nil, 9.6 × 10−5, 19.2 × 10−5, and 28.8 × 10−5 mol dm−3

CrVI, respectively. (B) a, b, c, and d rhamnolipid in presence of nil,
4.8 × 10−5, 9.6 × 10−5, and 14.4 × 10−5 mol dm−3 PbII, respectively
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The plots of (1/ΔA) versus 1/[Rhamnolipid] in the pres-
ence of different initial concentrations of chromium
(VI) and lead (II) are given in Fig. 3. The values of Kc and
Kx evaluated from the slopes and intercepts of these plots
are given in Table 1. The higher average values of Kc

(0.58 × 104) and Kx (3.20 × 105) in the presence of chro-
mium (VI) than those in the presence of lead (II) Kc

(0.50 × 104) and Kx (2.81 × 105) indicate that chromium

(VI) partitioned more in rhamnolipid micelles than
lead (II).
ΔGp, the standard free energy change, was calculated in

each case and is given in Table 1. The more negative value
of ΔGp in the case of chromium (VI) also indicates more
spontaneity in the partition phenomena and stability in the
case of chromium (VI) in comparison to lead (II). This is
also supported by the Hofmeister series in proteins
(Hofmeister, 1888), according to which an anion has a
larger effect than a cation on the solubility of proteins and
stability of their structure. A negative ion has a strong

Table 1 CMC, stability constant, and partition parameters determined by spectroscopic data

105 [CrVI] (mol. dm−3) 105 [PbII] (mol. dm−3) 105CMC (mol. dm−3) 104Kc 105Kx ΔGp ± 0.10 (kJ mol−1)

From Fig. 1 From Fig. 2

9.60 — 6.4 6.4 0.60 3.33 −32.77
19.20 — 7.0 6.9 0.57 3.16 −32.63
28.80 — 8.4 8.0 0.56 3.11 −32.59
— 4.80 6.0 5.8 0.52 2.89 −32.40
— 9.60 7.2 6.9 0.50 2.77 −32.29
— 14.40 7.9 7.8 0.50 2.77 −32.29

CMC of rhamnolipid in absence of metal ions = 5.2 × 105mol. dm−3; The CMC values were reproducible within ±2% in replicate runs.

(a)

(b)

Fig 2 Plots of (ΔA)versus [Rhamnolipid] at 310 K in presence of
metal ions, where ΔA is (absorbance of solution consisting
rhamnolipid and metal ions) - (absorbance of metal ions). (A) a, b,
and c rhamnolipid in presence of 9.6 × 10−5, 19.2 × 10−5, and 28.8
× 10−5 mol dm−3 CrVI, respectively. (B) a, b, and c rhamnolipid in
presence of 4.8 × 10−5, 9.6 × 10−5, and 14.4 × 10−5 mol dm−3 PbII,
respectively
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Fig 3 Plots of (1/ΔA)versus [1/rhamnolipid] at 310 k in presence of
metal ions. (A) a, b, and c rhamnolipid in presence of
9.6 × 10−5,19.2 × 10−5, and 28.8 × 10−5 mol dm−3 CrVI, respec-
tively. (B) a, b, and c rhamnolipid in presence of 4.8 × 10−5,
9.6 × 10−5, and 14.4 × 10−5 mol dm−3 PbII, respectively.
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“salting in” effect and may interact much more strongly in
comparison to a cation, which has a “salting out” effect.

Specific Conductivity and Thermodynamic Parameters

The plots of specific conductivity versus rhamnolipid in the
absence of metal ions and in the presence of three different
initial concentrations of chromium (VI) and lead (II) are
given in Fig. 4. It is observed that conductivity increases on
increasing surfactant concentration, and a plot of specific
conductivity versus rhamnolipid showed two straight lines
at lower and higher rhamnolipid concentrations (Fig. 4).
Furthermore, an increase in specific conductivity was
observed on increasing metal ion concentration of the

solution. The CMC value in each case was evaluated by the
interaction point of two straight lines.
The values of CMC of rhamnolipid in the absence and

the presence of different initial concentrations of both metal
ions, i.e., chromium (VI) and lead (II), are reported in
Table 2. It is observed from Table 2 that the CMC of
rhamnolipid was found to increase with an increased metal
ion in the solution of rhamnolipid. On increasing the metal
ion in rhamnolipid, the micellization increases due to the
structure-breaking effect on adsorption of the metal ion,
which results in an increase in CMC.
The CMC of rhamnolipid were also determined at differ-

ent temperatures, namely, at 310, 315, and 320 K, and were
found to be 5.0 × 10−4, 5.5 × 10−4, and 6.0 × 10−4 mol dm−3,
respectively. With the help of CMC values at different temper-

atures, the value of ∂logXcmc
∂T

h i
was calculated and was found

to be 0.56× 10−4.
The values β, ΔGmic, ΔSmic, and ΔHmic of aqueous

rhamnolipid solution in the absence and presence of metal
ions are given in Table 2. The negative magnitude of
ΔGmic indicates the spontaneity of micellization. The lower
rise in entropy, ΔHmic, and less-negative value of ΔGmic on
increasing metal ion content in the solution also indicate
that micellization becomes less favorable on increasing
metal ion content in the solution.

Surface Tension Method

CMC of rhamnolipid in the absence and the presence of
both metal ions have also been determined by measuring
the surface tension of solutions. The plots of surface ten-
sion versus log rhamnolipid in the presence of chromium
(VI) and lead (II) are given in Fig. 5. The CMC evaluated
from the intersection point of two straight lines (at lower
and lighter concentrations of rhamnolipid) of these plots
are summarized in Table 3. It was also observed that the
values of CMC evaluated spectrophotometrically (Table 1),
by specific conductivity (Table 2), and by the surface ten-
sion method (Table 3) in each case are in close agreement
within the experimental error.

Complex between Rhamnolipid and Metal Ions

Biosurfactant–metal binding may involve ion exchange,
counterion association, precipitation–dissolution, and elec-
trostatic interactions (Rufino et al., 2012), although removal
of metal ions by rhamnolipid depends on various factors,
including the concentration of rhamnolipid. At very low
concentrations of rhamnolipid, the monomers start com-
plexation with metal ions, while at concentrations above
CMC, the complexation efficiency is influenced by the
rhamnolipid micelles (Dan et al., 2017).
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Fig 4 Plots of conductivity versus [Rhamnolipid] at 310 K in absence
and presence of metal ions. (A) a, b, c, and d rhamnolipid in presence
of nil, 4.8 × 10−5, 9.6 × 10−5, and 14.4 × 10−5 mol dm−3 CrVI,
respectively. (B) a, b, c, and d rhamnolipid in presence of nil,
2.4 × 10−5, 4.8 × 10−5, and 7.2 × 10−5 mol dm−3 of PbII,
respectively
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As the carboxyl group of rhamnolipid has a strong affin-
ity with metal ions, the complex between rhamnolipid and
Pb (II) may be proposed by forming a bond between the

carboxyl group of rhamnolipid and Pb (II). The complex
between aescin (anionic biosurfactant) and divalent metal
ions and the ionic bond character in the complex have also
been confirmed by IR spectra (Hong et al., 1998).
In the present investigations, chromium (VI) and surfac-

tants both are anionic, and therefore, the possibility of
counter ion association and electrostatic attractions is negli-
gible. The removal of chromium (VI) by a biosurfactant
has been studied by Gnanamani et al. (2010), and chro-
mium (VI) was observed to reduce to chromium (III) in the
presence of the biosurfactant. Chromium (III) then was
entrapped in the micelles of the biosurfactant. In the present
investigation, the conversion of chromium (VI) to chro-
mium (III) by rhamnolipid in aqueous solution was tested,
and no chromium (III) was present in the reaction mixture.
In addition, no precipitation of chromium (III) was
observed during the experiments. Therefore, the possibility
of precipitation–dissolution and conversion of chromium
(VI) to chromium (III) may be ruled out.
Avramovic et al. (2013), with regard to the effect of

chromium (VI) on mono- and di-rhamnolipids in aqueous
medium, indicated significant proof for a possible coordina-
tion of CrO4

2− with protonated rhamnolipid by IR spectra.

Table 2 CMC and thermodynamic parameters for micellization of rhamnolipid determined from conductivity data

105 [CrVI]
(mol. dm−3)

105 [PbII]
(mol. dm−3)

105CMC
(mol. dm−3)

β −ΔGm ± 0.10
(kJ mol−1)

−ΔHm ± 0.05
(kJ mol−1)

ΔSm ± 0.50
(J K−1)

— — 5.0 0.60 35.74 14.58 68.26

9.60 — 6.0 0.63 34.33 14.26 64.74

19.20 — 7.5 0.66 33.05 14.06 61.25

28.80 — 8.2 0.69 31.77 13.64 58.48

— 4.80 6.2 0.62 34.46 14.32 65.00

— 9.60 6.6 0.65 33.55 14.06 62.87

— 14.40 7.2 0.67 32.70 13.85 60.80

CMC of rhamnolipid in absence of metal ions = 5.0 × 105 mol. dm−3; the CMC values were reproducible within ±2% in replicate runs.
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Fig 5 Plots of surface tension versus [Rhamnolipid] at 310 K in
absence and presence of metal ions. (A) a, b, c, and d rhamnolipid in
presence of nil, 4.8 × 10−5, 9.6 × 10−5, and 14.4 × 10−5 mol dm−3

CrVI, respectively. (B) a, b, c, and d rhamnolipid in presence of nil,
2.4 × 10−5, 4.8 × 10−5, and 7.2 × 10−5 mol dm−3 of PbII,
respectively

Table 3 CMC of rhamnolipid in absence and presence of metal ions
by surface tension method

105 [CrVI] 105 [PbII] 105CMC from Fig. 5

(mol dm−3) (mol dm−3) (mol dm−3)

9.60 — 6.4

19.20 — 7.6

28.80 — 8.6

— 4.80 5.2

— 9.60 6.6

— 14.40 7.6

CMC of rhamnolipid in absence of metal ions = 5.3 × 105 mol. dm−3;
the CMC values were reproducible within ±2% in replicate runs.
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The present study has been carried out in neutral aqueous
medium in which protonated rhamnolipid does not exist.
The ion-exchange mechanism for binding between

anionic surfactants and chromate ions has been proposed
by Sabatini et al. (1997). In the present case, the ion-
exchange mechanism, i.e., exchange of carboxylate ion by
chromate ion, is not possible as the carboxylate ion is a part
of the structure of the rhamnolipid. Based on the above
facts and experimental results, it may be considered that, in
the case of rhamnolipid and chromium (VI), the complex
formation is due to the entrapment of chromium (VI) in the
micelles of the rhamnolipid.

Conclusion

The partition parameters for rhamnolipid–metal ion com-
plexes and the thermodynamic parameters for the
micellization of rhamnolipid in the presence of chromium
(VI) and lead (II) have been determined by spectrophoto-
metric and conductometric methods, respectively. The
experimental results indicated the formation of a
rhamnolipid–metal ion complex. The rhamnolipid–lead
(II) complex is proposed by forming a bond between the
carboxyl group of rhamnolipid and lead (II). In case of
chromium (VI), the results indicated entrapment of chro-
mium (VI) in the micelles of the rhamnolipid.
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Cryptosporidiosis is a neglected tropical disease caused by the protozoan parasite Cryptosporidium parvum. Limited 
therapeutic options, limitation in in vitro parasite culture, and lack of a reliable animal model of parasite for replication of in 
vivo life cycle and drug testing demand alternative methods for drug development. The in silico methods of drug discovery 
prove a crucial process in such conditions.Recent research reported a limited number of small molecules for drug 
development. Purine nucleotide biosynthesis in Cryptosporidium species is dependent on the IMPDH (CpIMPDH) enzyme, 
so distortion of parasite IMPDH has been pursued as a compelling strategy for curbing Cryptosporidium infection due to its 
different kinetics from the host enzyme. Our study's primary aim was to discover novel ligand molecules with noticeable 
activity against Cryptosporidium parvum IMPDH. For this purpose, we selected 18 previously discovered ligands to 
understand the interaction feature between ligand and receptor, and their shape and electronic features are employed  
as a template for shape-based virtual screening of the ZINC database (drug-like subset) search approach via Schrodinger-
2019 (Maestro 11.9). The obtained hits were subsequently subjected to structure-based screening, quantum polarized ligand 
docking (QPLD), and molecular dynamics simulations to fetch potential small molecules with the highest binding affinity 
for CpIMPDH protein. Further ligand binding energy and pharmacokinetic analysis were also taken into consideration as 
filtering criteria for selecting the most promising drug-like compounds.  

On this experimentation analysis, three top-ranked (ZINC24855054, ZINC58171263, and ZINC08000072) molecules were 
found to have appropriate pharmacokinetic properties along with surpassing in silico inhibitory potential towards the 
CpIMPDH compared to known inhibitors. The molecular docking and molecular dynamics simulation analysis results 
satisfactorily confirmed the inhibitory action. Therefore, these new scaffolds deduced by the presented computational 
methodology could recommend lead molecules for designing promising anti-cryptosporidial drugs targeting CpIMPDH 
protein. 

Keywords: Cryptosporidium parvum, Inosine 5-monophosphate dehydrogenase (IMPDH), MM/GBSA, Molecular Docking, 
Molecular Dynamics Simulations, Virtual Screening 

The novel coronavirus disease 2019 (COVID-19) is 
one of the most trounced pandemics of the twentieth 
century who tried to grapple humanity worldwide. 
COVID-19 is engendered by the severe acute 
respiratory syndrome coronavirus 2 (SARS-CoV-2). 
The rapid transmission drive of SARS-CoV-2, high 
mortality and morbidity, and unavailability of 
treatment options are chief factors responsible for the 
pandemic dispersal. The COVID-19 has conquered 

the year's headlines and geared all significant research 
attention. The everyday cost of common parasitic 
diseases has been disoriented under the shadow of 
COVID-19. The parasitic diseases are considered as a 
considerable reckoning on local communities. 
Hitherto, because most of these parasitic diseases are 
no longer endemic to developed nations, the projects 
underlying research and development of parasitic 
diseases are not funded at levels that are proportional 
to their global morbidity and mortality. The scientific 
and public health communities' energy and attention 
concern the COVID-19, but though managing this, it 
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will be essential to show steadfast resolution toward 
interpretation and combating the parasitic diseases1. 
The COVID-19 pandemic has turned the clock back 
by years in the fight against other parasitic diseases, 
and it has interrupted research, trials, and other efforts 
to ease the public health burden. 

Tyzzer first recognized Cryptosporidium species 
(spp.) in 1907, but it remained undercover until the 
1980s when AIDS became endemic in humans. The 
parasitic possessions are considered primary etiological 
agents responsible for various clinical complications 
associated with gastrointestinal epithelium among 
infants and immunocompromised persons. Specific 
medical and symptomatic complications led by 
Cryptosporidium spp. infection include watery diarrhea, 
nausea, fever, and in extreme cases, neuro-development 
disorders. Such medical situations are categorized as 
cryptosporidiosis disease2. The cryptosporidiosis disease 
burden varies geographically. A recent systematic 
review on epidemiological analysis of human 
Cryptosporidium infection in China (1987-2018) 
asseverated average prevalence of Cryptosporidium was 
2.97% in reported areas. Among these, 1.77-
12.87%infection prevalence is found in rural areas 
compared to 0-3.70% prevalence in urban areas. The 
nationwide prevalence of Cryptosporidium in humans is 
0.1-14.1% in Asian countries,2.6-21.3% in African 
countries,0.1-14.1% in Europe,3.2-31.5% in central and 
south American countries, and 0.3-4.3% in North 
America3. A meta-analysis study on the prevalence of 
the Cryptosporidium in HIV-positive patients reported 
11.2% prevalence and 14.4%globally. The low number 
ofCD4+ cells in AIDS patients is one primary reason for 
the high infection rate4. The most prominent 
epidemiological studies like MAL-ED (Etiology, Risk 
Factors, and Interactions of Enteric Infections and 
Malnutrition and the Consequences for child health and 
development), GEMS (Global Enteric Multicenter 
Study), and GBD (Global Burden of Disease) reported 
that Cryptosporidium spp. was among the most critical 
pathogens for diarrheal infections in children under 12-
month-old and community clinics. The Cryptosporidium 
parvum (C. parvum) infection is associated with a long 
duration of diarrhea and 2-3 fold higher mortality rates 
in malnourished young children than healthy ones5. 
Cryptosporidium spp. induced pediatric diarrhea 
accounts for 9% of global child mortality and 50% of 
water-borne infections in the United States due to 
Cryptosporidium6. The primary infectious species of  
the parasite associated with human and animal infections 
are C. parvum, C. hominis, C. meleagridis, C. andersoni,  

C. felis, C. suis, and C. canis. However, more than 39 
species and 30 genotypes of Cryptosporidium spp. are 
identified C. parvum and C. hominis are associated with 
90% of cases of human infection. The small subunit 
(SSU) rRNA gene and glycoprotein 60 (gp60) gene are 
validated genetic markers for phylogenomic analysis of 
the parasite. The genome identity between C. hominis 
and C. parvum lowa II is 96.85%. The subtle variation in 
the genome of C. homins and C. parvum are responsible 
for phenotypic differences in host-parasite interface 
proteins7. The parasite stuck a monogenous life cycle 
with both the asexual and sexual phases. The life cycle 
begins with the ingestion of sporulated oocysts.  
The oocysts are resistant to the environment and 
generalized sterilization methods. After ingestion,  
oocyst excystation occurs in the upper intestine releasing 
four sporozoites. The sporozoites penetrate nearby 
intestinal epithelium cells and settle in the 
parasitophorous vacuole. It is intracellular but  
extra-cytoplasmic.A feeder organelle made a channel 
between the parasitophorous vacuole and host cell 
cytoplasm. 

From 2004 up to the recent five-year period, scientists 
have failed to design a fully effective therapeutic agent 
to resist parasite invasion. Parasite contaminated dietary 
and other products act as a way forward for its 
transmission to reach the gastrointestinal tract, where the 
parasite utilizes host cellular metabolites via pedestal 
and feeder organelle8. 

Taxonomically, C. parvum (genome size approx 9 
Mbp), C. hominis, and C. fragile are placed in the 
same Phylum (Apicomplexa) as Plasmodium spp. and 
Toxoplasma spp. Intriguingly, in comparison to 
Plasmodium spp. and Toxoplasma spp. significant 
gene loss was reported in C. parvum encoding 3,500 
genes9. Metabolic interventions following C. Parvum 
synthetic machinery apicoplast and mitochondrial 
genome loss proved insufficient to overcome parasite 
pathogenicity9. Parasite persistent pathogenicity 
indicates the existing knowledge gap to understand 
unexpressed glycolytic enzymes responsible for the 
unusual microbial energy generation mechanism10. 

Similarly, C. parvum's intracellular metabolic 
mechanism matched obligate parasites like Rickettsia 
spp. and Chlamydia spp, which command over host 
synthetic machinery for survival. Parasite's unique 
anabolic mechanism indicates possible therapeutic 
targets to inhibit parasitic growth11. Following 
CRISPR/Cas9, a gene disruption technology, scientists 
unveiled Dihydrofolate Reductase-Thymidylate 
Synthase (DHFR-TS) and Inosine Monophosphate 
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Dehydrogenase (IMPDH) enzymes as a suitable  
target for drug designing to overcome C. Parvum 
pathogenicity. Both enzymes are integral in marinating 
parasite energy via importing host purines12. Targeting 
IMPDH and DHFR-TS enzymes with specific drug 
molecules were of great importance to inhibit the 
parasitic life cycle1314. Scientific efforts regarding drug 
designing and Nitazoxanide's discovery, Paromomycin 
made significant contributions regulating C. parvum 
growth among infants and adults with the 
compromised immune system. However, it failed to 
kill C. parvum completely. The underlying reason for 
the in effectiveness of Nitazoxanide and Paromomycin 
is still debatable15,16. Recent progress made by 
scientists identifying IMPDH structural characteristics, 
inhibition, potent inhibitors' selection, and potential 
lead molecules' identification indicated encouraging 
results over the model organisms. C. parvum IMPDH 
(CpIMPDH) protein has distinct genomic and 
structural characteristics compared to mammalian 
IMPDHs17.  

Cryptosporidium parvum lacks adenine and 
guanine synthesis; as usual, most parasite siblings 
synthesize and relyupon the host nucleosides viathe 
CpIMPDH pathway to convert IMP (inosine 5-
monophosphate) into xanthosine 5-monophosphate18. 
Medical applications of benzoxaborole derivatives 
activity inhibiting aminoacyl-tRNA synthetases 
activity during fungal and bacterial protein synthesis 
led to the development of FDA-approved effective 
therapeutic ligands against gram-negative bacteria19. 
However, the development of effective therapeutic 
molecules against CpIMPDH is questionable after 
significant scientific progress.  

Virtual screening is an essential aspect of the 
modern drug discovery process. It reduces resources, 
cost, and overall time in the drug development process. 
It also dispenses novel chemical species with desirable 
activities from diverse chemical databases. The output 
of virtual screening candidates has been proven to be 
an appropriate starting point for further exploration and 
development in the drug discovery process. The ligand 
and structure-based virtual screening are routinely 
practiced in most successful drug discovery projects20. 
Despite much research in the last decades, only a  
few inhibitors against CpIMPDH with good 
pharmacokinetic properties have been uncovered. 
Thus, there is room to develop novel and potent 
chemotypes or optimize existing inhibitors against 
CpIMPDH to curb Cryptosporidiosis. 

Structure-less ligand prioritization approaches were 
followed by many scientists covering minimal future 
drug development aspects treating Cryptosporidiosis. 
Molecular modeling prioritizing existing ligand 
molecules via computational analytical tools, 
including virtual screening and ligand enzyme 
structure-activity relationship, seems revolutionary for 
drug discovery and development. While prioritizing 
ligand molecules based on enzyme-ligand compatible 
molecular characteristics in the availability of 
thousands of an average efficacy ligand, it seems an 
excellent challenge for pharmacologists to shortlist 
the most effective ligand molecule against 
Cryptosporidium21. 

Currently, molecular dynamics is the best available 
protein-ligand interaction approach to cross high 
energy barriers within the feasible time duration to 
achieve protein-ligand interaction at unusual 
temperatures22. Molecular dynamics calculations from 
multiple ligand positions are routinely adopted to 
estimate protein-ligand compatibility and energy gap 
minimization23. Ranking and evaluating ligand 
domains and predicting binding domains is vital for 
the virtual screening structure24. Calculation of 
reliable protein-ligand complexes scoring requires 
excellent expertise to distinguish between active and 
inactive protein-ligand complexes25. 

About retrospective therapeutic challenges, our 
study aims to discover amino-methyl benzoxaborole 
based novel ligand molecules with visible activity 
against Cryptosporidium parvum. At the same time, 
the significant objectives include standardization of 
treatment strategies following Cryptosporidiosis, 
virtual screening of potential ligand molecules, 
comparative structural activity relationship, 
preparation of 3D ligand molecules, and identification 
of effective therapeutic agents among immune-
compromised patients.  

This work predicted the 3D structure of the inosine 
monophosphate dehydrogenase receptor from its 
amino acid sequence deploying various tools. The 3D 
structure was predicted using a threading approach 
that relies on the observation that all naturally 
occurring proteins have limited fold, so relatively 
distant homologous proteins have a similar structure, 
and predicted 3D model quality is checked thoroughly 
at various levels.  

The present investigation aims to identify novel 
inhibitors of C. parvum IMPDH enzyme using a 
combination of various in silico approaches like 
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shape-based screening (SBS), ADMET, molecular 
docking, and molecular dynamics studies. The present 
study can be used as a pilot for the rational drug 
design for other pathogenic microbes and cancer 
treatment. 
 
Materials and Methods 
 

Hardware and software specifications 
In this study, Schrodinger's Drug Discovery Suite 

2015 (evaluation/trial version)with Module Maestro 
11.9, Shape Screening Module, Merge Duplicates 
Module, Virtual screening workflow Module, Protein 
Preparation Wizard Module, LigPrep Module, 
QikProp Module, Prime/MM-GBSA Module installed 
on Intel® core(TM) i3-8100 CPU @3.60 GHz,64 GB 
RAM with a 2GB graphics card exploited for all 
computations in this research. 
 

Shape-based molecular similarity screening 
The shape-based molecular similarity is a new 

strategy for discovering new chemical scaffolds. It 
relies on the principle that if two molecules are 
structurally similar, they frequently have a similar 
biological function and physical properties. This 
similarity approach is an advanced tool for the  
virtual screening of an extensive database of 
compounds. Molecular similarity analysis between 
two molecules can be performed through (i) structural 
representations and (ii) quantitative similarity 
measurement among the two entities.  

We followed the shape screening approach via 
Schrodinger-2019 (Maestro 11.9), a molecular  
shape screening computational tool 26. Similarly, 
pharmacophore models, also called quantitative 3D 
tools for novel inhibitor validation tools, were also 
used in virtual screening protocols27. Before following 
quantitative pharmacophore modeling analysis, the 
feature mapping module was adopted for each 
presented molecule. The primary aim was to shortlist 
the universal potent ligand molecule. Outcomes in 
terms of hydrogen bond acceptor, hydrogen bond 
donor, hydrophobic, and aromatic ring ligands  
were effectively mapped with molecules under 
consideration, and calculated features were 
considered to generate hypotheses and identify 
potential ligands. Simultaneously, uncertainty in the 
pharmacophore model was the critical parameter to 
care about while determining agonist. The preferred 
value set for uncertainty was about a 2-3 magnitude 
level28. The ZINC database (drug-like subset) is a 
free, commercial database of over 10 million 

purchasable compounds supported by the Department 
of Pharmaceutical Chemistry at the University of 
California, San Francisco(UCSF)29.The 3D structures 
of 18 previously reported CpIMPDH inhibitors were 
taken on board to find similar drug-like compounds 
with a threshold limit of 80% similarity. The output of 
2000 hitswas saved in a suitable file format. 

Before proceeding towards the structure-based 
virtual screening (VS), ligand preparation is essential 
for generating three-dimensional (3D) geometries, 
bond order correction, and generation of accurate 
tautomer and ionization steps. LigPrep module 
generates the most appropriate ionization state 
(pH=7.0) for each ligand molecule. The OPLS-
AA_2005 force field was used to generate the lowest 
energy conformers of ligands30.  
 

Toxicity and ADME studies 
It is desirable that candidate ligand molecules 

passed through VS protocol must have good ADMET 
profiles. Nowadays, various in silico tools are 
available to investigate the pharmacokinetics, toxicity, 
bioavailability, and safety. QikProp (rapid ADME 
predictions of drug candidates) module in 
Schrodinger drug discovery suite was used to predict 
MDCK and Caco-2 cell permeability, overall CNS 
activity, octanol/water, and water/gas log Ps, log S, 
and log BB like pharmaceutically relevant 
properties31. 
 

Target protein preparation 
The primary structure of the target protein sequence 

(Accession number AF426177) was retrieved from 
GeneBank (https://www.ncbi.nlm.nih.gov/genbank/)32. 
The homolog structure was identified through BLAST 
using the PDB database. The highest homology  
was pragmatic (PDB ID:4IXH), having 95% similarity 
with 95% query coverage. The enzyme structure  
(PDB ID:4IXH) was chosen for the reference receptor 
protein structure. It is the catalytic domain crystal 
structure of CpIMPDH (resolution- 2.105 Ă) with  
(2S)-2-(naphthalen-1-yloxy)-N-[2-(pyridin-4-yl)-1,3-
benzoxazol-5-yl] propenamide inhibitor along with 
substrate submitted in protein data bank 
(https://www.rcsb.org/)33. 

The successful outcome of molecular docking 
protocol relies on the optimized three-dimensional 
(3D) structure of protein and ligand for the precise 
binding affinity prediction. Therefore, the modeled 
3D structure of the protein is evaluated for any 
structural quality distortion. The central aspect is to 
scrutinize unusual conformation, residue packing 
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anomaly, sequence-structure mapping, residue-shift 
error, and errors due to incorrect side-chain residue. 
The PROCHECK tool was deployed for structure 
validation of the protein34. 

Receptor protein was prepared using the protein 
preparation wizard by involving the parameters like 
assigning bond orders to hydrogen's, zero-order bonds 
created to metal atoms, creating disulfide bonds, and 
de-solvation out by deleting the crystallized free water 
molecules beyond 5Å30.The protein 3D structure 
integrity was checked, and appropriate modification 
was done. The tautomeric and protonation states of 
Glu, Arg, His, Lys, and Asp were adjusted, and also 
the orientation of Gln and Asn residues generated. 
Finally, the protein hydrogen bonds were optimized 
and minimized using the force field OPLS3e35. With 
the receptor generation program from the Glide 
module, the active pocket in the protein was fixed for 
docking36. 
 
Structure-based virtual screening 

The hits (1595) retrieved through the similarity 
search approach were passed through the structure-
based virtual screening module against the active- site 
of the prepared CpIMPDH target protein. It is a multi-
step screening procedure with Lipinski's Rule of 5 
(ROS) and reactive group filter placed at the 
appropriate position to remove hits with chemically 
active functional groups and undesirable drug-
likeness properties. The extracted hits were passed 
through docking by Glide docking protocol which 
consists of High-throughput Virtual screening 
(HTVS), Standard Precision (SP) , Extra Precision 
(XP) anddocking protocol. Docking calculations were 
first performed in HTVS mode, and the top 50% best-
docked hits (999 compounds) were passed through the 
subsequent SP docking calculations. Finally, the top 
30% (299 compounds) of the SP docking protocol 
were passed through the XP docking screening 
protocol. XP Glide scores were used to sort the best-
docked ligands36,37. 

Most of the docking protocols are molecular 
mathematical calculations in which the polarization 
effect of a ligand is not considered. It is now well 
characterized that the electrostatic charge on 
molecules has a paramount role in ligand-receptor 
protein interaction in docking. As a result, in order to 
reduce the false positive hits, QPLD protocols were 
applied to the screened compounds from the previous 
filter. In the QPLD protocol, the ligand atoms are 
contemplated at the quantum mechanical level. In the 

execution of this protocol same grid-level parameters 
were used that had already been set in virtual 
screening docking calculations38. Docking 
calculations were carried out in two steps, initially 
Glide Standard precision protocol (SP) docking 
protocol. In the subsequent step, the protein field-
induced polarization effect on ligands was calculated 
which is conjoined with Jaguar quantum mechanics. 
Density Functional Theory (DFT) method was 
applied in scoring ligands docked in target protein and 
elucidated by the OPLS-2005 force field. In the end, 
ligands were strained based on lower values of XP 
Glide Score and interacting amino acid residues39,40. 

To further enhance the virtual screening protocol's 
productivity and remove the pitfall of the scoring 
function of Glide Score, the best ligand-protein 
complex picked from QPLD studies was subjected to 
an MM-GBSA analysis41.It prioritized ligands based 
on the relative binding free energy Δ (G)between 
ligand and receptor molecule. 
 

ΔGbind = G complex- (G protein+ G ligand) 
= ΔEMM + ΔGSOL 
ΔGSOL=ΔGGB+ΔGSA 
 

Where: ΔEMM-minimized energy difference 
between protein-ligand complex and the total energy 
of protein and unbound ligand, ΔGSOL-solvation free 
energy difference obtained by the polar (ΔGGB) and 

non-polar (ΔGSA) solvation energy. 
 
Molecular dynamics simulation 

The best-ranked ligands from the MM-GBSA study 
were further scrutinized in molecular dynamics 
simulation protocol to evaluate ligand stability of 
binding mode and thermodynamic performance in the 
receptor protein (CpIMPDH) active –site42. Molecular 
dynamics (MD) simulation of docked complexes was 
done byGROMACS package 5.1 to unveil the docked 
ligands' structural behavior43. The simulation was done 
using a GROMOS 43a1 force field and systems 
solvation by using a water model, single point charge 
(SPC) cubic box apart 1.0 nm from the surface of the 
protein box. Both systems were neutralized by their 
corresponding ions. The existing energy gap in docked 
complexes was processed via the steepest descent 
algorithm by following about 50,000 steps used for 
each simulation to meet the complex's stability. 

Similarly, equilibration of both systems was 
achieved by using NVT and NPT ensembles for 
100ps each. The V-rescale thermostat was used for 
equilibration with a reference temperature of 310.15 K 
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for 1 ns. Finally, the production MD run was 
performed with 100 ns time duration. GROMACS  
in-built tools were used to compute protein RMSD 
and RMSF44,45. 
 
Results and Discussion 

This study's main objective is to identify novel and 
promising lead molecules that interfere with 
CpIMPDH and are deployed as potential anti-
cryptosporidial agents. An integrative and highly 
superior virtual screening protocol incorporating 
various in silico approaches (shape-based virtual 
screening) is deployed in a stepwise riddler approach 
to fulfill this objective. Beneath the result of various 
computational approaches applied for the efficient 
identification of inhibitors against CpIMPDH are 
presented and discussed. 
 
Target protein preparation and binding mode analysis 

The Protein preparation wizard was used for 
receptor protein preparation by polar hydrogen atom 
addition, crystallographic water molecule removal, 
disulfide bond creation, missing side chains, and 
loops correction. The parameters like assigning bond 
orders to hydrogen, zero-order bonds creation to 
metal atoms, creating disulfide bonds, and de-
solvation were carried out by deleting the crystallized 
free water molecules beyond 5Å. The protein 3D 
structure integrity was checked, and appropriate 
modification was done. The tautomeric and 
protonation states of Glu, Arg, His, Lys, and Asp 
were adjusted, and also the orientation of Gln and Asn 
residues generated. Finally, the protein hydrogen 
bonds were optimized and minimized using the force 
field OPLS3. With the receptor generation program 
from the Glide module, the active pocket in the 
protein was fixed for docking. The coordinates of the 
co-factor NADH were transferred into the enzyme 

structure at its binding domain, and the coordination 
pose was compared with other reported structures of 
CpIMPDH. In the native conformation of the protein, 
each atom is in equilibrium and thermal stable, but as 
temperature increases or protein interacts with the 
ligand or solvent creates oscillation of atom around 
the equilibrium position. The B-factor profile of an 
atom in a protein describes the displacement of the 
atom from the lowest energy or equilibrium position. 
For this receptor protein, a normalized B-factor graph 
is shown in (Fig. 1). It is in the permissible range as 
most of the amino acid residues havea negative value 
that indicates a more stable position of that residue. 

Furthermore, protein is also checked for any atomic 
disorder. For this, a plot of the probability of disorder 
(on the y-axis) for each numbered residue (on the x-
axis) is generated. All the residues above the 
threshold (shown as a dashed line on the plot) could 
be considered disordered and below as mostly ordered 
and shown in (Fig. 2). 

Again OPLS-2005 force field was used for energy 
minimization of receptor protein with RMSD cut-off 
up to 0.90 Å. The receptor grid box was generated 
around the center of the receptor protein active site 
with a cubic volume of 50 × 50 ×50 Å3 with a grid 
point spacing of 0 .974 Å. The induced-fit docking 
protocol was employed, the maximum number of 
energy evaluations was set as 20,00,000 per run. 
 
Shape-based molecular similarity screening 

Huston CD et al, 2015 performed a structure-
activity relationship (SAR) testing benzimidazole 
activity against C. parvum IMPDH and explained its 
significant possibility as a potential inhibitor to 
overcome Cryptosporidiosis. Another similar SAR-
based study focusing on phthalazine reported 
benzofuranamide derivatives' role in inhibiting minute 
concentration of C. parvum IMPDH protein. They 

 
 

Fig. 1 — The normalized B-factor graph of receptor protein showing each amino acid residues' stability in native conformation 
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highlighted that these scaffolds have an impact on 
inhibiting CpIMPDH activity. While another 
approach led by Teotia et al, 2018 screening 38 
benzoxazole derivatives docking four compounds 
revealed adverse outcomes over the model organisms. 
The most competent outcome introducing heterophilic 
pyridine substituents at benzoxazole 2-position 
highlighted enhanced CpIMPDH inhibitory action 
with super antiparasitic sensitivity. Literature reported 
4-oxo-benzopyrano[4,3-c] pyrazole derivative in 
literature as an average potent inhibitor following 
CpIMPDH in comparison to urea-based selective 
inhibitors with leading potency and stability46,47. To 
extract all essential features of previously designed 
active ligands, the most active representatives of 
benzoxazole series, phthalazinone derivative series, 
and urea-based inhibitor series were used for shape-
based screening (SBS) in order to screen the database 
and shown in (Fig. 3). The 3D shape-based screening 
was run with default parameters, search type 
pharmacophore types, and the maximum number of 
conformers was set as 100. This analysis was 
performed by overlaying and superpositioning of 
generated conformer in a way that allows maximum 
volume overlap. The underlying algorithm calculates 
atomic overlap mathematically. Approximately 1800 
new molecules were identified. Following its merge 
module, 1500 duplicate records were removed with 
the identification of 18 Cryptosporidium parvum 
IMPDH potential inhibitors, as shown in (Fig. 3A). 

These 18 ligandsCpIMPDH inhibitor molecules were 
selected as a training ligand data set for a similarity 
search in a ligand-based virtual screening experiment. 
The ZINC database was screened for retrieving 
compounds with 80% structural similarity concerning 
the training ligand set dataset, and VS workflow is 
shown in (Fig. 4). 

Merged 1595 ligand molecules were tested and 
prepared by the LigPrep module. After ligand 
preparation, 488 new conformations of ligands were 
generated. The 2D structures of all ligands were 
converted to 3D using LigPrep using the default 
settings. According to the user manual, (i) hydrogens 
were added, (ii) salts were removed, (iii) 
stereoisomers were generated, (iv) probable ionization 
states were calculated at pH value of 7.0 ± 2.0 using 
the module specified chirality was retained, and 
energy minimization of each structure was carried out 
using OPLS3e force field. Lipinski's filter-based rule 
of five, a standard criterion for differentiating 
compounds from drug molecules including MW< 
500, Partition coefficient log P<5, donor HB< 5, 
acceptor HB <10, was applied to focus all ligands, 
only 1999 ligands passed Lipinski's rules.These 2083 
ligands' ADME properties were calculated by the 
QikProp module.  
 

Molecular docking studies 
QPLD docking studies were performed for 2000 

compounds having satisfactory predicted activities  
for the best binding confirmation into the active site of  

 
 
Fig. 2 — A plot of the probability of disorder (on the y-axis) for each numbered residue (on the x-axis) of the receptor protein 
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Fig. 3 — The benzoxazole series, phthalazinone derivative series, and urea-based inhibitor series ligands molecules deployed for shape-
based screeningprocess implemented in this study 
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CpIMPDH, subjected to QPLD molecular docking 
studies42. The crystal structure of CpIMPDH (PDB 
ID: 4IXH) after relevant modifications was exploited 
for docking calculations. Phthalazinone and 
Benzimidazole were docked as a reference compound 
to validate docking protocol. A flow diagram of the 

molecular docking process employed in this study is 
shown in (Fig. 5). 

The biologically active form of CpIMPDH exists 
as a tetramer, and each monomer consists of 400 
amino acid residues. The residues Ser48, Ser217, 
SER276, Gly303, Met302, Tyr299, Gly275, Asp252, 
and Gly254of each chain are active sites and located 
near the interface region. Among these are mobile 
catalytic strings (residues 302-330) to help cofactor 
detachment during the enzymatic reaction. IMPDH 
catalyzed reaction completes in two-phase. In the first 
phase, catalytic Cys219 makes a nucleophilic attack on 
the IMP and forms a covalent intermediate E-XMP* 
(transition state) and NADH. In the second phase, 
mobile catalytic Cys residue and a putative water 
molecule hydrolyze E-XMP* to Enzyme and XMP. 

Literature survey revealed that previously 
discovered CpIMPDH inhibitors consist of two 
aromatic moieties. One aromatic ring makes  
π-stacking interactions with the purine base of IMP 
while the other aromatic ring interacts with adjacent 
chain Tyr358 amino acid residue. This interaction 
changes the inhibitor's conformation and allows the 
formation of a hydrogen bond with Glu329 amino 
acid residue. 

 
 
Fig. 4 — Schematic representation of the shape-based screening 

 
 

Fig. 5 — Schematic representation of the molecular docking process employed for structure-based virtual screening 
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The 1999 ligands with satisfactory docking scores 
from the first phase of docking carried out to filter 
similar compounds from the ZINC database were 
subjected to QPLD calculations for a more accurate 
determination of binding mode. Reference compound 
docking score (−6.174 to −7.768 Kcal/mol) was used 
as filtering criteria, and compounds having lower 
docking scores were ranked based on the XP Glide 
score. 

The Molecular Mechanics and Poisson-Boltzmann 
or Generalized Born and Surface area continuum 
Solvation (MM-GBSA) post docking calculations 
have been performed to the best-docked pose of each 
ligand. The MM-GBSA estimates binding free energy 
between molecules based on electrostatic, vander 
Waals interactions, polar solvation, and non-polar 
solvation energy. The final rankings of the ligands 
were carried out based on the obtained free energy of 
binding (ΔGbind). All the ligands having lower free 

energy (against reference ligands) were arranged in 
decreasing order of free binding energy. 

A total of 29 ligand molecules flaunted acceptable 
binding free energies (ΔGbind) together with 
prerequisites non-covalent bonding interactions with 
active siteGly275, Ser276, and ser217 residues shown 
in (Table 1).  

The selected ligands have shown lower binding 
free-energy values than known inhibitors docked to 
the same pocket of CpIMPDH. Moreover, the detailed 
inspection of docking results has revealed that the van 
der Waals (Glide evdw (Kcal/mol) and the Coulomb 
energy (Glide ecoul (Kcal/mol)) are the most critical 
energy determinant contributing towards ligands 
binding energy. Among the 29 ligands,  
three ligands (ZINC 24855054, ZINC 58171263,  
and ZINC08000072) molecules have −7.764 

kcal/mol, −7.752 Kcal/mol, and −7.438 Kcal/mol. The 
XP glide score was (−80.944) Kcal/mol, (−83.157) 

Table 1 — Binding energy result of the finally selected compounds from the ZINC database screened by successive shape-based screening, 
ADMET filter, and Molecular docking filter 

S.No. Ligand ID SP Glide 
Score 

Binding 
Energy 

(Kcal/mol) 

XP Glide 
Score 

Binding 
Energy 

(Kcal/mol) 

ΔGSolGB 

(Kcal/mol) 
ΔGvdW 

(Kcal/mol) 
ΔGcoulomb 

(Kcal/mol) 
ΔGLipo 

(Kcal/mol) 
ΔGcovalent 

(Kcal/mol) 
ΔGHbond 

(Kcal/mol) 
ΔGbind 

(Kcal/mol) 

1 ZINC24855054 −7.764 −7.768 −7.768 −48.229 −7.382 −55.611 6.706 −1.745 −86.543 
2 ZINC58171263 −7.752 −7.752 −7.752 −42.296 −11.548 −53.844 0.527 −1.57 −85.046 
3 ZINC08000072 −7.438 −7.438 −7.438 −34.293 −7.252 −41.545 0.645 −0.403 −83.157 
4 ZINC71375394 −7.413 −7.413 −7.413 −52.565 −5.663 −58.229 3.647 −0.35 −82.166 
5 ZINC00205921 −7.335 −7.336 −7.336 −50.034 −5.998 −56.031 2.304 −1.143 −81.835 
6 ZINC44685020 −6.941 −6.941 −6.941 −40.636 −10.363 −50.999 −1.934 0 −81.756 
7 ZINC44192084 −6.874 −6.874 −6.874 −41.849 −6.969 −48.818 5.3 −0.469 −80.944 
8 ZINC14200809 −6.784 −6.784 −6.784 −45.882 −6.808 −52.691 3.132 −1.33 −78.413 
9 ZINC02978189 −6.762 −6.762 −6.762 −40.656 −8.596 −49.252 11.975 −1.544 −77.252 
10 ZINC86189966 −6.749 −6.749 −6.749 −39.461 −8.547 −48.008 1.648 −1.4 −76.763 
11 ZINC75162825 −6.724 −6.724 −6.724 −37.535 −10.712 −48.247 2.781 −0.762 −75.073 
12 ZINC77878093 −6.602 −6.669 −6.669 −42.469 −6.276 −48.745 4.306 −0.7 −74.636 
13 ZINC58417699 −6.597 −6.637 −6.637 −38.698 −3.631 −42.329 4.434 −0.175 −73.886 
14 ZINC79689858 −6.624 −6.624 −6.624 −46.827 −9.797 −56.624 1.639 −1.208 −73.586 
15 ZINC03608608 −6.594 −6.594 −6.594 −38.693 −8.919 −47.612 3.552 −0.156 −73.027 
16 ZINC12539837 −6.576 −6.581 −6.581 −48.866 −7.407 −56.274 −7.574 −0.351 −72.883 
17 ZINC63450248 −6.532 −6.532 −6.532 −45.412 −6.093 −51.506 0 0 −71.776 
18 ZINC75162691 −6.518 −6.518 −6.518 −38.52 −9.565 −48.085 1.885 −0.425 −70.225 
19 ZINC45755764 −6.51 −6.51 −6.51 −43.956 −8.503 −52.458 4.304 −0.908 −69.799 
20 ZINC79689842 −6.483 −6.483 −6.483 −46.011 −8.78 −54.792 0.991 −1.17 −69.606 
21 ZINC79689787 −6.421 −6.421 −6.421 −47.04 −10.071 −57.111 5.019 −1.166 −69.176 
22 ZINC38550569 −6.345 −6.377 −6.377 −41.745 −7.904 −49.648 5.148 −0.791 −67.744 
23 ZINC40307723 −6.283 −6.365 −6.365 −50.282 −8.432 −58.714 8.375 −0.7 −67.369 
24 ZINC69875817 −6.338 −6.344 −6.344 −42.94 −9.309 −52.249 6.364 −0.744 −66.646 
25 ZINC78773873 −6.245 −6.245 −6.245 −36.891 −6.359 −43.25 2.04 −0.228 −60.918 
26 ZINC83979447 −6.228 −6.228 −6.228 −37.729 −10.974 −48.704 3.42 −0.35 −59.736 
27 ZINC19085672 −6.209 −6.209 −6.209 −50.482 −1.848 −52.33 23.644 −0.224 −58.207 
28 ZINC40307848 −6.201 −6.206 −6.206 −47.316 −8.567 −55.883 7.962 −0.854 −57.243 
29 ZINC06801372 −6.174 −6.174 −6.174 −47.261 −8.178 −55.44 4.873 −1.25 −56.773 
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Kcal/mol, and (−58.207) Kcal/mol binding energy 
(ΔG bind) values. When a rigorous examination on 
binding residues was performed, it was observed that 
although the three top selected ligands (ZINC 
24855054, ZINC58171263, and ZINC08000072) 
have the lowest binding energy than reference ligand, 
the binding residues are different. The ZINC 
24855054 ligand was perfectly lodged in the binding 
pocket making Hydrogen bond interaction with 
SER217, SER276, and Gly275 key residues and 
shown in (Figs 6 and 7). The obtained docking results 
justify that ZINC24855054 has better binding stability 
than the ZINC58171263 and ZINC08000072 ligand 
in the same binding pocket. So, the binding mode 
stability of the ZINC24855054, ZINC58171263, and 
ZINC08000072 ligands on the CpIMPDH active site 
is further validated by performing an MD run. 
 

Molecular dynamics simulations 
MD simulation analysis of docked complexes 

offers a valuable insight into the thermodynamic  
and dynamic stability of the biological system.  
The conformational changes of ligands and  
protein complex on time scales provide dynamic 

behavior analysis. Thus, the best-docked pose  
of top 3 ligands (ZINC24855054,ZINC58171263, and 
ZINC08000072) along with reference docked 
complex (CpIMPDH-4IXH) with lowest binding free 
energy in the CpIMPDH binding site were subjected 
to 100 nanoseconds (ns) MD study to validate the 
stability of the proposed intermolecular interactions of 
the ligand and active site residues during a time 
frame. The MD analysis data was represented in root 
mean square deviations (RMSD) and root-mean-
square fluctuations (RMSF) plots from the 
trajectories. The RMSD graph was generated for all 
backbone atoms and ligands. The RMSF graph was 
generated for individual amino acid residues. The 
RMSD value represents the average distance between 
the backbone atom of receptor protein when 
interacting with the ligand. The RMSF value 
measures the average deviation of each receptor 
protein's residue during the interaction with the 
ligand. The RMSD and RMSF analysis results  
for each complex are shown in (Figs 8 and 9), 
respectively. The RMSD fluctuations of all four 
complexes, as seen in (Fig. 8), attainedthe equilibrium 

 
 

Fig. 6 — The representation of the 2D interaction diagram of the ZINC24855054 ligand with the critical amino acid residues in the 
CpIMPDH binding pockets 
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position and remained stable throughout the 
simulation period where 4IXH-ZINC24855054 
complex attained the stable state early on within 10 ns 
of the timescale. In these protein-ligand complexes, 
the RMSF values  from  the  trajectories (Fig. 9) show  
that residual backbone fluctuations were not much 
different from each other at various residues of the 
native protein (4IXH) except at the terminal residues 
and regions mapped by the residues 90-120 and  
310-330 which showed significant fluctuations. The 
observed dynamic stability of the simulated complex 

reinforced the reliability of the docking results and 
supported the compound behavior as CpIMPDH 
inhibitors. As concluded from these studies, shape-
based screening (SBS) using known active ligands 
identified ligands (ZINC24855054, ZINC58171263, 
and ZINC08000072) having new scaffolds with good 
binding energies and binding poses. One limitation of 
this work is that all analysis was performed in  
in silico mode, but a key strength of this research lies 
in its design and methods for screening new potent 
ligands. 

 
 

Fig. 7 — Detailed view of ZINC24855054 ligand interaction within CpIMPDH binding pocket 
 

 
 

Fig. 8 — Backbone RMSD plot of free and bound form of CpIMPDH complexed with (A) reference ligand Q21; (B) ZINC58171263; (C) 
ZINC08000072; and (D) ZINC24855054 
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Conclusion 
This study carried out an integrated shape-

basedand structure-based virtual screening, ADME 
analysis, molecular docking, and molecular dynamics 
studies to identify potent novel small-molecule 
inhibitors of IMPDH of C. parvum. 

Cryptosporidium parvum IMPDH (PDB ID: 4IXH) 
protein was selected as a receptor template. The target 
protein was prepared by the protein preparation 
wizard, and the receptor grid was generated by Glide 
Module. Initially, the Q21 ((2S)-2-(naphthalene- 
1-yloxy)-N-[2-(pyridine-4-yl)-1,3-benzoxazol-5-yl] 
propanamide) was docked into the prepared receptor 
protein for binding mode analysis. In this respect, 
computational evaluation of a library of 10,000 
compounds attained by the similarity search approach 
deploying previously reported 18ligands against 
CpIMPDH in a stepwise manner. About 1595 Ligands 
molecules were prepared by the LigPrep module.In 
successive steps, 2083 ligands were generated, and 
ADMET analysis of these ligands was performed by 
the QikProp module, and Lipinski's rules were applied 

for all ligands to filter it. Only 1999 ligands were 
passed Lipinski's rules. These strained ligands from 
SBS analysis possess a similar functional group as 
carried by previously identified ligands but possess 
different scaffolds. All 1999 ligands were docked 
with the receptor (PDB ID:4IXH )protein by using the 
Glide High-Throughput Virtual Screening(HTVS) 
docking method. After this docking, 50%, the best 
compounds (999 compounds) were processed for the 
next steps. The HTVS selected ligands were docked 
with 4IXH protein by using Glide Standard Precision 
(SP) docking method (47-48). After this docking, 
30% best compounds (299 compounds) were 
processed for the next steps. The SP-selected Ligands 
were docked with 4IXH protein by using Glide Extra 
Precision (XP) docking method. After docking, 10%, 
best compounds (29 compounds) were processed for 
further analysis. The 29 principal compounds docking 
results were further processed based on the lowest 
Glide Score values and the desirable interaction 
pattern with the key amino acid residues of the 
CpIMPDH active site obtained from QPLD 
calculations (Table 2).The effectiveness of docking 
molecules estimation is considered of vital 
importance in the availability of a variety of virtual 
screening ligand complexes. All three protein-ligand 
complexes' binding free energy was calculated by the 
Prime/MM-GBSA module. Approximately −80.944 

Kcal/mol is the binding free energy of the 4IXH -
ZINC24855054 complex. CpIMPDH-ZINC24855054 

 
 

Fig. 9— Backbone RMSF plot of CpIMPDH complexed with (A) reference ligand Q21; (B) ZINC58171263; (C)ZINC08000072; and (D) 
ZINC24855054 

Table 2 — Interaction profile of ligand (ZINC24855054)with 
receptor protein and interacting amino acids and bond length 

Ligand 
(ZINC24855054) part 

Protein  
(PDB ID:4IXH) Part 

Bond Length 
(Ångström) 

Ligand Atom Atom Amino acid 
O H GLY 275 2.07 
O H SER 276 2.18 
O H SER 217 2.14 



KATIYAR et al.: DESIGN AND DEVELOPMENT OF NOVEL ANTIPARASITIC AGENTS AGAINST  
CRYPTOSPORIDIUM PARVUM 

 

309 

complex interaction profiles were analyzed, and 
stability was evaluated using molecular dynamics 
simulation studies.  

On this basis, the top three ligands binding free 
energy values were computed using Prime/MM-
GBSA simulations. The above-discussed filtering 
approach resulted in three small lead molecules. 
These small molecules displayed satisfactory 
ADMET Properties, binding and thermodynamic 
stability in the complex stage compared with the 
reference molecule. Among these three ligands, the 
ZINC24855054 ligand has maximum binding 
interaction with the active-site residue of the receptor 
protein. This ligand carries one pyridine ring and one 
quinolone ring scaffold required for the binding of 
CpIMPDH. The best-docked pose of ZINC24855054, 
ZINC58171263, and ZINC08000072 remained stable 
in the 100ns MD run. The RMSD and RMSF values 
obtained during MD simulations were also 
permissible. In view of all these examinations, the 
experimental exploration of these compounds as anti-
CpIMPDH molecules will enable to dispensing of 
explicit indications for the design and development of 
CpIMPDH inhibitor molecules with an improved 
pharmacological outline. 
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A B S T R A C T   

Industries and anthropogenic activities around us engender our natural resources with their noxious discharge, 
untreated waste water or sludge containing variety of heavy metals. These toxic metals in turn are emerging 
health risks for living beings triggering allergies, infection, defects and diseases. Consequently, there is evolving 
needs for ecologically safe, systematic and novel approach to remediate these toxic heavy metals. Physical, 
chemical and biological methods have not been much effective in dealing of contaminated ecosystem. These 
conventional approaches have limitation in terms of higher cost, energy consumption and less efficiency. 
Overcoming their drawbacks, adsorption, a physico-chemical surface phenomenon came to light which is a way 
cheaper, effective, flexible, reactive and efficient technique for eliminating heavy metals like cobalt, chromium, 
lead, nickel, mercury, arsenic, uranium, cadmium, copper etc. Modulating chemical and physical characteristics 
of microbes, lignocellulosic material, industrial waste biomass, nanotubes, metal organic frameworks (MOFs) 
and nanocomposite material, escorts in fabricating a magnificent adsorbent. This review critically evaluates 
various type of adsorbents, their application and adsorption efficiency. It also analysed the parameters affecting 
the adsorption processes.   

1. Introduction 

Since a long time, the anthropogenic activities are directing towards 
environmental contamination caused due to the accumulation of heavy 
metals (naturally occurring element) into water bodies, land and air. 
These are directly or indirectly deteriorating ecological system and 
living resources thus, accelerating health risks (Masindi and Muedi, 
2018). Discharged wastewater from commercial industries of leather 
tanning, textile, electroplating, non-ferrous metal refineries, printing, 
pigmenting and nuclear power plants, include traces of heavy metal 
pollutants like cobalt, chromium, lead, nickel, mercury, arsenic, ura-
nium, cadmium, copper etc. Some of these elements in the form of 
pesticides, insecticides and fertilizers are also required to carry out the 
biological metabolism, but due to their high dosage, it enters into the 
food chain and so are manifested highly toxic to the flora and fauna 
(Lakherwal, 2014). Exposure of heavy metals to a human body causes 
defect to organs, like kidney, lungs, liver and eyes and biological entities 
such as nervous system, immune system, reproductive system and res-
piratory system further heading towards diseases like anaemia, cancer, 
nausea, organ failure, loss in bone mineral, tumour induction etc 

(ZeraatkarAmin et al., 2016a). 
There are many methods discovered till now, that comes under the 

category of either physical, chemical or biological methods. Also, 
several techniques for its removal from the environment has been 
adopted that also work towards diminishing the problem of water 
scarcity with its reuse. The physical methods involved are drying, 
crushing, ball milling, sedimentation, filtration, sieving and absorption 
of metal ions from sludge to eliminate toxic metals (Sharma et al., 2016). 
Though this is a cheap method but efficiency (~50%) and its operation 
at large scale is matter of concern (Khoei Javanshiret al., 2018). 
Chemical precipitation, electroplating, ion-exchange, and reverse 
osmosis are some chemical remediation strategies discovered till now, to 
eliminate these pollutants from industrial and domestic sludge (Bordoloi 
et al., 2017). The efficiency of chemical methods is impressive 
(~98–99%) but production of secondary wastes and the use of expensive 
and toxic chemicals make it a less of priority (Renu and Singh, 2017). 
Besides using physical and chemical strategies, biological methods have 
also paved its way in the remediation technique, known as 
bio-absorption (Kumar et al., 2019). Bio-absorption is a physiochemical 
process by which living tissues are capable of binding chemically with 
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the contaminants and resulting in their elimination. It involves plant 
residue, lignocellulosic material, aquatic plants and microorganisms 
such as yeasts, bacteria, fungi and algae. Microalgae has a greater po-
tential to sorb toxic metals from wastewater (Li et al., 2020). Its effi-
ciency mainly depends on the concentration of metal ions, pH, 
temperature, chemical oxygen demand and chemical composition of 
aqueous solution (Kumar et al., 2014). Anabaena, cyanobacteria, Calli-
triche lusitanica and Azolla caroliniana are some of the biological agents 
utilized for extracting Ar, Cu, Mt and Dz from sewage and sludge (Jas-
rotia et al., 2017; Real et al., 2007). Although being a cheapest technique 
yet its dependence on such physiological parameters to sustain in 
environment, is the only drawback to use biological methods for metal 
extraction. All these methods need some modifications on their physical 
and chemical parameters so as to attain maximum efficiency. 

Other than these techniques, adsorption is a wide physiochemical 
phenomenon by which a solid substance, known as adsorbent, is used to 
attract other solute particles such as atoms, ions and molecules on its 
surface mainly due to the property of adhesion, electrostatic attraction 
and ion exchange and thus, is used for such remediation purposes in 
order to attach all contaminants on its surface and purify the sample 
being place. Adsorbents are classified into microbial, lignocellulosic, 
waste biomass, industrial waste and more advance like hybrid adsor-
bents, nano adsorbents and metal organic frames etc. (Ndimele et al., 
2018; Ma et al., 2015a). This review critically analyses the advances in 
various adsorbents from its infant stage to till date and simultaneously 
compare its removal efficiency and adsorption capacity. 

2. Toxicity of heavy metals to ecosystem 

Heavy metals are naturally occurring elements present as sulphide 
and ores comprising of high density as well as high relative atomic mass 
those are poisonous even at the exposure of low concentration. Natural 
sources of these include leaching, soil erosion, metal erosion and vol-
canic eruption while the others sources are like agriculture, pharma-
ceutical, geogenic and industry. The toxicity of heavy metals is 
considered on basis of many factors like dose, way of exposure and 
medium. Arsenic, cadmium, chromium, lead, and mercury are among 
the priority metals that are of public health concern due to their high 
toxicity. These metals are considered systemically hazardous. 

3. Copper 

Copper is an essential element for growth and development of both 
plants and animals but its high concentration in the environment may 
have adverse effects in all living resources. It exits in different forms like 
metal, ion, mineral, and chemical that can be released into the sur-
roundings along with domestic wastewater, mining, fertilizer, sludge, 
decaying vegetation, natural sources etc(Kumar et al., 2020). Due to its 
ability of getting attached with soil and air as well as its solubility in 
water, it can enter into the body and increase health risks including 
hypotension, melena, hematemesis, coma, jaundice, gastrointestinal 
distress, vomiting, nausea, respiratory problems, abdominal pain, liver 
and kidney failure. Cu(II) not only degrades human health but also have 
toxicity on marine dinoflagellate e.g. Amphidinium carterae (Lage et al., 
1996) World Health Organization (WHO) has set limit of 2 mg/L copper 
ion concentration in water while United States Environmental Protec-
tion Agency (USEPA) has defined 1.3 mg/l of copper ion concentration 
in industrial discharge (Kumar et al., 2020). Remediation techniques of 
removing copper ion include membrane filtration, electrodialysis, 
electrocoagulation, electrofloatation, physical adhesion, chemical pre-
cipitation, co-precipitation, ion-exchange, nanofilteration and adsorp-
tion (Arbabi and Golshani, 2016). 

4. Cadmium 

Cadmium is a naturally occurring element present as dietary 

component in vegetables, nuts, cereals, starch items and meat products 
(Abernethy et al., 2010). But its high concentration turns into toxicity of 
food products and water. Main sources of cadmium toxicity are paint 
industry, electroplating industry, batteries, electronic wastes and nu-
clear power plants. Exposure of such wastes or its byproducts into air, 
water, soil and land contaminates it on another level. The utmost limit of 
cadmium existence in water set by Environmental Protection agency 
(EPA) is 0.003mg/dm3 but distressing human activities led to an up-
surge in this level. However, cadmium(II) is being regarded as Group B1 
carcinogen by USEPA (Environmental Protec, 1999). Inhalation, intake 
as well as ingestion of these highly polluted components leads its 
accumulation in body parts causing organ failure and variety diseases. 
After being absorbed and then transported into the body, the deposited 
cadmium traces are found in kidney and respiratory tracts that adversely 
effects their metabolism (Argonne National Laborato, 2001). The 
amount of oxidative stress and oxidative damage caused due to the ill 
effects of cadmium, induces tissue injury and apoptosis of tubular cells, 
respectively (Cuypers et al., 2010; Fujiwara et al., 2012). Other than 
these it also engender emphysema, sensory alteration, mutation, oste-
oporosis, hypochromic, bone deneration, anaemia and osteomalacia. 
(Hubicki and Kołodyńska, 2012). Cadmium is one of the component 
present in cigarettes whose intake while smoking results in lung insuf-
ficiency. Certain technologies like biosurfactant, chemical precipitation, 
floatation, Micellar Enhanced Ultrafilteration (MEUF) and adsorption 
are being employed for the treatment of waste water discharge (Renu 
and Singh, 2017). 

5. Arsenic 

Arsenic is ubiquitous and a natural component present in ground-
water that is highly toxic in its inorganic form (Das et al., 1995; Mandal 
and Suzuki, 2002). According to World Health Organisation (WHO), 
intake of this water as a purpose for drinking is of great concern as no 
treatment has still been made for the removal of accumulated arsenic 
from body. Provenances of inorganic arsenic integrant are industries of 
pigment, paper, textile, metal, glass, tanning, pharmaceuticals and 
ammunition. Wastewater from industries and groundwater contami-
nated with excessive levels of arsenic are the cause of polluting irrigated 
agricultural land, drinking water, organic food, dairy product, seafood 
and poultry. Toxicity caused is the greatest threat to public health. To-
bacco plant has the greatest potential for naturally absorbing arsenic 
from soil water and so its exposure to human body is the cause of 
damage. Short-term revelation to arsenic traces is indicated by the 
symptoms of vomiting, numbness, diarrhoea, muscle cramping, skin 
disorder and long-term by are skin cancer, hyperkeratosis, change in 
pigmentation, bladder cancer and lung cancer. Many other adverse ef-
fects of arsenic can be seen in pregnant females with outcomes of infant 
mortality and health damage of child (Quansah et al., 2015). Hence, 
embracing activated carbon, immobilization, coagulation, filtration, 
phytoremediation and precipitation (Mahimairaja et al., 2005). 

6. Mercury 

Food chain and food web is the vital provenience of mercury circu-
lation among humans, animals, marine animals, fishes and microbes due 
to the contaminated soil and water (Davidson et al., 2004). As per laws 
of United States Environmental Protection Agency, its toxicity to human 
body depends upon the mercury concentration, its chemical composi-
tion, exposure to the body, time of contact and its susceptibility. It exists 
as liquid state but can vaporise at room temperature because of its low 
latent heat of vaporisation which is the main cause of various respiratory 
problems. Electrical equipments, medial appliances, barometers, mer-
cury amalgams, paper industry and paint industry are some current 
origins for mercury redistribution in the form of municipal and indus-
trial waste (Guzzi and Caterina, 2008). A compound of mercury known 
as methylmercury, inorganic contaminant, is a neurotoxin present in 
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every body but its presence in high concentration have adverse effects to 
human health (Rice et al., 2014). While dimethymercury is a highly 
toxic compound that causes immediate death of a person even if he is 
exposed to its lowest concentration, i.e. in microliters (Joshi et al., 
2012). Bioaccumulation of mercury in body have repercussions like 
tremors, insomnia, headache, blindness, mental retardation, nervous-
ness and many other nervous system damages (Guzzi and Caterina, 
2008). Hence, mercury has been ranked as the 3rd most poisonous 
component by the US Government Agency for Toxic Substances (Clif-
tonJack, 2007). 

7. Chromium 

Although chromium is an essential element for human growth and 
development chromium with hexavalent valency has been ranked as the 
most toxic element polluting the earth’s crust (Altaf et al., 2008). Waste 
generated by industry, agriculture, mining and transportation contain-
ing chromium metal are poisonous to all natural resources. Chromium 
salts are considered to be the most extensively used compound for tan-
ning purpose but a large percentage of used chromium renders into 
sludge. Thus, tanning industry induces several environmental problems 
and death-traps (Wionczyk et al., 2006). Other industries of metal 
cleaning, galvanization, cement, leather, paint and pharmaceuticals 
involve chromium usage, hence, its release into the environment in 
different physical and chemical states ends into metal accumulation in 
plants, clams, crabs and fishes (Belay, 2010). Intake of these lethal 
products is carcinogenic, mutation causing, organ damaging. Immediate 
measures are necessary to be taken for its removal and recovery from our 
surroundings. This include chemical precipitation, electro-coagulation, 
reverse osmosis, nanofiltration, ion exchange, biosorbent, adsorption 
and membrane filtration. These are some versatile techniques applied 
for the remediation purpose in order to enhance the recovering and 
recycling efficiency of toxic chromium metal from effluents. Among all, 
biosorbent treatment is regarded as the cheapest as well as the most 
effective way of removing chromium from sludge. Composite used for 
biosorption is made up of acid treated palm shell charcoal coated with 
chitosan, component comprising paramount capacity of sorption 
(Akunwa et al., 2014). Throughout the procedure, temperature, pH, 
agitation, dose of adsorbent, effluent quantity and time of contact are 
some necessary parameters that must be taken into consideration(Cas-
sano et al., 2007). 

8. Accessible techniques for heavy metal elimination 

Variety of techniques have been employed for the remediation of 
soil, water and air that are categorised into physical, chemical and 
biological technologies (Fig. 1). Assessment of sample, strategy, chem-
ical and physical properties is a necessary requirement to carry out the 
procedure. 

Physical remediation techniques – Electrokinetic remediation, 
thermal desorption, sorting, vapour stripping soil washing, vetrifi-
cation, encapsulation and permeable barrier are some methodologies 
used for the elimination of contaminants and pollution prevention 
(Hamby, 1996; Bradl and Xenidis, 2005; Peters and Shem, 1993). 
Moreover, due to their fewer efficiency and effectiveness of such 
techniques needed a replacement (Lindgren et al., 1994; Cabrer-
a-Guzman et al., 1990). 
Chemical remediation techniques – Chemical precipitation, 
coagulation-flocculation, ion-exchange, floatation, complexation, 
distillation, membrane filtration, electrodialysis and reverse osmosis 
are some cases employed for extraction of heavy metals (Benefield 
et al., 1982a, 1982b; Hubicki and Kołodyńska, 2012; Environmental 
Protec, 1981; Srivastava et al., 1980). Chemical precipitation is 
further classified into five basic techniques – chelating precipitation, 
hydroxide precipitation, sulphide precipitation, carbonate precipi-
tation and xanthate precipitation (Peters and Shem, 1993; Esmaeili 
and Vazirinejad, 2005). Engineers are successful in designing an Ion 
Exchange Treatment Plant (IETP) for the ministration of Acid Mine 
Drainage wastewater (AMD) in regards of copper ion that is basically 
based upon Indion 730 (14 BSS) and indion 236 (Ion Exchange of 
Indian Limited) (Gaikwad et al., 2010; Kumar et al., 2018). In spite of 
efficient technique, it is not preferred because of high cost and 
chemical sludge accumulation (Barakat, 2011; Peters, 1997) 
Biological remediation techniques – Living organisms such as 
algae, fungi, bacteria, protozoa, worms, insects and enzymes are 
responsible to carry out the process of bioremediation. It involves 
methods like biosorption, biotransformation, activated sludge, 
anaerobic digestion and biofiltration (Dhokpande and Kaware, 2013; 
Mane et al., 2011). Biosorption is phenomenon by which active, 
inactive, dead or microbial biomass cells, dependent on metabolic or 
non-metabolic pathways, are capable to affix contaminants on their 
cell surface, intracellular or extracellular portion (Ahalya et al., 
Kanamadi 2; Galun et al., 1987). Activated sludge process, carried 
out to treat the wastewater, has the COD removal efficiency of about 

Fig. 1. Scheme of various methods involved in heavy metal remediation with special emphasis on bio-sorption and adsorption.  
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95–98%(Medhat Moustafa and Gaber Idris, 2003; Pagnanelli et al., 
2009). Extracellular polymeric substances extracted from the acti-
vated sludge, by accomplishing the centrifugation technique, plays 
crucial role in this procedure (HassaniHossenzadeh and Torabifar, 
2010; Rossin et al., 1982; Liu et al., 2001). 
Phytoremediation techniques: 
Phytoremediation evolves as a technology that involves use of spe-
cific and bioengineered plants like Pistia stratiotes, Alysum lesbia-
cum, Brassica junceae and many more to detoxify nasty substances 
like toxic heavy metals. It is not only eco-friendly, systematic and 
coherent but cost effective too. It helps the ecosystem in preventing 
soil erosion and metal leaching with added benefits. 

9. Adsorption: A robust physico-chemical approach for the 
elimination of toxic heavy metals 

Adsorption is a physico-chemical phenomenon for adhesion of sub-
stances on the surface of solid adsorbent with the help of chemical 
bondage and physical attraction between adsorbent and contaminant, 
thus, creating a thin film of adsorbate ("Glossary". The Brownfiel, 2008). 
The physical adsorption involves vander wall forces and other different 
forces of attraction assisted by controlling temperature at considerably 
low rate while chemical adsorption involves chemical forces, activation 
energy, ion swapping and chemical bonds assisted by high temperature 
(Singh and Gupta, 2016). It is basically an exothermic process and sur-
face phenomenon by which substances such as heavy metal contami-
nants, condensed gases, organic and inorganic components are removed 
or separated from waste water, sludge, municipal waste or industrial 
waste along with heat liberation in order to immaculate the region. 
Successive processes of adsorption and desorption aid in collecting the 
adsorbate (atom, ion or molecule) in a solution for their further pro-
cessing (Mishra, 2014). Factors affecting adsorption are nature of 
adsorbate and adsorbent, reversibility of adsorption and desorption, the 
surface area of adsorbent, activation of adsorbent and experimental 
conditions such as temperature, pH, pressure etc. Among all physical, 
chemical and biological remediation techniques, adsorption has been 
proved one of the best methods for removal of noxious heavy metal 
components from discharged effluents. Its low cost, good efficiency, easy 
operation, high reactivity with adsorbate, flexible design and regener-
ation or reuse has proved it to be the most prevailing one (Fu and Wang, 
2011). Some types of adsorbents utilized for adsorption are fabricated of 
microbes, lignocellulosic material, industrial waste biomass, nanotubes, 
metal organic frameworks (MOFs) and nanocomposite materials. 

10. Microbes as adsorbents 

Adsorption through microorganisms is a dynamic, efficacious and 
economical approach for potential removal of heavy metal contami-
nants from polluted water bodies or effluents. Microbes being fungi, 
bacteria and algae are exploited for this purpose because of their easy 
growth, high yielding and reusable characteristics (Apiratikul and 
Pavasant, 2008). A large amount of biomass can also be obtained from 
various fermentation industries present as a by-product there which 
would be cheap enough to be called as best out of waste (Han et al., 
2006). This adsorption technique through microbial adsorbent is also 
known as biosorption. Both living or dead cell biomass are opted to carry 
out this remediation technique depending upon either metabolic pro-
cesses or non-metabolic processes respectively. Nevertheless, dead or 
inactive cells are more favoured due its modulated physical and chem-
ical state, no dependency on culture media and negligible possibilities of 
promoting toxicity. Generally, formula R=((Ci-Cf)*100)/Ci is implied to 
calculate the percentage of adsorbate where, R is the percentage of 
adsorbate adsorbed by adsorbent, Ci is the initial concentration of metal 
ion in mg/l and Cf is the final concentration in mg/l. (Gksungur et al., 
2005b) However the equation derived for calculating the adsorption 
capacities of metal adsorbed to the biomass is Q = ((Ci-Cf)*V)/m where, 

V is the metal ion solution volume (ml), Ci and Cf is the initial and final 
metal ion concentration respectively in equilibrium (mg/l) and m is the 
weight of biomass (Dhal and Pandey, 2018). For the biosorption study 
by microorganisms at different parameters several methods or models 
were opted that includes Langmuir and freundlich isotherm and 
adsorption kinetics. 

11. Fungi 

Fungal hyphae have proved to be a good source of bioremoval of 
toxic metals whose exposure causes variety of health hazardous. Sig-
nificance of implementation of fungus as an adsorbent is its capability of 
easy growing in way too large proportion and accompanying easy ge-
netic modification. Besides that, yeast of kingdom fungi and domain 
eukaryota is a multi-cellular organism consisting of distinct membrane 
bound nucleus plus cytoplasm, elevates the metal binding property of it 
(Wang and Chen, 2009). Till date, variety of experiments have been 
constructed employing contrasting categories of fungus, for instance 
Aspergillus niger, Rhizopus arrhizus Saccharomycese cerevisia, Lentinused-
odes etc. in combination with compounds or reagents improves uptake 
assimilation, thus making its surface more permeable to adhesion of 
atoms, ions and molecules (Burakov et al., 2018). It was predicted that 
the adsorption capacity mainly depends upon fungal strain, physical and 
chemical pre-treatment methods, exposure of metal binding sites, pH of 
solution, pregnable functional groups on the surface of strain and 
elimination ability of biomass surface impurities (Kapoor and Virar-
aghavan, 1997, 1998). 

The fungus Aspergillus niger is one of the important species usually 
spotted in fermentation industries. It has been exercised to acquire 
analytical patterns and optimizing biosorption of numerous destructive 
ions or atoms (Amini et al., 2009). Fungal biomass was grown in a 
culture medium, deactivated by heating, washed with deionized water, 
dried at 50C, grinded and then pre-treated with NaOH followed by 
further washing with deionized water, drying and grinding (Gksungur 
et al., 2005a). Application of scanning electron microscopy determined 
microporosity as well as pore size of pre-treated A.niger whereas central 
composite design and response surface methodology helped to study the 
optimum condition (Kunamneni and Singh, 2005; Song et al., 2016). 
Biosorption experiments were conducted in accordance with various 
methods at several time intervals in order to study maximum adsorption 
capacity and maximum efficiency of adsorbent to remove adsorbate 
(Wang et al., 2014; Huang and Huang, 1996; Ruthven, 1984). Aspergillus 
niger is being applied for the withdrawal of metal ions of cadmium, 
copper, uranium, lead, cobalt, europium etc. with maximum adsorption 
capacities given on the table below (Mukhopadhyay et al., 2008; Yang 
et al., 2019; Dang et al., 2018). 

Rhizopus arrhizus is a filamentous fungus basically used in alcohol 
fermentation industry due to the production of lactic acid and cortisone 
from it. Furthermore, it is an excellent agent for bioremediation purpose 
consequently removing heavy metals from circumambient ("Journal of 
Scientific &, 2005). The biomass is collected, washed with deionized 
water, dried at 60C, grinded, sieved and then was prepared to carry out 
the experimental procedures (Fourest et al., 1994). This microbial 
community has the potential of eliminating uranium and thorium ion at 
a much higher rate, i.e. around 2.3 and 20 times more than ion exchange 
resin method, respectively (Tsezos and Volesky, 1981). Its maximum 
affinity towards biosorption of metal ions at a particular pH, with or 
without its pretreatment with a substrate is revealed below in the table. 

Saccharomyces cerevisiae is a species of yeast majorly used in 
fermentation, baking and brewing industries and is sometimes called as 
top-fermenting yeast. Easily available and non-expensive nature makes 
it a good adsorbing agents for removing metallic ions of copper, cad-
mium, lead, uranium, arsenic etc. Certain parameters responsible for 
modulating the adsorption capacities of dead microbes are pH, contact 
time, metal ion concentration, function groups present on the surface of 
biomass and quantity of biomass used. (Can and Wang, 2010; Hadiani 
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et al., 2019). Comparison of maximum adsorption capacity and effi-
ciency of metal ions eliminated by the use of different fungal species 
with or without their treatment are summarized in Table 1. 

12. Bacteria 

Bacterial exclusive cell wall plays a critical role in the biosorption 
process due to the presence of different functional groups on its surface 
(Abdi and Kazemi, 2015a). The aforementioned was correspondingly 
noted to be the first biosorbent for heavy metal accumulation as well as 
deduction since most of them have the capability to accommodate 
themselves in all adverse surroundings in addition they are the most 
diverse creature to be seen till date (Vijayaraghavan, 2008; Norberg and 
Persson., 1984; Abbas et al., 2014; Urrutia, 1997; Vasudevan et al., 
2001). According to gram cataloguing, bacteria are broadly charac-
terised into gram positive and gram negative. Experimental procedures 
determined gram positive as a better adsorbent as compared to gram 
negative, because of the presence of glycoprotein responsible for metal 
binding along with its uptake (Abdi and Kazemi, 2015b; Gourdon et al., 
1990). Bacterial species in charge of eradicating metals, such as arsenic, 
cadmium, chromium, cobalt, copper, gold, lead, mercury, nickel, sele-
nium, silver and zinc, from waste water and soil are Bacillus, Pseudo-
monas, Escherichia etc. (Kinoshita et al., 2013) 

Bacillus subtilis offers a potential detoxification and elimination of 
metal ions as a conventional water treatment source. In accordance with 
the studies, the two bacterial strains, i.e., C-13 and C-16, showed high 
tolerance and adsorption capacity against noxious waste, like Cd, Cr, Mn 
and Pb, present in activated sludge. The two strains of bacillus sp. were 
pretreated with either acid or alkali for augmenting metal uptake apti-
tude. Alkali treatment showed much better results at pH between 7 and 
10 (García et al., 2016; Zhai et al., 2011; Velásquez and Jenny, 2009; 
Volesky, 2003). Alternative experiments were conducted concerning the 
metabolic activities of bacillus subtilis with the aim of comparing the 
adsorption efficiencies of pretreated or untreated living biomass. It was 
known, that the biomass pretreated with supercritical CO2 (SC–CO2) or 
steam autoclaved were more efficient biosorbents than the untreated or 
living biomass. Maximum biosorption capacity was shown in order of 
super critical CO2 pretreatment > steam autoclave pretreatment >
living biomass with efficiency of 98.54, 99.2 and 96.3 respectively 
(Al-Gheethi et al., 2017). 

Pseudomonas aeruginosa is ubiquitous and the most resourceful bac-
teria showing resistance against chemicals, metals, antibiotics and 
organic solvents. Thus it has been recorded to have the highest metal 

removal efficiency. This microbial community is used in bioremediation 
of toxic metals with application of different uptake mechanisms (Pardo 
et al., 2003; Haritash and Kaushik, 2009; Orhan et al., 2006; Abdelbary 
et al., 2019). While metals eliminated after pretreatment of biomass 
with immobilized activated carbon are mercury, copper, nickel, chro-
mium and zinc (Orhan et al., 2006; Abdelbary et al., 2019). Henceforth 
pseudomonas would be deliberated as a promising bioadsorbing agent 
once being genetically modified. 

Escherichia coli is the most common microbe to be extensively used 
and perform as a prototype for research, experimental and laboratory 
purposes. Dynamics that brand it of such commercial use include-thrive 
on extreme conditions, has fast growing rate, cheap, easily genetically 
modified, most studied and ensures biosafety (Idalia and NaurúFranco, 
2017). Active, inactive, living, dead and physically and chemically 
pretreated bacterias are utilized for metal removal from aqueous solu-
tion having varied accumulation capacities. Surface modifications 
attained on reaction of chemicals with the biomass marks it a superior 
adsorbing mediator (Huang et al., 2001). Dependency of pH, tempera-
ture, chemical pretreatment reagents and equilibration time affects the 
adsorption efficiency of biomass (Huang et al., 2001; Strandberg et al., 
1981; Marqués et al., 1991; Tsezos and Volesky, 1981). Metal ions 
eliminated by the use of different bacterial species are summarized in 
Table 2. 

13. Algae 

By far algae has always been opted as a promising representative in 
variety of remediation purposes with the intention of eliminating 
pollution or contaminants from our surroundings (Keskinkan et al., 
2003). Industrially used algae is later cast off for implementing bio-
sorption technique of heavy metal exclusion, proves to be a productive, 
cost-effective, environmental friendly and efficient scheme (Udaiyappan 
Farhan Mohdet al., 2017; ZeraatkarAmin et al., 2016b). Different strains 
of algae comprises of different adsorption capacities attributable to 
different toxic levels of heavy metal ion. Accumulation of metal would 
either dependent or independent on cellular metabolism, i.e. occur in 
cell surface or cytoplasm respectively (Ahmad et al., 2013; Wilde et al., 
2006; Perales-Vela et al., 2006). Experimental factors affecting the 
adsorption capacities of micro as well as macro algae includes pH, 
contact time, biomass concentration, temperature, shaking rate, alginate 
content and others (Mata et al., 2008; Mehta and Prakash Gaur, 2001; 
Gokhale et al., 2008; Cruz et al., 2004). Pretreatment of biomass with 
certain chemical reagents also enhance the rate of metal uptake. 

Table 1 
Comparison of maximum adsorption capacity and efficiency of metal ions eliminated by the use of different fungal species with or without their treatment.  

Fungus Metal eliminated Treatment pH Adsorption capacity(mg/ 
g) 

Efficiency (%) References 

Aspergillus niger Cd(II) NaOH 5.96 10.14 82.2 Amini et al. (2009) 
Cu(II) HCl 5 13.38 83.96 Mukhopadhyay et al. (2008) 
U(VI) Polydopamine 5 257.7 87.41 Yang et al. (2019) 
Pb(II) With EPS 5 20.7 77.6 Dang et al. (2018) 
Pb(II) Without EPS 5 291.6 97.6 Dang et al. (2018) 
Co(II) …. 6 76.41 79.34 Song et al. (2016) 
Eu(III) …. 6 135 85.79 Song et al. (2016) 

Rhizopus arrhizus Cr(VI) NaCl 2 114.9 49.89 (Aksu and Balibek, 2007; Preetha and Viruthagiri, 2007) 
Cu(II) …. 5.5 59.66 97 Subudhi and Kar (2008) 
Ni(II) …. 5.5 59.78 80 Subudhi and Kar (2008) 
Fe(III) …. 13 612.2 …. Aksu et al. (1999) 
Pb(II) …. 7 200 …. Fourest et al. (1994) 
Zn(II) …. 5.8 16 …. Fourest et al. (1994) 
U(VI) …. 4 180 …. Tsezos and Volesky (1981) 

Saccharomyces 
cerevisiae 

Cu(II) …. 5 4.73 76 NascimentoJéssica et al. (2019) 
Pb(II) …. 7 34.9 81 (Ma et al., 2015b; Can and Wang, 2010) 
Cd(II) …. 7 16.65 …. (Ma et al., 2015b; Hadiani et al., 2019) 
Pb(II) Ca(OH)2 7 116.69 85.2 Ma et al. (2015b) 
Cd(II) Ca(OH)2 7 42.63 92.5 Ma et al. (2015b) 
Ag(I) …. 4 41.542 58 Can and Wang (2010)  
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Chemical reagents intricate NaOH, CaCl2, HNO3, formaldehyde etc. 
that plays an important role in causing physico-chemical modification to 
the biomass thus, expanding the surface area along with activating and 
exposing several functional groups present of its surface for effecting 
binding with adsorbate (Errasquın and Vazquez, 2003; Rincón et al., 
2005; Dabbagh et al., 2008). Besides surface property, modifications 
carried out at genetic level, protein engineering and biological mecha-
nisms also results in accumulative metal uptake thus increasing toler-
ance capacity of cell biomass (Rosen, 2002; Ghosh et al., 1999). 

A wide variety of algae are used for industrial purpose as food sup-
plements, B-carotene production, biofuel etc. (Sharma and Sharma, 
2017) After achieving the product, the algal byproduct can be obtained 
as a biomass for waste water treatment. Microbial community counted 
in are Chlorella vulgaris, Cladophora sp., Spirullina sp., Spirogyra insignis, 
Sargassum sp. etc. All these species have different adsorption capacities 
and adsorption efficiencies towards variety of metals at its optimum pH. 

Spirullina is a biomass of cyanobacteria usually with high protein 

content and is being used as nutrient-rich dietry supplement. Moreover 
it also has the ability to adsorb toxic metal ions such as chromium, 
cadmium etc. at certain pH and temperature. By means of it we could 
achieve an eco-friendly, cheap, reliable and active method of remedia-
tion (Al-HomaidanAli et al., 2015). 

Chlorella vulgaris is an algae grown for using it as a nutrient supple-
ment agent. It is basically applicable in pharmaceutical industries 
because of its high medicinal properties to fight against numerous de-
ficiencies, defects and diseases. It is similarly being utilized to carry out 
biosorption procedure mainly depending upon its metabolic and surface 
properties. Surface functional groups like carboxyl and amine are 
modified to improve its adsorption efficiency, that plays a major role in 
coordination of different metal ions given below on its surface (Vogel 
et al., 2010; Cho et al., 1994). In Table 3 observed values of maximum 
adsorption capacity and efficiency of metal ions eliminated by the use of 
different algal species are recorded. 

Table 2 
Comparison of maximum adsorption capacity and efficiency of metal ions eliminated by the use of different bacterial species.  

Bacteria Metal eliminated Pretreatment pH Adsorption capacity(mg/g) Removal Efficiency (%) References 

Bacillus subtilis Cd(II) SC-CO2 6 …. 98.54 Al Gheethi et al. (2017) 
Cd(II) Autoclaved 6 …. 99.2 Al Gheethi et al. (2017) 
Hg(II) …. 6.5 …. 78.5 Schut et al. (2011) 
Cr(VI) NaOH 6 0.120 …. García et al. (2016) 
Mn(II) NaOH 5.5 0.465 …. García et al. (2016) 
Cu(II) NaOH 6.5 0.528 67.36 García et al. (2016) 
Cu(II) Immobilized 5.5 …. 69.34 Rani et al. (2010) 
Pb(II) dead 5.5 16.25 44.73 Schut et al. (2011) 

Pseudomonas aeruginosa CD(II) Immobilized 6 0.140 42 (Pardo et al., 2003; Orhan et al., 2006) 
Hg(II) Immobilized 6 0.425 99.3 (Orhan et al., 2006; Abdelbary et al., 2019) 
Cr(VI) Immobilized 6 0.625 84 (Orhan et al., 2006; Abdelbary et al., 2019) 
Ni(II) Immobilized 5.5 …. 80 (Orhan et al., 2006; Abdelbary et al., 2019) 
Cu(II) Immobilized 6 …. 79 (Orhan et al., 2006; Marqués et al., 1991) 

Escherichia coli Pb(II) …. 5.5 0.340 68.51 Huang et al. (2001) 
Cd(II) …. 6 0.725 63.39 Huang et al. (2001) 
Cr(II) …. 5.5 0.615 60.26 Huang et al. (2001) 
Pb(II) NaOH 6 0.432 81 Huang et al. (2001) 
Cd(II) NaOH 6.5 …. 78 Huang et al. (2001) 
Cr(II) NaOH 5.5 0.52 72 Huang et al. (2001)  

Table 3 
Comparison of maximum adsorption capacity and efficiency of metal ions eliminated by the use of different algal species.  

Algae Metal adsorption Pretreatment pH Adsorption capacity(mg/g) Efficiency (%) References 

Cladophora glomerata Cr(VI) HCl 2.5 63.2 66.6 Al-HomaidanAli et al. (2018) 
Pb(II) HCl 3.5 46.51 …. Lee and Chang (2011) 
Cu(II) …. 5 14.71 …. Lee and Chang (2011) 
Se(IV) …. 5 74.9 ….. Tuzen and Sarı (2010) 

Chlorella vulgaris Ni(II) HCl 5.5 20.23 93 Mehta and Prakash Gaur (2001) 
Cu(II) HCl 3.5 14.48 96 Mehta and Prakash Gaur (2001) 
Cu(II) HCl 3.5 714.892 …. Volesky (2007) 
Ni(II) HCl 4.5 437.84 …. Volesky (2007) 
Cr(VI) …. 1.5 163.93 …. Gokhale et al. (2008) 
Cd(II) …. 4 111 …. Cruz et al. (2004) 
U(VI) …. 4.4 27 90 Vogel et al. (2010) 

Spirulina plantensis Cr(VI) B-carotene extract 1.5 188.68 73.6 Gokhale et al. (2008) 
Cr(VI) …. 1.5 212.76 86.2 Gokhale et al. (2008) 
Cd(II) …. 8 …. 87.6 Al-HomaidanAli et al. (2015) 

Spirogyra spp. 
Spirogyra insignis 

Cu(II) …. 6 38.61 …. Lee and Chang (2011) 
Pb(II) …. 5 140 …. Gupta and Rastogi (2008) 
Cr(III) CaCl2 5 30.21 81.02 Bishnoi et al. (2007) 
Cr(VI) HNO3 4 265 …. Yaqub et al. (2012) 
Zn(II) …. 6 21.1 …. Romera et al. (2007) 

Cystoseira indica Cs(II) Formaldehyde 5 63.5 …. Dabbagh et al. (2008) 
Laminaria japonica Al(III) CaCl2 4.5 75.27 …. Lee et al. (2004) 

Cr(II) CaCl2 4.5 94.103 …. Lee et al. (2004) 
Pb(II) CaCl2 4.5 348.09 …. Lee et al. (2004) 
Zn(II) CaCl2 4.5 56.88 …. Lee et al. (2004) 
Cd(II) CaCl2 4.5 136.1 …. Lee et al. (2004)  
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14. Lignocellulosic material as adsorbent 

Desiccated or dried out stuff of plants or trees predominantly 
composed of cellulose, hemicellulose, lignin and extractives is known as 
lignocellulosic biomass. This comprise sawdust, bark, needles, straw, 
soyabean hulls, sugarcane bagasse, fruit and vegetable peels, corn sto-
ver, forestry and agriculture residues, woodchips and many more (Zhou 
et al., 2014; Lin et al., 2019; Sukumaran et al., 2009). It is basically 
present in copiousness amount on earth and so is easily available to the 
industries in order to accomplish the biorefining process. Chemical or 
physical pretreatment of lignocellulosic material for the production of 
biofuel, biogas, biopolymer, biofibres, bio-based chemicals, bio-based 
thermostat, renewable energy, pulp and paper, cosmetics, fertilizers, 
emulsifiers, phenolic compounds, lubricants etc. has somewhere 
concluded into the upsurge of our bioeconomy (de Jong et al., 2012; 
Mussatto and Dragone, 2016; Dotan, 2014; Fortunati and KennyLuigi, 
2019). Attaining the unsurpassed items for consumption out of such 
massive volume of surplus remainders has been a great achievement till 
date. And now these lignocellulosic constituents are being employed for 
the adsorption of deadly metals commencing from industrial and envi-
ronmental seepages. Being an alternative approach of costly conven-
tional methods, it is cost effective, easily available, sustainable and 
renewable method (Ramamoorthy et al., 2019; Aksu and Isoglu, 2005). 
Biosorption through lignocellulosic biomass first steps into the process 
of pre-treatment with physical or chemical agents to achieve operational 
and biochemical modifications. These modifications increase the 
adsorption capacity and its efficiency by attaching functional groups 
such as carboxyl, amine, phosphate, nitrile, cyanide, sulphonate, oxalate 
etc. to the biomass surface to which the metal ions get attached as well as 
shows effective binding. All these procedures are carried out in either of 
the reactors - stirred tank reactor, fluidized bed reactor, packed bed 
reactor or airlift reactors taking certain variable parameters into account 

(Volesky, 2007; Lindholm-Lehto and Camilla, 2019). The adsorption 
efficiency similarly depends upon experimental factors for example pH, 
temperature, initial metal ion concentration, biomass concentration and 
agitation speed (Park et al., 2010; Basso et al., 2002). Detection of the 
interactions, characterisation of composite properties, morphological 
analysis and calculation of experimental values is done by scanning 
electron microscopy, x-ray diffraction data, transmission electron mi-
croscopy, thermogravimetric analysis or Fourier transform infrared 
spectroscopy while the explanation is done by Freundlich, Temkin or 
Langmuir isotherm model (Vvu and Argyropoulos, 2003; Nair et al., 
2014; Song et al., 2015; Kwak et al., 2018). Moreover, biosorbents used 
must also comprehend the property of regeneration or desorption 
making it an excellent mediators for industrial use (Bishnoi, 2005; 
Saman et al., 2018). One such recent research activities directed fabri-
cation of biochar, porous carbonaceous material, manufactured through 
thermochemical decomposition of biomass feedstock in negligible 
amount of oxygen (Rangabhashiyam and Balasubramanian, 2019; Fang 
et al., 2018). It was further engineered by means of supplementary 
chemical, physical or biological pre and post treatments in order to 
intensify the surface area, adsorption capacity and superficial functional 
groups (Xiang et al., 2020; Wang et al., 2017). Thermal carbonization 
technologies was categorised into pyrolysis, microwave assisted pyrol-
ysis, hydrothermal carbonization, gasification and torrefaction those 
possess dissimilar effects on adsorption and desorption (Zhang et al., 
2017a; Mutsengerere et al., 2019). The above mentioned advanced 
biosorbent attested potential in eliminating heavy metals, dyes, organic 
and inorganic contaminants and so is used in soil remediation, 
enhancing crop productivity and waste water treatment (Palansooriya 
et al., 2020; Zhang et al., 2017b). It is a cost-effective, environment 
friendly and highly efficient adsorbent that can also be easily utilized for 
large scale remediation purpose. Table 4 summarized the maximum 
adsorption capacity and efficiency of metal ions eliminated by the use of 

Table 4 
Comparison of maximum adsorption capacity and efficiency of metal ions eliminated by the use of different lignocellulosic constituents with or without their 
treatment.  

Lignocellulosic material Pretreatment Metals 
adsorbed 

Adsorption capacity(mg/ 
g) 

Efficiency 
(%) 

References 

Peach stone particle Mechanical treatment Cu(II) …. 69% Lopičić et al. (2017) 
Apricot shells All by alkali (NaOH) Fe(II) …. 97% Šoštarić et al. (2018) 

Cu(II) …. 87.1% 
Pb(II) …. 81.23% 
Cr(VI) …. 80.4% 
Zn(II) …. 14.97% 
Ni(II) …. 33.2% 

Olive stones Coated by iron and magnetite 
nanoparticle 

Cr(VI) …. 67.0% Vilardi et al. (2018) 

Chili seeds (Capsicum 
annuum) 

…. Cd(II) …. 56% Medellin-Castillo et al. (2017) 
… Pb(II) …. 62.5% 

Butternut (Cucurbita 
moschata) 

…. Cu(II) 
Ni(II) 

…. 59.2% Khan and Ali Khan Rao (2017) 
…. …. 76% 

Pine bark (Pinus radiata) Acid Pb(II) …. 98.1% Montes-Atenas and Schroeder 
(2015) 

Cone biomass (P. sylvestris) …. Cr(VI) …. 84% Ucun et al. (2002) 
…. Cu(II) …. 98% Nuhoglu and Oguz (2003) 

Brazil nutshell …. Cd(II) . >90 Basso et al. (2002) 
…. Ni(II) 19.4 …. Basso et al. (2002) 

Lignocellulosic biomass Homogenous succinoylation Pb(II) 381.7 mg/g …. Zhong et al. (2012) 
Cd(II) 278.6 mg/g …. Zhong et al. (2012) 

Lignin 
Lignin 
Lignin 
Lignin-based resin 

…. Cr(III) 17.97 …. Vvu and Argyropoulos (2003) 
Chitosan-alkali Cr(VI) …. 95 Nair et al. (2014) 
Diethylenetriami Cr(VI) …. 56 (Song et al., 2015; Chauke et al., 

2015) 
glutaraldehyde Cr(VI) 350.87 …. (Kwak et al., 2018; Liang et al., 

2013) 
sodium     

Lignosulfonate Graphene oxide Pb(II) 13.08 …. Li et al. (2016) 
Coconut pith Aminopropyltriethoxysilane Au(III) 261.36 …. Saman et al. (2018) 
Lignocellulosic waste Carbonization + KOH Hg(II) 137.4 …. Saman et al. (2015) 
Pomelo peel H3PO4 Ag(I) 88.7 …. Zhao et al. (2018) 

H3PO4 Pb(II) 79.3 …. Zhao et al. (2018)  
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different lignocellulosic materials. 

15. Industrial wastes as adsorbents 

Trashes coming out of industries of food, beverage, pharmaceutical, 
fermentation, sugar and power plants face a major deposition problem 
in current scenario causing unwanted circumstances. Around 30% of it is 
being utilized by the refineries as a constituent but the other 70% is 
passed out along with other effluents triggering contamination to the 
environment (Ahmaruzzaman, 2010; Gamage et al., 2011). The com-
plications in disposing waste and eliminating heavy metals can be 
overcome by the process of adsorption in which both of them would 
complement each other to resolve the environmental issues. Trans-
forming large quantity of debris attained from industries such as vege-
table and fruit peels, sugar bagasse, microbial wastes, biomass waste, 
food processing waste, poultry litters, flyash, lignin, pharmaceutical 
wastes etc. as well as municipal solid waste and sewage sludge into a 
highly effective and low-cost adsorbent would be a potential technique 
in replacing all the expensive conventional methods. Some processing 
practices are opted for treating the components chemically so as to 
enhance its adsorption capacity, porosity and surface functionalities 
which would favour easy trapping of toxic metals to its surface 
(Ahmaruzzaman, 2011). 

Fly-ash is one such adsorbent produced by incinerating wastes, 
biomass, fossil fuels or pulverized coal and is entitled accordingly like 
bagasse fly ash, biomass fly ash and coal fly ash depending on different 
chemical composition and physical properties (Ahmaruzzaman, 2010; 
Gamage et al., 2011). Although it is being used as pozzolan in Portland 
cement concrete, grouts, road based stabilization and asphalt filler yet 
its presence in high amount leads to an expensive as well as precarious 
deposition (Rossow, 2003). And so the notion of consuming it as an 
adsorbent for removing heavy metals is an excellent approach towards 
environmental protection (Mishra and Tripathi, 2008). Metals like 
chromium, nickel, copper, cadmium, lead, zinc, mercury, cobalt and 
arsenic were investigated to experimentally calculate the adsorption 
capacity of fly ash in their respect and also determine the varying pa-
rameters like pH, contact time, diffusion, temperature, particle size, 
adsorbate concentration and fly ash dosage affecting its capacity 
(Sharma et al., 2008; Kitchainukul, 2010; Nawar et al., 2013; Dasma-
hapatra et al., 1996). It has also been scrutinised that coal fly ash acts as 
an remarkable adsorbent for radionuclides of caesium as well as stron-
tium (Shawabkeh et al., 2004). Other than heavy metals, application of 
fly ash as an adsorbent in eliminating toxic components like dyes, 
phenolic compounds and pesticides from effluents in being extremely 
appreciated (Mohan et al., 2002; Daifullah and Gad, 1998; Gupta and 
Imran, 2001; Gupta et al., 2002). 

Sewage sludge when undergoes a physical, chemical or biological 
treatment at the time of sewage treatment can be further reprocessed 
and fabricated into an adsorbent for eradicating in addition to purifying 
all those metals causing toxicity in our surroundings (Rozada et al., 
2008). Generating valuable products like activated carbon and carbo-
naceous char with the use of chemical agents on such discarded, un-
wanted and leftover material would be considered as of much 
economical worth (Martins et al., 2007). Mainly ZnCl2 and H2SO4 are 
being used as a chemical reagent for activating sludge that would lead to 
the production of different types of activated carbon depending upon 
their chemical composition (Rozada et al., 2005a, 2005b). An experi-
ment was conducted taking both sludge and reagent at a ratio of 1:1 with 
the aim of determining the adsorption capacity of activated carbon. It 
was found that the maximum adsorption capacity of activated carbon 
was about 1358.5 mg/g for iodine and 139.4 mg/g for the dye, meth-
ylene blue (Rozada et al., 2005a). Besides these, it has also been 
observed as an incredible agent in metal eradication including Hg(II), Pb 
(II), Cu(II), Cr(II) etc. 

16. Natural waste adsorbent 

There are a lot of naturally occurring substances or their composites 
as well involved in the remediation technique. Due to their abundance 
around us, these are also considered as an inexpensive agent for con-
trolling contaminants. These include clay, zeolite, chitosan, peat and 
siliceous material used for carrying out adsorption with the aim of 
eliminating metals. 

17. Clay 

It is a naturally occurring substance having a great impact on metal 
elimination by the process of adsorption. Since a very long time, clay has 
been considered as an excellent adsorbent, both in its natural and 
modified state because of its easy availability, non-toxicity, inexpensive 
nature and large surface area (Uddin, 2017; Crini and Badot, 2011; 
Srinivasan, 2011). Investigations conducted so far revealed an effective 
adsorption of Cu(II), As(V), Cd(II), Pb(II) and Cr(VI) by natural clay and 
Cr(VI), Fe(III), Hg and Mn(II) by modified clay with simultaneously 
varying the dependency parameters like pH and temperature (Zacaroni 
Mendonçaet al., 2015; Khan and Singh., 2010; Bentahar et al., 2016; 
Bhattacharyya and Gupta., 2006; Shen et al., 2015). 

18. Zeolite 

Are crystal-like hydrated aluminosilicate natural substance demon-
strating properties of surface sorption, pore geometry, high cation ex-
change capacity, hydration-dehydration, ion selectivity and molecular 
sieve that promotes adsorption of heavy metals in addition to their 
separation and purification (Wang and Peng, 2010; Caputo and Pepe, 
2007; Hong et al., 2019). The presence of variety of zeolites in envi-
ronment depicts diverse impacts in their adsorption mechanisms. This 
involve clinoptilolite zeolite, FAU zeolite, MLTA-P zeolite, Jordanian 
zeolite, natrolite zeolite any many other that have been detected widely 
functional in toxic metal removal- (Yuna, 2016; GholikandiGagiket al., 
2010). Also many waste products are now used for achieving a zeolite 
material with the same property (Yuna, 2016). 

19. Chitosan 

It is a representative of biosorbents that displays biocompatible, 
biodegradable and non-toxic attributes while being serviceable within 
the environment. Being the second most plentiful natural biopolymer, it 
is highly available to be exploited in any form (Ahmad et al., 2015). 
Chitosan in its original form or when modified with zeolite, fly ash, 
nanoparticles, ceramic alumina etc. have been observed as an effective 
flocculants and adsorbing agent in eliminating heavy metals, dyes, 
organic pollutants and other noxious substances present in industrial 
effluents and municipal sludge (El Mouzdahir et al., 2010;Abd-Elha-
keemMohamed and Alkhulaqi, 2014; Ngah et al., 2011; Nechita, 2017). 

20. Peat 

It is a brown deposit obtained after the decomposition of large 
number of organic substances in presence of wet acidic condition. Its 
character of ion exchange facilitates removal of heavy metals from 
aqueous solution with the application of adsorption procedure. In-
vestigations were done to find out the metal adsorption capacity of peat 
samples named Sphagnum and Carex against the metal copper and zinc 
(Ringqvist et al., 2002). While the adsorptive performance of alkali 
treated peat was also determined which showed high removal efficiency 
of Pb(II), Co(II) and Ni(II) with 23.07%, 23.53% and 26.19% 
respectively. 
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21. Siliceous material 

It comprises of SiO2 as the principal constituent in it. Sedimentary 
rocks, sand, stone, pozzolan, diatomite etc. are some examples of this 
category (Agarwal, 2006; Manevich et al., 2012). These substances are 
treated mechanically or chemically to make them good for adsorbing 
heavy metals. For example-mesoporous silica materials obtained is 
versatile adsorbent for eliminating Pb(II), Cu(II) and Cd(II) with 
maximum adsorption capacity of 58.5 mg/g, 36.3 mg/g and 32.3 mg/g 
respectively (Zhu et al., 2017). Besides these, siliceous materials are 
mainly used for fabricating hybrid adsorbents that would aid in main-
taining pore size of the adsorbent and enhance trapping efficiency. 

22. Derived and hybrid adsorbents 

Researchers and analysts have now combined two or three compo-
nents together to enhance the structural and chemical properties of the 
formed hybrid adsorbent that in return would exhibit much higher rate 
of accumulation, excision and exceptional selectivity of heavy metals. 
The interaction of organic and inorganic substances were made possible 
by encompassing sol-gel method, interpenetrating networks, hierarchi-
cal structures and self-assembly process (Samiey et al., 2014). All these 
techniques initiate polymerization and grafting for the creation of 
different composites (Mori, 2012). Basically precursors involved for 
fabrication and synthesis of hybrid tends to be environment friendly that 
have shown its extensive applications in all fields. Models assigned for 
the determination of adsorption isotherm are Langmuir, Freundlich and 
Dubinin-Radushkevich (Yang et al., 2017b; Li et al., 2018b). While the 
structural properties, synergy effects and changes in moieties of com-
posites are known by implementation of various analytical techniques as 
of x-ray diffraction data, Fourier transform infrared spectroscopy, 
scanning electron microscopy and many others (Li et al., 2018b). Factors 
effecting its metal adsorption capacity are pH, concentration of adsor-
bent, initial concentration of adsorbate and temperature (Tighadouini 
et al., 2017). The need for this is to enhance the metal uptake capacity 
and recyclability with little time consumption. Hybrids designed under 
the category of zwitterionic hybrid polymers and imprinted ionic poly-
mers are utilitarian for the adsorption of heavy metals (Liu et al., 2010; 

Wu and Yi, 2013). Examples are given in the table shown below. Table 5 
summarized the metal ions eliminated by utilizing different hybrid 
metal adsorbents. 

It is worth mentioning some of the adsorbent and their characteris-
tics here. Biochar is the product of thermochemical decomposition of 
biomass feedstock such as organic waste from industries, corn grits, 
peels and shells, lignocellulose residues etc. in absence of oxygen so as to 
increase its porosity, surface area and adsorption capacity (Beery and 
Ladisch, 2001; Colantoni et al., 2016; X, 2016). Switch-grass biochar 
and magnetic switch-grass biochar are the two examples that effectively 
eliminates organic contaminants (fertilizers) at low pH. 

23. Nano material absorbents 

Nanomaterial adsorbents which include metal organic frameworks 
(MOFs) and organofunctionalized magnetic graphene oxide nano-
composites have emerged as efficient candidates to remove toxic metals 
from ecosystem. On the other hand, inorganic compounds such as 
zeolite, TiO2, SiO2 in addition to biomass form nanocomposites, are also 
used to increase its potential to remove toxins from the aqueous solu-
tion. Metal organic frameworks (MOFs) molecular sieves, activated 
charcoal, activated alumina, silica gel and lithium chloride are some of 
the examples of inorganic adsorbents employed for industrial uses of 
extraction and conversion (Huang et al., 2010). Among these, metal 
organic framework is a microporous crystalline compound consisting of 
organic and inorganic linker molecules connected through co-ordination 
bond on its surface to which the metal traces get easily attached (Li et al., 
1999). Its recyclability, stability, selectivity, adsorbing capacity, func-
tionality, hyrophilicity, surface area and pore size makes it an amazing 
inorganic adsorbing agent (Li et al., 2018a). MOFs like 
GO-COOH/UiO-66, MOF-76, Co-SLUG-5 etc. are some modified com-
pound mainly used to remove radioactive metal ions like uranium, 
chromium, zirconium, etc. from the solution (Yang et al., 2017a). 

24. Conclusion 

This review article presented about all poles apart techniques 
adopted so far, aimed at removing toxic metal ions or compounds like 
lead, chromium, nickel, zinc, arsenic etc. Out of various techniques 
adsorption has been successful in vanquishing the shortcomings 
perceived in service of physical, chemical and biological techniques. 
Advanced water treatment technologies are critically needed under the 
current circumstances to ensure high-quality water, decrease chemical 
and biological impurities, and boost in24dustrial production processes. 
Until far, the majority of published findings have been based on labo-
ratory experiments. The biggest disadvantage of employing cost-effect 
analysis is the lack of information regarding pilot-scale systems. Low- 
cost, easy availability, tranquil operation, high reactivity, selectivity 
and reusability are some imperative facts renowned while implementing 
the process of adsorption. On the other hand, this technique has also 
been impressively co-operative in making the use of left-over, unwanted 
or discarded entities such as microorganisms, lignocellulosic materials, 
flyash, sludge, agricultural waste and industrial waste by pre-treating 
them physically or chemically and fabricating it into an adsorbent 
intended for eliminating toxic components from waste water. Produc-
tion of hybrid adsorbents in presence of environment friendly precursors 
are also of pronounced significance. Several nanomaterials have been 
developed, and sewage treatment research has been completed suc-
cessfully. Nano adsorbents (based on the oxides Fe, MnO, ZnO, MgO, 
CNT), photocatalysts, electrocatalysts (Pt, Pd), MOFs and nanofilms are 
only a few examples.With further valid alterations, it is still conceivable 
to achieve an adsorbent of superior adsorption capacity. 
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Table 5 
Comparison of maximum adsorption capacity of metal ions eliminated by uti-
lizing different hybrid metal adsorbents.  

Hybrid Metal 
Adsorbent 

Metals Adsorption 
capacity (mg/g) 

References 

SiNPz-Fn Pb(II) 87.71 Tighadouini et al. 
(2018) Zn(II) 54.64 

Cu(II) 28.81 
Cd(II) 10.77 

Poly-GPTS/Ti-Tyr- 
hydrolyzate 

Pb(II) 270.3 Kayan et al. (2014) 
Ni(II) 204.1 
Cu(II) 188.7 
Zn(II) 131.6 

Poly-GPTS/Ti- 
hydrolyzate 

Pb(II) 181.2 Bozbas et al. (2013) 
Cu(II) 44.6 
Cd(II) 35.8 

P(A-O)/AT Pb(II) 109 Jin et al. (2011) 
Al-GPTS-NaOSiMe3-H Pb(II) 83.3 Cerrahoğlu et al. 

(2017) Fe(III) 75.3 
Cu(II) 73.9 
Zn(II) 68.3 

Fe3O4 (SiO2/Schiff 
base) 

Ni(II) 81.6 Moradinasab and 
Behzad (2016) Cu(II) 97.2 

Zn(II) 87.0 
AAH-Si Pb(II) 36.64 Passos et al. (2008) 
AAD-Si Pb(II) 30.27 Passos et al. (2008) 
Superabsorbent 

composite 
Pb(II) 1666.67 Bulut et al. (2009) 
Ni(II) 270.27 
Cd(II) 416.67 

UiO-66-NHC(S)NHMe Hg(II) 769 Saleem et al. (2016)  
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Nascimento, do, Jéssica, M., et al., 2019. Biosorption Cu (II) by the yeast Saccharomyces 
cerevisiae. Biotechnology Reports 21, e00315. 

Nawar, Nagwa, Mohamed Ebrahim, Sami, Eslam, 2013. Removal of heavy metals Fe3+, 
Mn2+, Zn2+, Pb2+ and Cd2+ from wastewater by using rice straw as low cost 
adsorbent. Academic Journal of Interdisciplinary Studies 2 (6), 85. 

Ndimele, Prince Emeka, et al., 2018. Remediation of crude oil spillage. In: The Political 
Ecology of Oil and Gas Activities in the Nigerian Aquatic Ecosystem. Academic Press, 
pp. 369–384. 

Nechita, Petronela, 2017. Applications of chitosan in wastewater treatment. Biological 
activities and application of marine polysaccharides 209–228. 

Ngah, WS Wan, Teong, L.C., Hanafiah, M.A.K.M., 2011. Adsorption of dyes and heavy 
metal ions by chitosan composites: a review. Carbohydr. Polym. 83 (4), 1446–1456. 

Norberg, Anders B., Persson, Hans, 1984. Accumulation of heavy-metal ions by Zoogloea 
ramigera. Biotechnol. Bioeng. 26 (3), 239–246. 

Nuhoglu, Y., Oguz, E., 2003. Removal of copper (II) from aqueous solutions by 
biosorption on the cone biomass of Thuja orientalis. Process Biochem. 38 (11), 
1627–1631. https://doi.org/10.1016/S0032-9592(03)00055-4. 
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a b s t r a c t

A high energy content (~122 MJ/kg H2) and presence of hydrogen-bearing compounds

abundance in nature make hydrogen forth runner candidate to fulfill future energy re-

quirements. Biomass being abundant and carbon neutral is one of the promising source of

hydrogen production. In addition, it also addresses agricultural waste disposal problems

and will bring down our dependency on fossil fuel for energy requirements. Biomass-

derived bio-oil can be an efficient way for hydrogen production. Acetic acid is the major

component of bio-oil and has been extensively studied by the researchers round the globe

as a test component of bio-oil for hydrogen generation. Hydrogen can be generated from

acetic acid via catalytic steam reforming process which is thermodynamically feasible. A

number of nickel-based catalysts have been reported. However, the coke deposition during

reforming remains a major challenge. In this review, we have investigated all possible

reactions during acetic acid steam reforming (AASR), which can cause coke deposition over

the catalyst surface. Different operating parameters such as temperature and steam to

carbon feed ratio affect not only the product distribution but also the carbon formation

during the reaction. Present review elaborates effects of preparation methods, active metal

catalyst including bimetallic catalysts, type of support and microstructure of catalysts on

coke resistance behavior and catalyst stability during reforming reactions. The present

study also focuses on the effects of a combination of a variety of alkali and alkaline earth

metals (AAEM) promoters on coke deposition. Effect of specially designed reactors and the

addition of oxygen on carbon deposition during AASR have also been analyzed. This review

based on the available literature focuses mainly on the catalyst deactivation because of

coke deposition, and possible strategies to minimize catalyst deactivation during AASR.

© 2019 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.

Abbreviations: AAEM, Alkali and alkaline earth metal; AASR, Acetic acid steam reforming; SEAASR, Sorption enhanced acetic acid
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locity; LHSV, liquid hour space velocity; GHSV, gas hour space velocity; SCMNPs, size control metal nanoparticles; MA, mesoporous
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Introduction

Economic growth of any country depends strongly on its en-

ergy infrastructure. Because of global industrialization, energy

requirement round the world has experienced a steady in-

crease in demand. Till date, fossil fuels have been used pri-

marily to fulfill this demand. However, the use of these fossil

fuels raises severe environmental concern when effluent

gases are released into the atmosphere [1e3]. Also, depletion

of these fossil fuel reserves has raised alarms to develop an

alternative sustainable energy source to meet future energy

requirement [4,5].

Hydrogen, as a clean fuel, is recognized as the most

promising future energy alternative for transportation due to

its high energy density ~122MJ/kg and environmental friendly

nature [6e14]. Fig. 1 shows the different sources of hydrogen

generation. It is mostly produced by steam reforming (SR) of

natural gas, naphtha, and coal gasification [7] which are not

renewable energy sources. These processes also release a

large amount of CO2, which is one of the major cause of

climate change and global warming [15]. Biomass is consid-

ered a carbon-neutral renewable fuel resource, and fuels

derived from it have been widely accepted as promising al-

ternatives to fossil fuels [16,17]. Biomass-derived bio-fuel ob-

tained from thermo-chemical processes such as fast pyrolysis

of biomass has been projected as a renewable source to

produce hydrogen by steam reforming [18]. Hydrogen pro-

duction via steam reforming of bio-oil is still a difficult task

because of the complex composition of bio-oil [19]. The com-

plex composition of bio-oil significantly depends on the py-

rolytic conditions and type of biomass [20]. In general, bio-oil

is a dark brown color and smoky odor liquid consisting of

many groups of oxygenated hydrocarbons such as carboxylic

acids, aldehydes, ketones, alcohols, phenols and guaiacols

[21,22]. Acetic acid is one of themajor fractions (concentration

up to range 12e19% by wt.) of bio-oil [23e26]. Acetic acid may

be used safely for hydrogen production as it is non-flammable

Fig. 1 e Different sources of hydrogen generation adapted

from Parthasarthy et al. [235].
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and can be easily obtained via fermentation process [24,27].

For this reason, acetic acid is often selected as a model com-

pound for bio-oil for studying hydrogen production via. steam

reforming [24,28e38]. Fig. 2 shows the detailed schematic

representation of H2 generation from biomass-derived bio-oil

via. steam reforming reaction.

AASR for H2 generation (Eq. (1)) can take place via acetic

acid decomposition (Eq. (2)) followed by water gas shift reac-

tion (Eqn. (3)) respectively [39].

CH3COOH þ 2H2O / 2CO2 þ 4H2; DH
o
298k ¼ 131.50 kJ/mol (1)

CH3COOH / 2CO þ 2H2; DH
o
298k ¼ 213.76 kJ/mol (2)

CO þ H2O / CO2 þ H2; DH
o
298k ¼ �41.13 kJ/mol (3)

Due to the complex composition of bio-oil and severe

operating conditions of reforming reaction catalyst used are

subjected to deactivation because of sintering, coking and

metallic phase oxidation and thus lowering the H2 yield

[27,40,41]. Various types of catalysts have been reported

in the literature. It includes noble metals (Pt, Pd, Rh, Ru, Ir)

[26,34,42e46], transition metals (Cu, Co, Fe, and Ni)

[24,27,32,47] and also a combination of both transition

metals and noble metals [39,48e52]. However, noble metal

catalysts are not economically viable [53]. Among transition

metal catalysts, Ni, Co and Cu are found to be themost active

metals for AASR. Consequently, these metals have been

extensively examined using various supports such as Al2O3,

ZrO2, La2O3 and CeO2 [25,54,55]. However, deposition of

carbonaceous species as coke over catalyst surface and sin-

tering of particles during a hydrothermal environment of

steam reforming remain a severe operational challenge for

researchers. In the past two decades, the primary focus of

the research has been on the catalyst modification strategies

to reduce the coke deposition during AASR. It has been re-

ported that the addition of oxygen in the feed stream can

eliminate coke deposition [56].

Steam reforming of the oxygenated compound is more

complicated compared to hydrocarbons due to the presence

of CO bonds that cause a large number of side reactions.

Oxygenated compounds, especially acetic acid, show a

tendency of thermal vulnerability to decompose into carbo-

naceous deposition which is perceived as an obstruction to

commercial implementation [57]. Takanabe et al. discovered

that for Pt supported on ZrO2, tested for AASR conditions, the

active sites of Pt present on catalyst surface immediately

deactivate by oligomers derived from acetic acid/acetone via

oligomerization/condensation reactions [58,59]. Lemonidou

et al. discovered that both high steam to carbon ratio and high

oxygen mobility were necessary for stable catalyst execution

of AASR [57]. Thus for acetic acid steam reforming, develop-

ment ofmore stable catalyst capable of providing highH2 yield

has ever been a research subject. Catalyst development in-

cludes a selection of active metals and support. Valle et al.

investigated that the effect of calcinations/reduction tem-

perature over Ni/LaeAl catalyst and explained that the cata-

lyst calcined at 550 �C and reduced at 700 �C showed the best

catalytic activity and stability [60]. Hu et al. studied acetic acid

steam reforming over different transition metal catalysts

supported over alumina and concluded that Ni and Co cata-

lysts exhibited much better activity and stability in compari-

son to Fe and Cu catalysts. Besides, Ni and Co also showed

different reaction network and product distribution. More-

over, the Ni catalyst showed the lowest coke deposition,metal

sintering, and active metal oxidation rates which ensured

its stability [27].

Coke deposition and metallic phase oxidation cause rapid

catalyst deactivation. The growth of carbon species over the

catalyst surface is dictated by the intermediate hydrocarbons

formed [61]. AASR by-products such as ethylene, CO, and

acetone are the primary sources of coke formation [62].

Hence, the intermediate products along with the catalyst

composition play a major role in determining the rate of

carbon generation and its control. Carbon deposition also

relies on active metal and suitable support composition.

Other than the support surface and active metal, the metal

support interface is the major site for coke deposition and

development [63]. The rate of carbon generation accelerates

at high temperature [64]. Coke deposition over the catalyst

surface can be limited by hindering the surface reaction

either by preventing its formation or by facilitating the

oxidation reaction using the presence of particular metals/

support [27,57] and also by the utilization of specially

Fig. 2 e A possible route of hydrogen generation from biomass via steam reforming [236].
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designed reactors [65]. Recently, published reviews on

hydrogen production from acetic acid and bio-oil derivatives

via catalytic steam reforming, a concise review of catalyst

deactivation has been reported [4,66]. The thermodynamic

analysis showed that the coke deposition over the catalysts

surface is suppressed by increasing S/C ratio. High S/C ratio

supports the adsorption and activation of steam which fa-

vours the water gas shift reaction along with CH4 steam

reforming. Both the intermediates products CO and CH4 are

the main coke precursor which are removed by excess steam

[67]. Hu et al. also published a critical review to analyze the

effect of different catalysts, reforming process and type of

reactors in the development of AASR and only a brief dis-

cussion related to coke deposition on catalyst surface have

been presented [67]. However, there is no critical review

available which is exclusively dedicated to noble metal or

transition metal catalysts dealing on modification strategies

to control coke deposition and sintering of active metal over

catalyst surfaces during AASR. The present review focuses

mainly on the catalyst deactivation caused by carbon depo-

sition and discusses the possible strategies to minimize

catalyst deactivation during AASR based on the published

researched work. An endeavor has been made to abridge

sustainable catalysts modification strategies for their stabil-

ity, along with the efficiency of AASR for renewable hydrogen

production highlighting transition metal catalysts which are

cost-effective catalysts.

Coke formation mechanism during AASR

The reaction pathways of acetic acid steam reforming (AASR)

generally involve a complex reaction network due to some

secondary intermediates and products formed. For better

identification of reaction mechanism of AASR, whole reaction

mechanism distinguishes into two parts including main re-

actions as mentioned in (Eqs. (1)e(3)) [39,68]. Few of these re-

actions lead towards the generation of undesired products [4].

Furthermore, acetic acid is unstable in the temperature range

from 500 Ce800 �C, where coke formation easily occurs

because of thermal decomposition and the interaction be-

tween formed intermediate and catalyst surface which are

likely to take place at operating conditions (Eqs. (4)e(6)). There

also exist pathways for dehydration reaction Eq. (7) as well as

ketonization reaction of acetic acid on acidic sites over cata-

lyst surface for which the produced acetone is a carbon pre-

cursor. Ketonization is a common reaction taking place at low

temperature and especially when support is solely used

without activemetals (Eq. (8)) [59,66]. These carbon precursors

such as ketene, ethylene or acetone, eventually generate coke

through condensation reactions [52]. However, above 400 �C,
acetone and ketene are also steam reformed [Eqs (9) and (10)]

[69]. In addition, the acute hydrothermal conditions during

steam reforming reactions are favorable for active metal sin-

tering as well as coke deposition. As a result, the catalyst loses

its activity easily as time on stream [68,69]. A simple reaction

mechanism of AASR proposed in several studies [42,58,59] is

shown in Fig. 3 and Fig. 4. The dissociation of acetic acid over

the catalyst surface is shown along with the proposed bi-

functional mechanism. Dissociation of acetic acid over

active metal phase takes place by cleavage of CeO and OeH

bonds, resulting in the formation of acyl and acetate species

respectively. Acetate further decomposes to form adsorbed

CO2 andmethyl species.Whereas the formed species combine

with *OH species forming H2 and CO2
. The CHx species would

then react with adsorbed hydrogen to generate methane. On

the other hand, formed acyl species can further dissociate to

form methyl and CO*, which can further react with methyl

group to form acetone. Meanwhile interaction with acidic

Fig. 3 e Schematic representation of reaction mechanism for acetic acid steam reforming [108].

Fig. 4 e Assumed reaction pathways and carbon

deposition mechanism from intermediate methyl group

during AcOH during reforming. Reprinted with permission

from Ref. [85].
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support site, ketonization reaction might occur, that is fol-

lowed by oligomerization of acetone resulting in coke forma-

tion not only over the support but also over metal/support

interface [70]. Several workers have worked on the design of

stable catalyst for steam reforming reactions [54,55] by

improving the surface oxygen mobility that prevents the

interfacial carbon formation and improves the catalyst activ-

ity and stability.

Decomposition-1

CH3COOH / CH4 þ CO2 (4)

Decomposition-2

CH3COOH / 2H2þ CO2 þC (5)

Decomposition-3

CH3COOH / C2H4, C2H6, C3H4, Coke (6)

Dehydration reaction

CH3COOH / CH2CO þ H2O (7)

Ketonization reaction

2CH3COOH / CH3COCH3 þ CO2þH2O (8)

Reforming reaction of by-products

CH3COCH3 þ 5H2O / 3CO2 þ 8 H2 (9)

CH2CO þ 3H2O / 2CO2 þ 4 H2 (10)

During AASR several undesired by-products are generated,

which lowers hydrogen yield. CO is one of the main in-

termediates during the steam reforming process. Steam

reforming efficiency is low at low temperature, and conse-

quently favors the decomposition of the acetic acid [Eq. (11)]

giving a high CO yield. However, high temperatures favor the

reversewater gas shift reaction [Eq. (12)], which also promotes

the production of CO. On the other hand, the water gas shift

reaction [Eq. (3)] and the CO methanation [Eq. 14 and 15] give

rise to the removal of CO in mild temperature conditions

[71,72]. CH4 formation, which significantly lowers hydrogen

yield, is another main by-product in AASR. Firstly methane

comes directly from the thermal decomposition of the acetic

acid (Eq. (11), since acetic acid is thermally unstable, it may

decompose before reaching the catalyst bed [73], and sec-

ondly, methane may come from the methanation of CO [Eqs.

14 and 15]. Primarily these are two possible ways for the

methane formation, which are favored at high temperature

[27,42,74]. Due to high concentrations of H2 and CO in product

gases and the high efficiency of Ni catalyst for methanation of

CO favor these two reactions in AASR [75,76]. Therefore, steam

reforming of methane may result in the removal of methane

at high temperatures [Eqs. 16 and 17].

Thermal decomposition

CH3COOH þ H2O /CxHyOz þ gases (CO, CH4, CO2, H2...) (11)

Reverse water gas shift reaction

H2þCO2/ H2OþCO (12)

Water shift gas reaction

COþH2O/ H2þCO2 (13)

Methanation

COþ3H2/CH4þH2O (14)

CO2þ4H2/CH4þ2H2O (15)

Methane steam reforming

CH4þH2O/COþ3H2 (16)

CH4þ2H2O/CO2þ4H2 (17)

Boudouard reaction

2CO/CþCO2 (18)

Thermal decomposition of CH4

CH4/Cþ2H2 (19)

Along with active metal and support material properties,

coke formation also depends upon the operating conditions

especially reaction temperature [77]. Temperature below

400 �C can facilitate carbon deposition via the “Boudouard”

reaction [Eq. (18)]. Carbon deposition can also occur via ther-

mal decomposition of CH4 [Eq. (19)] at higher reaction tem-

peratures (above 600 �C) [78] and irreversible decomposition of

acetic acid to coke precursors such as ethylene or other ole-

fins. These intermediates may lead to carbon deposition after

polymerization [Eqs. (20) and (21)] [78]. Verykios et al. [33]

observed that for g-Al2O3 supported catalysts, the reaction

temperatures �400 �C triggers ketonization reactions (Eq. (8)),

which results in the formation of CO2 and acetone. Further-

more, acetone undergoes oligomerization reactions resulting

in the formation of intermediates such as mesityl oxide,

ketene, etc. which is one of the major routes for coke forma-

tion. The formation of ketene and mesityl oxide act as coke

precursor via CH3COCH3 intermediate oligomerization (Eqs.

22e24 [59].

Thermal decomposition of acetic acid to ethylene and

subsequent coke

2CH3COOH/C2H4 þ 2COþ 2H2O (20)

nC2H4 /(CxHy)n/Coke (21)

Acetone oligomerization

2CH3COCH3/ CH2COHCH3 þ CH3COCH3 (22)

2CH3COCH3/ (CH3)2C(OH) CH2COCH3 (23)
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2CH3COCH3/ (CH3)2C ¼ CHCOCH3 (Mesityl Oxide) þ H2O (24)

Several researchers also explained the coke generation

routes [55,79] and proposed that in case of Pt/ZrO2 catalyst,

ketonization reaction readily occurs over the ZrO2 surface,

forming acetone which acts as a coke precursor leading to-

wards the coke formation as shown in Fig. 3. Different studies

conducted over Ni-based catalysts suggest that mixture of

acetic acid and steam in the presence of Ni catalyst triggers

catalytic cracking reactions (Eqs. (25)e(27) resulting in the

formation of CO, CO2, CH4, and H2 along with intermediate

(CH1-3)ads. To avoid coke deposition over catalyst surface,

formed (CH1-3)ads needs to be quickly gasified by H2O to pre-

vent further oligomerization which can form coke over cata-

lyst surface (Eq. (28)) [40,80].

CH3COOH / (CH3COO)ads þ Hads (25)

(CH3CO2)ads / (CH3)ads þ CO2 (26)

(CH3)ads / Cads þ 3Hads (27)

Cadsþ H2O/ COadsþH2 (28)

Hoang et al. [26] have concluded that coke formation is

caused by decomposition of acetic acid and acetone produced

during AASR. Presently, understanding of coke formation

during AASR is typically limited to experimental observations.

Researchers also presented theoretical considerations to un-

derstand the coke deposition mechanism during AASR by

implementing density functional theory (DFT) [81e83]. Wang

et al. [82] reported the dissociation mechanism of acetic acid

over Co(1 1 1) and observed that CH3COOH /CH3COO* /

CH3CO
*/ CH3

*þ CO* was the minimal energy pathway.

Whereas Li et al. [79] proposed that CH3COOH*/ CH3CO
*/

CH2CO
*/ CH2

*/ CH* was the most favorable pathways and

dehydrogenation of CHCO* is the rate determining step (RDS).

The density functional theory over Ni (1 1 1) surface were

investigated by Ran et al. [83] and based onDFT calculation the

activation energy (Ea) for the formation of CH3COO* was found

45.6 kJ/mol, while activation energy for the formation of

CH3CO* was 89.5 kJ/mol. Evidently, The formation of CH3COO*

from the decomposition of acetic acid is the preferred route

due to low Ea. Further, CH3COO* formed CH3CO* by losing one

O*, Ea for which was found 84.8 kJ/mol. In another pathway

CH3COO* formed CH3
* by losing a CO2 molecule. The Ea for this

reaction was found 194.8 kJ/mol which is very high compared

to the previous reaction. Thus CH3CO
* formation was

preferred intermediate. After losing CO* radical, CH3CO
*

formed CH3
* radical [82]. Similar DFT calculation over Ni (111)

surface of decomposition of acetic acid was reported byWang

et al. and proposed that CH3COO* formation is the preferred

route in comparison to CH3CO
* formation [84]. Furthermore,

CH3
* dissociation by losing H* step by step to form CH*. In the

steam reforming process both the CH3
* and CH* are the major

sources for coking and play a crucial role in coke deposition.

For instance, methyl combines with H* to form the by-product

CH4. It could also dehydrogenate step by step to form C* spe-

cies, which would further form coke and deactivate the cata-

lyst and its stability. C* species could also combine with the

OH* and gasify to form carbon die oxide and hydrogen, H2 was

not only produced from the recombination of dissociatively

adsorbed species of acetic acid and steam but CH3
* and CH*

also dissociative to lose H* and could integrate to form H2 and

coke. Furthermore, to suppress the by-products like CO and

CH4 and gasify the carbon precursor-like CHx (x ¼ 0e3) spe-

cies, catalyst surface must have enough *OH species on the

vicinity of CH3
* [85].

Nature of carbon deposit (AASR)

Several researchers investigated the development of carbon

formation and its nature during reforming of hydrocarbons

such as methane [86,87] and propane [88]. They concluded

that there are two types of coke formation mainly (i) Ni-

encapsulating amorphous coke and (ii) structured (filamen-

tous coke) which also classified as carbon nanotubes (CNT)

under certain specific conditions. The mechanism of CNTs

generation suggested by Lattore et al. [89e91], assumes that

methane resides as a metastable carbide form, which even-

tually leads to the generation of carbon atoms diffusing

through the interphase of metallic nanoparticles and forming

nanotubes after nucleation stage. Two major types of coke

formation were also observed during reforming of oxygen-

ated compounds such as acetic acid [24,92], ethanol [93e96]

and bio-oil [97]. Carbon deposition behavior is significantly

different for different catalysts. Iwasa et al. [36], reported that

after AASR, amorphous type of carbon was formed on the

surface of Pt/Al2O3 catalyst. On the other hand, fiber-like

structures were observed over Pt/smectite. Whereas on Pt/

CeO2 catalyst, acetone acts as a coke precursor produced

from acetic acid condensation/dehydration and further con-

verts to oligomeric coke species. Condensation of oxygenated

reaction intermediates plays a significant role in the evolu-

tion of amorphous and encapsulating coke while structured

coke generation was due to dehydrogenation of CH4 along

with Boudouard reaction. Three types of surface carbona-

ceous species (amorphous, filamentous and graphitic) are

generated during CH4 decomposition. The first one, highly

reactive carbidic species which act as an intermediate for

filamentous carbon formation (hydrogenable at temperature

z323 K) is formed via dissociation of methane forms

graphitic carbon at high temperature and it is favoured over

Ni catalyst [61,98]. The spectroscopic studies suggest that

carbon formation over Ni (100) requires a lower decomposi-

tion temperature in comparison to Ni (111) surface during

hydrogenation of carbidic carbon. The difference in surface

energies at different Ni surfaces (100) and (111) affects the

local CHx species growth which causes an observed differ-

ence in thermal stability over the Ni surface [99]. On the other

hand, nickel carbide readily decomposes into metallic form

as well as graphitic carbon form at temperature >873 K [100].

The second one is amorphous carbon which is developed via

polymerization of carbidic carbon promotes the formation of

carbon whiskers. The third one the graphitic carbon that is

hydrogenable at temperature ~673 K and shows variable

reactivity for oxidation and hydrogenation reaction [100].

Nogueira et al. [101] through TGA and DTA analysis, investi-

gated the oxidation behavior of different carbonaceous spe-

cies formed during AASR reaction over 15NiAl and 15NiMg/Al
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catalysts, respectively (Fig. 5). They reported that for 15NiAl

catalyst, oxidation of carbon started at 400 �C and continued

till at 670 �C. On the other hand for 15NiMg/Al catalyst,

oxidation of carbon started at 100 �C and ended at 670 �C. For
both the samples, most of the deposited carbon remained

over the catalyst surface at 500 �C. The peak at 350 �Cwas due

to the removal of readily oxidizable carbon species and

desorption of H2O and CO2 from the catalyst surface.

Whereas the peak at temperature >500 �C was assigned to

oxidation of graphitic and filamentous carbon species.

Generally, amorphous and filamentous type of coke were

formed over Cu based catalysts. However, Ni-based catalysts

deactivated by the formation of filamentous and graphitic

carbon [24,92]. For Ni/g-Al2O3 catalyst, increase in Ni loading

resulted in promotion of catalytic cracking reaction at the cost

of ketonization reaction. Increase in Ni loading also resulted in

an increase in deposition of the graphitic form of carbon

deposition over catalyst surface at the expense of amorphous

carbon. A DTA analysis (Fig. 6) of spent catalysts (Ni and Cu

supported onmesoporous support) was carried out to find out

the characteristics of coke formed during AASR. Three types

of carbon formation (amorphous, filamentous and graphitic)

on the catalyst surface observed. At low temperature around

400 �C DTA peak corresponded to the amorphous carbon. The

filamentous type carbon is generally oxidized around 550 �C.
Moreover, higher temperature oxidation peaks over 700 �C
correspond to the graphitic type carbon [24]. The nonfila-

mentous carbon blocks nickel active sites [95,102]. On the

other hand, the filamentous carbon formed via CO and CO2

resulted in the separation of support and the active nickel

sites. The amorphous coke formed during the process could

cover catalytically active sites, resulting in deactivation of the

catalyst species. The filamentous coke grown over metallic

species shows relatively less effect compared to amorphous

coke on catalytic activity [102].

De Bokx et al. investigated the formation of filamentous

carbon from CO and CH4 in the temperature range of

600e1000 K over nickel and iron catalysts. They observed that

initially carbon is deposited in the form of ametastable carbon

intermediate which thermally decomposes to form filamen-

tous carbon [103]. The relatively high mechanical strength

of filamentous carbon makes it compatible enough to

disintegrate active metal from catalyst support completely

[104]. Reports suggest that amorphous carbon resulted in se-

vere deactivation in comparison to filamentous carbon [105].

Fig. 5 e (a) TGA of used 15Ni/Al (inset, SEM micrographs of 15Ni/Al catalyst after reaction) and 15Ni5Mg/Al (inset, SEM

micrographs of 15Ni5Mg/Al catalyst after reaction) catalysts performed under airflow and (b) derivative thermograms for

used 15Ni/Al and 15Ni5Mg/Al catalysts. Reprinted with permission from Ref. [101].

Fig. 6 e DTA analysis of used catalysts (a) 5Ni/MA, 5Cu/MA

(b) 5Ni/HifuelR-120. Reprinted with permission from

Ref. [24].
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The graphitic form of carbon is formed not only by direct

deposition of carbon in the vapor phase but also via heat

treatment of amorphous carbon [106]. At lower temperature,

coke formation occurs mainly due to the catalytic cracking

reactionswhereas at high-temperature CO disproportionation

reaction is responsible for the coke formation [92]. The typical

SEM of graphitic like carbon formed on the deactivated Ni/

CeO2eZrO2 catalyst is shown in Fig. 7. [107] Cheng et al. also

have reported two different carbonaceous sites for coke

deposition over the catalyst surface. The lower temperature

peak at 330 �C in TPO was attributed to the carbon deposition

on the active metal, whereas higher temperature peaks

[550 �C] the (significant one) was attributed to carbon deposi-

tion over the support surface.

It has been concluded by many workers that the lower

temperature peak represents polyaromatic compounds

whereas higher temperature peak represents a pseudo

graphitic structure [108e110]. Francisco et al. have also

described that carbon deposits over catalyst surface during

AASRwas of two types: one is easily oxidizable carbon (300 �C)
amorphous carbon, another oxidized at higher than 500 �C is

assigned to the graphitic or filamentous carbon [111,112].

Effect of operating conditions on reforming reaction

Different studies in the literature showed that operating pa-

rameters such as temperature, water to the acetic acid ratio

(S/C) and catalyst to acetic acid flow rate (space velocity)

affected not only the product distribution but also the carbo-

naceous deposition during steam reforming reaction. Studies

have shown that molar ratio of acetic acid and water has a

significant effect on hydrogen production and mitigation of

coke deposition in AASR [31,32]. Steam is required during

AASR for the gasification of secondary reaction intermediate

generated during the reaction. Thermodynamic analysis has

exhibited that S/C ratio greater than 2 to 1 in AASR is viable.

Furthermore, mol% of CO increases in gaseous product with

temperature beyond 700 �C [72]. This is mainly because of the

exothermic nature of the water gas shift reaction. Operating

parameters such as high steam to carbon ratio and tempera-

ture promote the removal of by-products and carbonaceous

deposition and also favor the hydrogen generation both in

AASR and in sorption enhanced acetic acid steam reforming

(SEAASR) [113e115]. These parameters also play a crucial role

in formation of intermediate products (CO, CH4, C2H4, CH3-

COCH3), which are responsible for coke deposition via

different reactions as shown in Eq. ((18)e(24)). Hoang et al.

investigated the AASR on Ni/HT catalyst in the temperature

range of 600e700 �C. They have reported that conversion of

acetic acid and yield of H2 strongly depended on the reaction

temperature. They showed that the activity of catalyst dras-

tically decreased due to deactivation by coke deposition. They

concluded that at lower temperature, the initial deactivation

of catalyst was strongly influenced by the formation of

acetone [25]. It's well reported in the literature that during

steam reforming process reaction temperature and S/C ratio

both significantly affects the coke deposition over catalyst

surface [33]. Hoang et al. have also reported that the steam/

carbon ratio had a strong impact on conversion and deacti-

vation of the catalyst. They reported that conversion of acetic

acid dropped from 100 to 76% When the S/C ratio lowered

down from 14 to 5. Higher S/C ratio enhanced WGS reaction.

During the steam reforming reaction, both feedstock and

steam compete for active sites over catalyst surface [116]. High

steam to carbon ratio promoted the adsorption of steam on

the active sites and consequently suppressed the decompo-

sition or degradation of the feedstock. High steam partial

pressure also promotes water gas shift reaction to remove CO

intermediate resulting in a higher hydrogen selectivity [62]. A

typical results showing the effect of S/C ratio given in Table 1.

Results show that relatively low carbon balance is obtained at

lower S/C ratio. Low steam ratio favors decomposition of

feedstocks that results in the formation of a large number of

by-products which act as a precursors during coke deposition.

On the other hand high, S/C ratio promotes gasification of

carbon deposits and suppresses formation of carbon pre-

cursors (i.e., CO and CH4), resulting in a higher carbon balance

[62]. Carbon depositions are also regulated by different types

of reactions that occur at different temperatures. Verykios

et al. have reported that during AASR, nature of carbonaceous

species formed over catalyst surface was different at the

different reaction temperatures. They explained that at a

lower temperature (500 �C), CHx type of carbonaceous species

formed via acetone intermediatewhereas at high temperature

(700 �C) only carbon exists on the catalyst surface [34]. Ther-

modynamically, the Boudouard reaction and hydrogenation

of CO are the governing reactions favored at lower tempera-

tures which favor the coke formation. Whereas at high-

Fig. 7 e Scanning electron microscopy and EDX scan of the

used 12%Ni/CeO2eZrO2 catalyst. Reprinted with

permission from Ref. [107].
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temperature Boudouard reaction reverses, and the coke

deposition occurs via decomposition and polymerization of

hydrocarbons (Eqs. (9), (11), (12) (20) (21)) [33,117]. Cheng et al.

described that below 650 �C reaction temperature; a huge

amount of coke deposition occurs on the reactor wall gener-

ated via the Boudouard reaction. Increasing the temperature

to 650 �C or above carbon deposited on the wall of the reactor

was removed [108]. Coke deposition behavior on Rh/La2O3/

CeO2eZrO2 catalyst was studied during AASR by Lemonidou

et al. at different operating parameters such as S/C ratio, co-

feeding of oxygen (oxidative steam reforming) and time on

stream. A result of their studies of coke generated is presented

in Table 2 as mole% of carbon in a reactant converted to coke.

It is clearly seen that the rate of coke deposition over Rh/La2O/

CeO2eZrO2 catalyst is meager. At S/C ratio 3, the average coke

formed per mole of C of acetic acid over the catalyst surface

after 3 h of time on stream (TOS) were measured at 0.009%.

The increase of the S/C ratio from1.5 to 6 results in a reduction

in coke deposition ~4 times, indicating the significance of

excess steam is preventing coke deposition. While, after 15 h

TOS, 0.010 mol of coke was deposited per mole of carbon

present in acetic acid which is equivalent to 2.95 wt% coke

deposited on catalyst [57].

Effect of type of reactors

Generation of carbonaceous species is one of the major

operational challenges that result in catalyst deactivation,

especially for nickel-based catalysts used in steam reforming.

During the reforming process of bio-oil and any of its model

compounds, there always exists a high possibility of coke

formation which not only deactivates the catalyst but also

fouls reactors. For the same reason, it is imperative to use

specially designed reactors to avoid reactor fouling because of

coke formation [65].

Combination of a proper reactor design along with appro-

priate catalyst formulation can minimize carbon formation

during reforming reaction [39]. In case of fluidized bed re-

actors, it is comparatively easy to gasify the coke deposited

over the catalyst surface. For the same reason, fluidized beds

are found to perform better than fixed ones for a continuous

process of AASR [118]. Some authors have also successfully

studied the concept of sequential cracking and coke burn off

as an alternative heat integrated process for bio-oil processing

[119,120]. Davidson et al. investigated a modified dual-bed (2-

bed) system in series for AASR as illustrated in Fig. 8. They

reported that bare catalyst supports show activity only to-

wards acetic acid ketonization reaction and form compara-

tively low coke deposition during AASR. Once the Co was

impregnated into supports, coke deposition increases signifi-

cantly. On the other hand, in case of duel bed (2-bed) config-

uration utilized for AASR, wherein the first bed acetic acid

converts to acetone via ketonization reaction which further

undergoes steam reforming in the second bed. The modified

system demonstrated ~4 times improved stability to overall

coke deposition in comparison to conventional single bed

reactor. The improved stability of the catalyst system could be

because the steam reforming of acetone resulting in less coke

deposition in contrast to acetic acid and also there was an

increase in S/C feed ratio via ketonization reaction which

produces one molecule of H2O and converts one carbon

molecule to CO2 [121].

Effect of Co-feeding of oxygen

During the steam reforming reaction, coke deposition de-

pends on the nature of feed [122]. A small amount of oxygen

during reforming reaction can minimize not only the coking

but also promotes endothermicity of the reactions. Garcia

et al. studied the effect of oxygen addition during AASR and

reported that without addition of oxygen, conversion of acetic

acid decreased with time on stream while the addition of

small amount of oxygen (~4%) had a beneficial effect on acetic

acid conversion with less coke deposition and remained

constant up to a value 100% over 6 h TOS (time on stream). On

the other hand, the yield of hydrogen moderately decreased

because some amount of hydrogen react with oxygen and give

water [124]. Lemonidou et al. showed that H2 yield declined by

approx 19% in comparison to proposed thermodynamic

Table 1 e . Effects of S/C ratio on acetic acid conversion and selectivities of gaseous product at T ¼ 673 K; T ¼ 973 K
LHSV ¼ 10.1 h¡1; P ¼ 1 atm [62].

S/C Conversion (%) Product selectivity (%) Carbon Balance %

H2 CO2 CH4 CO Others

1 57.3 42.6 40.3 21.4 9.5 12.1 88.8

3 70.9 61.6 54.2 17.2 8.6 10.2 90.6

6 85.4 79.1 79.7 11.7 1.1 4.6 94.3

9 100 90.5 91.8 1.6 0.9 0.5 99.2

S/C- steam to carbon ratio.

Table 2 e . Coke deposition over Rh/La2O3/CeO2eZrO2

after acetic acid ateam reforming under various
conditions [57].

Conditions Mole C (coke) per
mole C in acetic

acid, %

S/C ¼ 1.5 (T ¼ 750 �C) 0.025

S/C ¼ 3.0 (T ¼ 750 �C) 0.009

S/C ¼ 6.0 (T ¼ 750 �C) 0.006

Auto thermal steam reforming

(T ¼ 750 �C, O2/steam/carbon ¼ 0.15/3/1)

0.007

Steam reforming, time on stream

(T ¼ 650 �C, 15 h, S/C ¼ 3.0)

0.010

S/C- steam to carbon ratio.

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 4 ( 2 0 1 9 ) 1 2 9 8 3e1 3 0 1 0 12991

https://doi.org/10.1016/j.ijhydene.2019.03.136
https://doi.org/10.1016/j.ijhydene.2019.03.136


calculations on autothermal steam reforming of acetic acid

while keeping the same operating conditions, i.e., 700 �C and

the O2/AcOH ratiowas 0.4 [123]. The surfacemorphology of Ni/

Al catalyst after 6 h reactions without and with oxygen by

scanning electron microscopy (Fig. 9a and b) showed a clear

difference on the catalyst surface. Without oxygen, the major

presence of filamentous carbon was observed while the clean

surface was observed with the addition of oxygen on the

catalyst surface [124]. To resolve the deactivation problem,

Guell et al. reported that activity and stability of Pt/CeO2 and

Pt/ZrO2 could be improved during AASR with the addition of

1% O2 to the reaction mixture. The coke deposition could be

minimized during the reaction by in-situ gasification of coke

in the presence of oxygen [55].

Effect of catalyst preparation methods

Wang et al. studied the effect of catalyst preparation method

on the catalytic steam reforming of acetic acid. They

synthesized Ni/ATC (attapulgite clay) via precipitation,

impregnation and mechanical blending methods. They

observed that strong interaction between Ni species and ATC

support could be attained through a precipitation method

which further enhanced the activity and stability of Ni/ATC

catalyst [125]. Porous silica coated Ni/CeO2eZrO2 catalyst

indicated a notably improved activity (93% AcOH conversion)

compared to Ni/CeO2eZrO2. The coating of porous silica shell

altered the electronic dispersion of Ni surface and enhanced

the intrinsic activity of nickel. The under-coordinated Ni

active site also showed different selectivity of products. The

coated catalysts also showed better stability and no noticeable

deactivation was observed at 600 �C for 30 h. It was reported

that the porous silica coated Ni/CeO2eZrO2 catalyst showed

not only excellent resistance to Ni sintering but also exhibited

significant inhibition of coke formation and enhanced stabil-

ity during AASR, which showed that the presence of a porous

silica layer over Nimetal resists coke deposition [126]. Catalyst

preparation methods regulate the effective dispersion of

Fig. 8 e Graphical representation of single-bed (1-bed) catalyst system consisting of Co-supported catalyst (e.g., Co/CeO2),

and dual-bed (2- bed) catalyst system with ketonization catalyst (e.g., CeO2) placed in sequence with a Co-supported steam

reforming catalyst [121].

Fig. 9 e SEM images of Ni/Al catalyst after 6 h reaction: (a) with no oxygen addition and (b) with 4% oxygen addition.

Reprinted with permission from Ref. [124].
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active phase and metal support interaction. It impedes the

carbonaceous formation during AASR. Wang et al. compared

the effect of type of support (g-Al2O3 and nano g-Al2O3) during

AASR and inferred that nano g-Al2O3 provides more active

sites for the reforming reaction which helps to attain high

conversion and resistance to coke deposition [127]. Huang and

co-worker compared AASR activity and stability over NieCo/

MgO catalyst prepared by two different methods, i.e. co-

precipitation and impregnation methods. They observed

that H2 yield decreased over the time for the catalyst prepared

by impregnation method due to the formation of acetone via

ketonization reaction, which caused the coke deposition over

catalyst surface and resulted in catalyst deactivation. They

also carried out XPS analysis and reported that despite having

more reducible property, the catalyst prepared via impreg-

nation method showed lesser stability in comparison to

catalyst prepared using the co-precipitation method during

AASR [48]. Santo et al. reported that coke deposition was not

dependent on the nature of the metal, but on the preparation

method, They developed Rh and Ru supported on mixed

MgAl(O) catalyst via a new preparation methodology named

size controlled metal nanoparticles deposition (SCMNPs) for

AASR. The prepared Ru SCMNPs derived catalysts showed

high coke resistance and enhanced activity in comparison to

traditionally used impregnation method [44].

Modification of catalyst

Groups of researchers have adopted various strategies to

reduce coke formation during AASR. These include increasing

steam to carbon ratio; auto-thermal steam reforming, co-

feeding of O2, Co-feeding of H2 and catalyst modification

(both active metal and support modification). Increase in

steam to carbon ratio demands a high consumption of energy

for the conversion of water to facilitate the reaction. Auto-

thermal steam reforming is an exothermic reaction thus re-

quires less energy in comparison to steam reforming; how-

ever, overall hydrogen yield gets reduced. A small amount of

oxygen addition is beneficial to minimize coke deposition but

moderately decreases H2 yield. The co-feeding of hydrogen

during reaction reduces deposited carbon, but it enhances the

hydrocarbon yield regardless of H2. Therefore, modification of

catalyst is a better option for limiting the coke deactivation of

catalysts during AASR without affecting yield as well as cost.

Formulation of effective catalyst necessitates information

about metals activity, support and synergistic interaction be-

tween metals and their support during AASR for the carbon

generation and deposition.

Active metal

Chemical nature of an active metal plays a major role in

defining the catalytic activity and stability of the catalyst. A

strong basic characteristic of active metal assists in CO2

adsorption (molecule with acidic characteristics) and helps in

gasification of the formed carbon deposits over catalyst sur-

face. However, those active metals which possess acidic na-

ture assist in coke deposition [128]. Nabgan et al. estimated

basicity of a catalyst via CO2-TPD based peak area and

reported that strong basic sites present in active metals

become an active oxygen source specieswith high activity and

act as the inhibitor for coke deposition on catalyst surface

[129]. Furthermore, the acidic behavior of the catalysts varies

with the nature and the proportion of active metal.

Hu et al. studied acetic acid steam reforming over different

transition metal catalysts supported over alumina and

concluded that Ni and Co catalysts exhibited much better

activity and stability in comparison to Fe and Cu catalysts.

Besides, Ni and Co also showed different reaction network and

selectivity. Moreover, the Ni/Al2O3 catalyst exhibited the

lowest coke deposition, metal sintering, and active metal

oxidation rates in comparison to all tested catalysts [27]. Guell

et al. [54] have investigated Ni/ZrO2 catalyst and found quick

deactivation, but activity of the Ni catalysts got enhanced by

the incorporation of basic La2O3 and CeO2 in ZrO2 support

[25,54,55] Noble metals showed more resistance to coke

deposition in contrast to nonnoble metals. Verykios et al. [30]

compared nickel with noble metals; they conclude that noble

metals showed lower activity but more stable behavior to-

wards coke deposition. They also proved that among noble

metals Rh was the most active noble metal in comparison to

Ru, Pt, and Pd. Among noble metals, Rh had the capacity of

scission both CeC and CeH bond [46,128].

Cobalt

Cobalt-based catalysts had relatively high activities towards

water gas shift reactions at low temperatures [129,130]. Cobalt

catalysts are also low-cost catalysts in comparison to noble

metal catalysts and have the capacity of breaking of CeC

bonds at lower temperatures. Nonetheless, the performance

of metallic cobalt-based catalyst suffers severe deactivation

due to carbon deposition [32]. Deactivation also occurs

because of metal oxidation [27,38,39]. Mizuno et al. reported

that Co catalyst remained oxidized and inactive at a lower

temperature. A lower carbon deposition was observed when

Co was combined with Ni catalyst due to a higher rate of

oxidation of C* by O and OH, as well as the presence of CoO on

metal cores of Co and CoNi catalysts [131]. The DFT calcula-

tion was carried out to investigate the decomposition mech-

anism of AcOH steam reforming over cobalt [81,82]. The Co

(111) surface, was shown to follow minimal energy pathway

with the formation of acetate (CH3COO) intermediate, which

adsorbed on the surface to form a bridge configuration con-

necting two O atoms bonded on the top site of catalyst surface

[82]. Li et al. thoroughly investigated the acetic acid decom-

position mechanism and proposed that the formation of acyl

species (CH3CO) and dehydrogenation is the rate-determining

step (RDS) [81]. However, Xun et al. showed that Co/Al2O3

catalyst was more active in the thermal decomposition of

acetic acid and higher amounts of CO was formed in com-

parison to Ni/Al2O3 [6]. Metallic cobalt phase is an active phase

for the steam reforming reaction. Oxidation of these species

causes catalyst deactivation, which further leads to coke for-

mation reaction [69]. It is in order to mentioned that Co sup-

ported on alumina showed strong interaction with the

support and resulted in the formation of cobalt aluminate,

which was difficult to reduce. As a result, it exhibited low

activity during the reforming reaction [132].
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Nickel

Nickel is the most extensively used metal catalyst for steam

reforming of acetic acid due to its excellent ability in facili-

tating cleavage of CeC, OeH and CeH bond and dehydroge-

nation reactions [126,133,134]. Similar to cobalt, nickel-based

catalysts require lower reaction temperature and exhibit high

activity. Activity of the base metal decreases in the order

Ni > Co > Fe > Cu [27]. The main advantage of Ni-based

catalysts compared with those of noble metals is their

high activity towards CeC bond cleavage and high selectivity

for the H2 generation at a substantially lower cost

[40,115,118,124,135e138]. However, Ni-based catalysts are

more vulnerable to coke formation [29]. Hence the develop-

ment of Ni-based catalysts, having more resilience towards

coke deposition and remains a major challenge [24,139].

Coke formation depends not only on the properties of the

reactants but also on the oxidation state of nickel species

present over the support surface. Ni in its metallic form is

considered to be an active state for steam reforming reaction;

on the other hand, the oxide form of the Ni (NiO) does not

catalyze the reaction [140]. Hence, the catalytic activity of Ni/

Al2O3 catalyst is mainly determined by the characteristic of

metallic Ni species over Al2O3. Amount of Ni loading over Ni/g-

Al2O3 catalyst affects the carbon deposition species and coke

formation. With an increase in Ni loading 10 to 20 wt% sta-

bility is enhanced due to the resistance of catalyst towards

coke formation [102]. The increase of Ni loading did not in-

crease the activity of catalystwhile it only alters the properties

and structures of the coke formed as confirmed by the TPO

and TEM result of catalysts shown in Fig. 10 and Fig. 11 (a) &

(b). Fibrous kind of structures was formed over the 20% Ni/

Al2O3 while 10% Ni/Al2O3 catalysts showed the amorphous

type of coke on catalytic sites. Moreover, 20 wt% Ni/g-Al2O3

catalyst had more aromatic and carbon nanotube structured

coke species which, however, was not noticeable over 5 wt%

Ni/g-Al2O3 catalyst [102,106]. Hu et al. observed an increase in

graphitic like species when Ni loading was increased from 9 to

15% [76,98]. The coke formation study of steam reforming

reaction over Ni-based catalysts showed (Fig. 12) that catalyst

deactivationwas because of encapsulation by nonfilamentous

carbon, which blocked the active catalyst sites [41]. Filamen-

tous carbon formed from CO and CO2 does not lead to catalyst

deactivation but results in detachment of active nickel sites

from the support [95,140]. Medrano et al. [124] investigated the

influence of calcination temperatures (750, 850 and 900 �C) on
Ni/Al catalyst and observed an increase in spinel phase for-

mation (NiAl2O4) at high calcinations temperature, which was

difficult to reduce. Hence, 900 �C calcined catalyst showed a

lower activity in comparison to catalyst calcined at 750 �C and

800 �C. Calcination temperature affects the interaction of

metal and support it has been investigated by Hu et al. who

reported that catalyst calcined at high temperature could

improve the catalytic stability due to enlargedmean pore size,

which enhanced themass transfer efficiency [141]. Goyal et al.

observed that 12 wt% NieAl monolithic catalyst was more

stable than 12 wt%NieAl pelletized catalyst [142]. Stability of

Ni-based catalyst against carbon deposition can be enhanced

by increase water adsorption over the support to gasify coke

precursor or by modification of active metal surface via the

presence of other metals [46,143,144].

Copper

Cu based catalysts have better activities in case of low-

temperature reactions. For example, CueZnO catalyst

showed excellent performance for methanol steam reform-

ing. However, in case of acetic acid reforming, CueZnO and Cu

supported g-Al2O3 catalysts showed poor activity [27,145].

Addition of Cu into Ni/Al catalyst resulted into a poor catalytic

activity in comparison to conventional Ni/Al catalyst Bimbela

et al. found that when copper was used as a promoter, it

improved the stability of Ni/Al co-precipitated catalyst with a

slight decrease in initial reforming activity because of a

reduction of Ni sites concentration. Consequently, it acted as a

resistance for the encapsulation of coke formation. However,

the formation of filamentous type carbon increased due to the

presence of copper [146]. Addition of Cu also exhibited a better

activity towards methane decomposition and also facilitated

the gasification of carbonaceous species deposited during

thermal decomposition of methane [147,148]. Comparison of

the catalytic performance of Cu and Ni-based catalysts

showed that Cu/g-Al2O3 activates the decomposition of AcOH

giving mainly CH4 and CO2 and exhibits better stability to-

wards coke formation [24].

Hu et al. studied AASR for hydrogen generation utilizing

transition metal catalysts (Ni, Fe, Co or Cu)/Al2O3. They found

that Ni and Co had higher activities for CeC and CeH bonds

cleavage. As discussed above, the copper-based catalyst

showed lower activity and selectivity of hydrogen during

steam reforming of acetic acid. For the same reason, bime-

tallic catalysts (e.g., FeeCo, NieCo, and NiePd) have been

widely studied [125,149,150].

Bimetallic catalyst

Monometallic catalysts showed a significant amount of coke

deposition while in the case of a bimetallic catalyst, syner-

gistic interaction between the two metals may have a bene-

ficial effect to prevent carbon deactivation and increased H2

selectivity during AASR [24,129e131,151,152]. Therefore,

extensive research is being carried out in recent past to

investigate the synergistic effect of bimetallic catalysts such
Fig. 10 e TPO analysis of catalysts. Reprinted with

permission from Ref. [141].
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as NieCo during steam reforming to minimize deactivation by

coke deposition. In comparison to bimetallic solely Ni or Co

catalyst showed higher coke deposition [153,154]. The study

showed that bimetallic catalysts had better activities and

stabilities and excellent coke resistance during the steam

reforming reactions [155,156]. Besides, NieCu bimetallic

catalyst also promoted capability of carbonaceous species

gasification during reforming reaction [155]. Hu.et al. has also

reported an increase in catalyst activity and stability of

bimetallic catalysts during AASR [130,151]. They found that

mixed CoeNi and CoeFe catalysts exhibited high activity and

stability during AASR. However, they did not explain the

reasons for high activity and stability. Wang et al. reported

detailed studies over CoeFe unsupported catalysts with

different Co/Fe ratios. They found that increasing amount of

Fe decreased the activity and stability due to unstable

adsorption of H2O on Fe surface, it obstructed the steam

reforming andWGS reaction [82]. Pant et al. reported that high

hydrogen yield (~80%) and less coke deposition on catalyst

surface occurred over bimetallic CueZn/CaeAl catalysts. The

incorporation of Zn not only improved the H2 yield but also

reduced deactivation of active catalyst sites [47]. In addition,

Liu et el. Described that Few active sites of Cu and Zn over the

catalyst surface were deactivated by carbon deposition during

acetic acid steam reforming [157]. When successive layers of

coke deposition begin to develop on various site of active

metals, the adsorbed carbonaceous atomic groups nearby the

active sites of catalyst generated from the hydrocarbon (like

ketones) get deposited on the catalyst surface, which may

remain on catalyst surface for a longer span and obstruct the

activity of Cu. At that crisis, active sites of Zn particle break

the inter-cohesive force between catalyst active sites and

carbide, as the carbide begins to develop [47].

Pant et al. synthesized bi-functional NieCo catalysts which

showed better performance in comparison to conventional

catalysts because of inhibition of methanation or reverse

water gas shift reactions [39]. Bimetallic CoeNi catalysts pre-

pared by impregnation method supported over MgAl2O4 with

different Co/Ni ratio for acetic acid steam reforming have been

studied. The study reported that the use of CoeNi catalyst

inhibited the CH4 formation and carbon accumulation. The

authors reported that active Ni catalyst favored the CeC bond

cleavage and promoted the formation of CHx species and

further CHx converted to CH4 combining with produced H2 at

low temperature and thus resulting in low H2 yield. At high

temperatures, CHx species gets decomposed into C* and H* on

active Co surface at high temperature [131]. Because of the

synergistic effect use of NieW bimetallic catalyst shows high

stability with the minimal CH4 formation. Addition of W into

Ni-based catalyst improves the coke resistivity of the catalyst,

improving the stability of the catalyst during AASR reaction

[158]. Use of small loading of noble metals, e.g., Rh, Ru, Ir, Pt

comparatively exhibited more activity and less coke genera-

tion during AASR, but because of the higher cost issue, these

Fig. 11 e Typical structure of coke species formed on (a)10% Ni/Al2O3 (b) 20% Ni/Al2O3 during AASR. Reprinted with

permission from Ref. [102].

Fig. 12 e Scanning electronmicroscopy of 5% Ni/CeO2eZrO2

catalyst after reaction. Reprinted with permission from

Ref. [26].
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types of catalysts are difficult to commercialize. Assaf et al.

observed that bimetallic NieCo/g-Al2O3 showed compara-

tively better performance at a lower temperature (500 �C)
during acetic acid steam reforming in comparison to mono-

metallic Ni/g-Al2O3. Presence of cobalt in the bimetallic cata-

lyst inhibits coke formation over catalyst surface [38]. It is

apparent that Co addition has a significant effect on sup-

pression of coke formation. Xun et al. [130] proved that the

addition of Co in Nickel catalyst exhibited the long-term sta-

bility up to 70 h. Huang et al. investigated steam reforming of

acetic acid as a representative compound of bio-oil over NieCo

bimetallic catalysts supported on MgO. They reported that

bimetallic catalysts showed better resistance to coke deposi-

tion than monometallic. The characterization results of

catalyst indicate that higher activity of catalyst ascribed to 1)

high intrinsic activity of metal, 2) resistance to coke forma-

tion, and 3) stability of structures and electronics properties in

AASR [48]. In the case of Bimetallic NieCu catalyst, the for-

mation of the alloy of these metals was observed and perfor-

mance of this catalyst was reported to be better than a

monometallic Ni-based catalyst, yielding less CH4. Addition of

Cu suppressed the coke formation and enhanced the stability

of Ni-based catalyst during the steam reforming [159]. Both

sole Ni and Cu based catalysts showed severe coke forma-

tion on the catalyst surface compared to NieCu alloy-based

catalyst [24].

Trimetallic catalyst

Hu et al. demonstrated that due to synergistic effect, tri-

metallic Cu, Zn, and Co had better resistivity towards coke

formation in comparison to bi-metallic and monometallic

catalysts. During AASR Cu species are active for removal of CO

generated during reaction while Co shows activity for CH4 and

acetone reforming and Zn acts as a significant promoter to

enhance the catalytic activity at low temperature [145].

Active metal sintering

In addition to coke deposition, sintering is another important

cause for catalyst deactivation during steam reforming reac-

tion [160]. The cause of sintering is the minimization of the

surface energy, subsequent to the reduction of the surface

area resulted into agglomeration of small particles size which

lead to increase average particle size. It effect is pronounced in

case of supported nickel catalysts during steam reforming

[161]. German also suggested sintering geometry and

concluded that bond developed during sintering become

apparent as the contact area between the particles increases

[162]. Assaf et al. described above phenomenon over 15Ni/Al

catalyst by high-resolution transmission electronmicroscopy,

in which sintering of nickel particles was observed Fig. 13

[101]. Sintering of nickel catalysts during steam reforming

has been investigated extensively in H2O/H2 model atmo-

sphere [41,163e165], which is quite appropriate for steam

reforming reaction. It has been observed in the reforming

process that partial pressures of steam and hydrogen are

exceedingly important and most likely control the rate of

sintering [161]. Sehested et al. reported that Ni/Al2O3 catalysts

typically sintered in a severe hydrothermal environment

because of the large amount of loading of Ni and formation of

NiAl2O4. While the addition of a small amount of magnesium

and potassium resulted in formation of MgAl2O4 and K2Al2O4,

which suppressed the nickel segregation on the support sur-

face and formation of NiAl2O4 and consequently prevented

the sintering [166]. Qian et al. investigated a fresh and a spent

catalyst by XRD analysis and concluded that after the AASR,

crystallite sizes of the Ni
�
estimated by Scherrer equation

increased due to the sintering of nickel crystallites [152].

Addition of Mg [167], Ce [168] and La [169,170] were able to

disperse the active metal efficiently and prevent the forma-

tion of less active NiAl2O4 and inhibit sintering also. A series of

nickel core-shell catalysts with different shell species SiO2,

Al2O3, CeO2, and TiO2 were synthesized. All core-shell cata-

lysts showed superior resistance towards Ni sintering at high

reaction temperatures. Fig. 14 explains the schematic repre-

sentations of the inhibition of nickel sintering in core-shell

catalysts [68]. It was reported that the porous silica coated

Ni/CeO2eZrO2 catalyst exhibited an excellent resistance to-

wards Ni sintering [126].

Support effect (doping with other metals)

Besides active metals, support materials also affect catalytic

activity and coke formation during steam reforming reaction.

As mentioned in the literature, supports take part in steam

reforming reactions by dissociating H2O into ions [42,171,172].

Goicoechea et al. investigated and reported that catalytic

performance and stability are strongly dependent not only on

the support surface but also on chemistry and strength of

metal support interaction [32]. Al2O3 supported metal cata-

lysts exhibited high selectivity towards hydrogen generation

during steam reforming of acetic acid. On the other hand, the

acidic property of Al2O3 also catalyzes dehydration reaction

which subsequently leads to the deactivation of the catalyst

due to coke formation. Basic supports such as MgO and ZnO

are used to avoid dehydration reactions, but they also catalyze

secondary reactions such a ketonization and oligomerization

which deactivate catalyst due to coke formation [131]. Redox

ability and basicity of the support materials are the major

Fig. 13 e HRTEM image of 15 Ni/Al catalyst (sintering

process). Reprinted with permission from Ref. [101].
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factors that influence the coke resistance during acetic acid

steam reforming. Catalyst support composition also affects

the coke resistivity of catalysts [173]. Wang et al. carried out

steam reforming of acetic acid over Ni/nano-Al2O3 catalyst

and observed that nano-size Al2O3 support exhibits excellent

activity and stability (more than 10 h) in comparison to com-

mercial g-Al2O3 due to a high surface area which results in a

better dispersion of active metals [127]. Development of sili-

cate organized mesoporous materials, such as MCM-41 and

SBA-15, have opened new opportunities in the area of catal-

ysis synthesis. These materials, having ordered pore struc-

tures, are less vulnerable to carbon deposition as compared to

traditionalmicroporous catalyst supports. Also, they offer less

diffusional resistance during the movement of reactants to

the active sites [174e178]. However, in the presence of water

vapor, some of the silicates organized mesoporous materials

exhibit low hydrothermal stability [158].

Alumina

Among the different supports available, alumina is exten-

sively used as a support in steam reforming reaction due to

high surface area for active metal dispersion, and also it ex-

hibits high chemical and thermal stability [32,152,171,179].

Water adsorption capability of support decides the steam

reforming reaction pathway involved. It promotes product

selectivity followed by coke gasification. Presence of acidic

sites over catalyst surface results in adsorption of a higher

number of CO species and the promotes the water gas shift

reaction [180]. Chen et al. investigated the influence of the

crystalline phase of Al2O3 over Ni-based catalyst during AASR

and concluded that coke deposition was different on all four

phases (a, b, g, q) of alumina. They inferred by the TGA anal-

ysis that Ni/a-Al2O3 showed better stability compared to other

Ni/x-Al2O3 catalysts (x ¼ a, b, g, q) [92]. The presence of Lewis

acid sites over alumina support causes catalysts deactivation

due to coke formation over the catalyst surface. Verykios et al.

compared carbon deposition behavior over Al2O3 support and

concluded that Al2O3 being acidic favors decomposition and

subsequent polymerization reactions which resulted in the

generation of a considerable amount of graphitic carbon

deposition over support during the AASR, [33]. Addition of

basic metal oxides (i.e., MgO, CeO2, and ZrO2) in Al2O3 helps in

lowering down the coke formation [181].

ZrO2

ZrO2 is an amphoteric oxide, where both acidic/basic sites

co-exist. This property not only assists in the adsorption of

steam and carbon oxides onto the catalyst surface but also

promotes dissociation of water over the catalyst surface.

This helps in improving H2 yield and catalyst stability

[149,182]. During reforming reactions, ZrO2 (without any

catalyst) decomposes acetic acid into acetone, carbon diox-

ide and methane as primary products with no hydrogen

[58,149]. Consequently, the active phase particularly Pt and

Ni were explored for high conversion and selectivity towards

hydrogen from acetic acid. ZrO2 was utilized as support by

Takanabe and co-worker for the Pt-based catalyst during

steam reforming reactions [58,59]. They reported severe

deactivation of the catalyst due to blockage of the active site

even in the presence of higher steam to carbon ratio via

formation of coke/oligomers. The main drawback, when

ZrO2 was solely used as a support, is its low surface area and

mechanical stability which make ZrO2 unsuitable as support

for AASR, [183]. Li et al. described that Ni (16 wt %) ZrO2

catalyst can inhibit coke formation efficiently in comparison

to other metallic catalysts over ZrO2 support. Nickel particle

size did not change with nickel loading up to 16 wt%. A

further increase in Ni loading resulted in an increase in

particle size which adversely affected the conversion of the

catalyst [149]. Reports suggest that modification of Ni/ZrO2

catalyst with CeO2 makes catalyst more resilient towards

coke formation [184e186]. Ni/CeO2eZrO2 catalysts provide

83.4% of the maximum hydrogen selectivity and 0.39% of

minimum methane selectivity at 650 �C, which is much

better in comparison to commercial catalysts [187].

Observing pulse experiments with acetic acid over ZrO2

Fig. 14 e Schematic illustrations of the Ni sintering inhibition of the core-shell catalysts [68].
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support, Takanbe at al. have observed the formation of

ketene (CH3CO) and CH4 in a small amount by the decom-

position of acetone (Eq. (29)) and by dehydration of AcOH.

Because of the presence of excess steam during steam

reforming, decomposition reaction was the most favorable

pathway for Ketene formation via AcOH [58].

CH3COCH3 / CH2CO þ CH4 (29)

CH3COOH/ CH2COþH2O (30)

Acetone formed on ZrO2 can also further go aldol

condensation reaction:

CH3COCH3/ CH2COHCH3 þ CH3COCH3 (31)

CH2COHCH3þ CH3COCH3/ (CH3)2C(OH)CH2COCH3 (32)

(CH3)2C(OH)CH2COCH3/ (CH3)2C-CHCOCH3 þ H2O (33)

Ketene and mesityl oxide both can undergo oligomeriza-

tion reaction to form carbon deposits, which block the cata-

lytically active sites and in process deactivate the catalyst [58].

Porous silica coated Ni/CeO2eZrO2 catalyst showed a signifi-

cantly enhanced activity (93% AcOH conversion) than Ni/

CeO2eZrO2, the coated catalysts exhibit excellent stability,

and no apparent deactivation was detected at 550 �C and

600 �C within 30 h [126].

CeO2

It has been observed that the incorporation of CeO2 increases

the activity as well as the stability of the catalyst by increasing

the active metal dispersion and oxidation of carbon deposited

over the catalyst surface [188]. The redox properties of CeO2,

due to the presence of oxygen vacancies on its surface or

metal-ceria interface and high oxygen storage capabilities

qualifies CeO2 as active support during AASR [189,190]. The

CeO2whenused as catalyst support significantly promotes the

elimination of coke deposition formed over catalyst surface

owing to high oxygen storage capabilities and facile redox

properties, but it is unstable at higher temperature [80,86].

Fig. 15 displays that a sufficient amount of oxygen vacancies

are present on the surface of CeO2 or the metal-ceria in-

terfaces. Therefore, thewater gas shift reaction gets promoted

by the addition of CeO2 [Eq. (2)] [191]. The main drawback of

the CeO2 is its low surface area. One of the possible routesmay

be that it is incorporated with high surface area support like g-

Al2O3 [152]. It is well known that the incorporation of CeO2

enhances catalyst activity by improving the Ni dispersion over

catalyst surface [87] also that of noble metal catalyst [145].

Besides, the generation of CeAlO3 species under reducing

conditions at high temperatures, the reducing environment

also favors elimination coke precursor and thus prevents coke

deposition over catalyst surface [192,193]. Jianglong et al. have

reported that the coke deposition is significantly reduced by

the addition of ceria in case of bimetallic NieRu/Al2O3 catalyst

because of oxygen storage and the oxygen release property of

ceria as explained by the following reaction-

CeO2 % CeO2-x þ Ox (34)

where Ox represents the mobile lattice oxygen present over

the CeO2 surface.

The mobile oxygen present in the CeO2 lattice can be

transferred from the oxygen vacancies to the surface of the

catalyst, and the oxygen is further transferred to the metallic

surface and acceleratesmitigation of coke precursor oxidation

by following reactions:

Cx Hy þ Oz Cx-1Hy þ COþ Oz-1 (35)

where CxHy represents the coke species on the catalyst

surface.

Therefore, coke generation is reduced by bringing down

the growth of coke precursor [152]. CeO2 also act as an oxygen

buffer by reversible redox oxidation state (Ce4þ/Ce3þ) ability
that can exchange oxygen efficiently [191,194]. The presence

of Ce3þ ions over the CeO2 surface affects coke generation over

the catalyst surface due to the presence of mobile lattice ox-

ygen [152]. Moreover, the existence of migrated oxygen over

themetal surface improves coke precursor oxidation, which is

represented by the reaction below [195].

C(s) þ Ox / CO þ Ox-1 (36)

Where C(s) is the coke species on the catalyst.

La2O3

Acetic acid steam reformingwas carried out over Ni/La2O3, Co/

La2O3, andNieCo/La2O3 catalyst byWalid et al.. They observed

Fig. 15 e The oxidation of CO, coke and coke precursor via migrated oxygen vacancies in the lattice of CeO2 during the steam

reforming of acetic acid [152].
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that at all the investigated temperature ranges lanthanum

supported Ni catalyst exhibited excellent performance in

terms of both high hydrogen yield and stability by reducing

carbon deposition over the catalyst surface [129]. Generally, g-

Al2O3 is used as catalyst support in the different thermo-

chemical process because of its low cost and excellent ther-

mal stability as well as the high surface area. However, high

acidic nature makes it susceptible to coke deposition on its

surface and consequently catalyst activity and stability by

deactivation of catalyst is lowered [80]. Hence, the addition of

basic promoters e.g. alkali metal and alkaline earth metal has

been proposed to neutralize the acidic sites of g-Al2O3

[196,197]. One more approach is the incorporation of rare

earth metals La2O3, which extensively enhance the perfor-

mance and prevent carbon formation over the metallic sur-

face due to the basic characteristics and CO2 absorption

features in comparison to the g-Al2O3 during AASR

[31,198,199]. Lanthanum modified Ni/ZrO2 catalyst was

investigated by Guell et al..They reported that the addition of

La2O3 not only enhanced the conversion and hydrogen yield

but also increased catalyst stability during AASR [54]. La2O3

forms oxygen-containing species (La2O2CO3) during the reac-

tion and finally hindered the coke deposition over the catalyst

surface. The excellent characteristic of prevention of coke

deposition of La2O3 is due to the reactions given below Eqs.

(37) and (38) [85].

La2O3 þ CO2 / La2O2CO3 (37)

La2O2CO3 þ C / La2O3 þ 2CO (38)

Garbarino et al. reported that addition of La2O3 lowers the

acidity of the support by associating with acidic sites present

on the Al2O3 surface and thus enhancing the hydrogen

selectivity and catalyst stability [198]. Reports suggest that the

incorporation of La2O3 in nickel-based catalysts causes the

interaction between Ni and La atoms which prevents the

formation of NiAl2O4 [169]. Sanchez-Sanchez et al. experi-

mented Ni/x%La2O3eAl2O3 (x ¼ 3, 6, 15) catalyst with a

different La2O3 loading over g-Al2O3 surface and reported that

incorporation of lanthanumnot only decreased the acidity but

also increased the dispersion and stability of nickel metal by

inhibiting the coke formation. It also influenced the interac-

tion of support and Nickel metallic phase, with high interac-

tion of Ni and La atoms resulting in the formation of nickel

aluminates (NiAl2O4) [200]. On the other hand, Hernandez

et al. have reported the opposite results. They showed that,

following addition of La2O3, increased the proportion of NiO

species and weak interaction between support and metal

phase [201]. Moreover, La2O3 is also known to prevent sinter-

ing of oxides and metal particles at severe reaction conditions

[164]. Therefore, for preparation of the highly active and stable

catalyst, the addition of La2O3 in widely used as an additive

over g-Al2O3 [60,118,137,169,198,200].

Mixed oxide

Various studies have been reported which aim at a better

selectivity towards hydrogen generation and minimization of

coke formation over catalyst surface [30,57,59,80,202,203]. Use

of mixed oxide supports such as CeO2eZrO2 and La2O3/CeO2e

ZrO2 helps in lowering down the coke formation [26,57].

Lemonidou et al. investigated steam reforming of acetic acid

over Rh/La2O3/CeO2eZrO2 and reported that coke formation

was inhibited because of CeO2eZrO2 support which acted as a

reducible support. The reducible property of CeO2eZrO2 sup-

port assists in removing the deposited coke over active sites

efficiently in the form of CO and CO2.

Effect of alkali and alkaline earth metals

The coke formed covers the active catalytic sites and does not

allow reactant molecules to reach to the sites responsible for

steam reforming reaction [204,205]. Use of acidic supports

(e.g., Al2O3) also promotes coke formation over active metal

during steam reforming reaction. In order to neutralize acidic

sites and enhance the performance of catalyst by inhibiting

the coke formation over catalyst surface, the incorporation of

basic alkali metals such as (Li, Na, K, and Cs) and alkaline

earth metals (Ca, Mg and Sr) has been reported

[29,30,66,100,206]. Furthermore, modification with alkaline

earth oxides (CaO, MgO) is extensively used in reforming re-

actions to neutralize the acidic sites of g-Al2O3 and enhance

stability [196,197,207]. Moreover, adding alkali and alkaline

earthmetals favours adsorption of H2O and OH� mobility over

catalyst surface significantly, which facilitate carbon oxida-

tion and subsequently inhibite coke formation over catalysts

surface [47,208,209]. Pant et al. reported that coke generation

over the support (Ca-12/Al-7) surfaces was insignificant

because of excess oxygen present in the 12CaO$7Al2O3 phase

[47]. Lu et al. reported that addition of K to cobalt supported

catalyst significantly enhanced the hydrogen production via

effectively diminishing the methane formation during AASR

as well as high catalytic stability by resisting the coke for-

mation [69]. Potassium also suppresses the CH4 dehydroge-

nation and slow down the coke formation over nickel-

supported catalyst [210]. Incorporation of CaO and MgO to

support material not only results in diminishing the quantity

of coke deposition but also changes the nature of coke

[211,212]. The initial coke formation rate over the catalyst

surface gets accelerated with the incorporated promoters (Mg

and Ca) with the catalyst. After a long time on stream (TOS)

reaction, the amount of the coke deposited over catalyst sur-

face with promoter was less in comparison with the catalyst

without promoter [213]. Basic oxides help in lowering down

the coke deposition over catalyst surface. Alkaline earth

support increases the concentration of basic sites and

strengthens the adsorption of CO2 on the catalyst. This

adsorbed CO2 reacts with carbon species, resulting in sup-

pression of deposited carbon by the following reaction:

CO2 þ C(A) / 2CO (39)

Where C(A) represent the amorphous carbon. (DG�
600�C ¼

�4.4 kJ mol-1) [214].

Passos et al. reported that among basic earth metals, the

addition of Ca and Mg to Ni/a-Al2O3 improved the overall ac-

tivity and stability of the catalyst. However, Mg only was

accounted for the reduction of Ni ensembles particles size due

to the attachment of nickel particles with Mg. Mg obstructs

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 4 ( 2 0 1 9 ) 1 2 9 8 3e1 3 0 1 0 12999

https://doi.org/10.1016/j.ijhydene.2019.03.136
https://doi.org/10.1016/j.ijhydene.2019.03.136


Table 3 e Conversion, selectivity of H2, carbon deposition and stability analysis during AASR over different type of catalyst.

Catalyst
(Active Metal)

Support Steam/AcOH
(S/C)

Temp
(�C)

Conversion of
AcOH (%)

Yield/Selectivity
(%)

Carbon
Deposition

Stability
(h)

Space
Velocity (h�1)

Ref.

12 Ni CeO2eZrO2 3 700 100 ~80 e 15 e [108]

12 Ni 7.5CeO2eZrO2 3 650 100 83.4 e 25 2.8 (LHSV) [187]

10Ni 7.8CeO2eZrO2 3 600 85 85 0.092mmoleC/h.gAcOH

(TOS 15 h)

15 0.45 (WHSV) [126]

Silica-coated Ni CeO2eZrO2@PeSiO2 3 600 ~95 ~94 0.048mmoleC/h.gAcOH 30 0.45 (WHSV) [126]

15Ni La2O3eZrO2 3 600 ~100 89.27 0.23 mmoleC/h.gAcOH 20 0.789 (WHSV) [226]

15Ni 5MgOeAl2O3 2 600 96 69~ 0.057mmoleC/h.gAcOH

(TOS 6 h)

24 1.14 (WHSV) [101]

15Ni 10MgOeAl2O3 2 600 93 ~48 0.050mmoleC/h.gAcOH

(TOS 6 h)

60 1.14 (WHSV) [101]

15Ni 1MgOeAl2O3 2 600 97 ~47 0.088050mmoleC/

h.gAcOH (TOS 6 h)

60 1.14 (WHSV) [101]

17Ni La2O3eAl2O3 5.7 600 78 0.53moleH2/moleAcOH e ˃2 53.33 (W/FA0) [39]

17Ni La2O3eAl2O3 3 750 97 e 0.22 (TOS 4 h) 4 e [30]

17 Ni La2O3eAl2O3 3 700 62 98 0.43 mmoleC/h.gAcOH

(TOS 2.10 h)

2.1 (TOS) 0.005 g s/cm3 [33]

10Ni Lae3Al2O3 2.5 700 100 83 e 20 10 (WHSV) [227]

10Ni Ca.2Al 3 750 100 ~83 14.8% or 0.28 mmoleC/

h.gAcOH (TOS 3 h)

3 34500 (GHSV) [128]

5Ni Ca.2Al 3 750 100 ~89 5.4% or 0.10 mmoleC/

h.gAcOH (TOS 3 h)

3 34500 (GHSV) [128]

5Ni 12Ca.7Al 3 750 100 ~31 9.4% or 0.18 mmoleC/

h.gAcOH (TOS 3 h)

3 34500 (GHSV) [128]

3Ni 1Ce-Olivine 5 750 90.9 59.3 2.5% (TOS 2 h) 2 2987 (GHSV) [217]

6Ni 1Ce-Olivine 5 750 91.5 59.5 0.5% (TOS 2 h) 2 2987 (GHSV) [217]

3Ni 1Cee1Mg/Olivine 5 750 97.3 60.9 7.7% 70 2987 (GHSV) [217]

6Ni 1Cee1Mg/Olivine 5 750 97.9 61.1 4.1% 70 2987 (GHSV) [217]

6Ni 3Cee1Mg/Olivine 5 750 99.7 61.5 0.2% 70 2987 (GHSV) [217]

Co La2O3eAl2O3 1 400 100 93.8 5% C 20 10.1 (LHSV) [228]

Co La2O3eCeO2 1 400 87.4 86.3 6% 20 10.1 (LHSV) [228]

15Ni Al2O3 2 600 93 ~57 0.079 mmoleC/h.gAcOH

(TOS 6 h)

6 1.14 (WHSV) [101]

15Ni Nano-Al2O3 9.2 700 ~98 ~85 e 13 3 [127]

16Ni ZrO2 1 500 100 90 e ˃6 10.1 (LHSV) [149]

10Ni Al2O3 3 600 95 1.8moleH2/moleAcOH 1.09 mmoleC/h.gAcOH

(TOS 6 h)

6 e [38]

20Ni Al2O3 3 600 98 2.4moleH2/moleAcOH 1.23 mmoleC/h.gAcOH

(TOS 6 h)

6 e [38]

30Ni Al2O3 3 600 100 2.4moleH2/moleAcOH 1.45 mmoleC/h.gAcOH

(TOS 6 h)

6 e [38]

15Ni La2O3 2.5 700 100 80.9 e 20 10 (WHSV) [31]

17Ni Al2O3 3 750 ~80 ~99 0.24% (TOS 4 h) 4 e [30]

15Ni g-Al2O3 2 600 ~100 79 6.5% (TOS 1 h) 1 e [92]

15Ni Q-Al2O3 2 600 ~100 33 5% (TOS 1 h) 1 e [92]

15Ni d-Al2O3 2 600 ~100 53 4.5% (TOS 1 h) 1 e [92]
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15Ni a-Al2O3 2 600 ~100 90 1.7% (TOS 1 h) 1 e [92]

25Ni Al2O3 3 550 ~93 ~84 0.041gC/gcat.h 24 20.6 (LHSV) [140]

Ni @Al2O3

@core shell

3.18 750 98.8 ~69 42.0% (TOS 10 h) 10 21 (WHSV) [68]

Ni @Al2O3-i i-improved 3.18 750 ~100 ~90 15.2% (TOS 10 h) 10 21 (WHSV) [68]

Ni @Al2O3e10Ce 3.18 650 97 ~73 14.8% (TOS 10 h) 10 21 (WHSV) [229]

5Ni Mesoporous Al2O3 (MA) 2.5 750 100 68 37.8% (TOS 3 h) 3 e [24]

15Ni Ash 9.2 700 98.4 85.6 e 11 4 (WHSV) [230]

30Ni Al2O3 6 600 100 90 12% (TOS 20 h) 20 10.1 (LHSV) [62]

3Ni Olivine 5 750 57.2 54.8 5.8% (TOS 1 h) 1 2987 (GHSV) [217]

6Ni Olivine 5 750 59.2 54.0 5.4% (TOS 2 h) 2 2987 (GHSV) [217]

5Ni Zr-SBA-15 2.5 750 100 57.8 39% (TOS 3 h) 3 e [158]

5Ni SBA-15 2.5 750 100 70.3 8%C (TOS 3 h) 3 e [158]

15Ni MgO-m m-mesoporous 6 600 ~100 3.1 mol H2/mole AcOH 4% C 20 e [218]

10Ni Al2O3 1.5 600 95e72 68e50 e 30 12.1 (LHSV) [221]

5Ni 50WeZr-SBA-15 2.5 750 93 45 10%C (TOS 3 h) 3 e [158]

10Ni KeAl2O3 1.5 600 95e92 75e72 e 30 12.1 (LHSV) [221]

5 Cu (MA) 2.5 750 66 10 25.3% (TOS 3 h) 3 e [24]

15 Co ZnO 3.5 500 100 98 43.35% C or 1.0�10-2

gC/g AcOH (TOS 3.8 h)

3.8 190000 (GHSV) [121]

15Co 3CeO2 3.5 500 96 34 33.99% or 7.03�10-3

gC/gAcOH (TOS 1.6 h)

1.6 880000 (GHSV) [121]

30Co Al2O3 1.2 400 ~83.5 ~83.5 ~28% 30 15.1 (LHSV) [69]

30Co MgeAl2O3 1.2 400 ~70 ~71 ~48% 30 15.1 (LHSV) [69]

30Co KeAl2O3 1.2 400 ~100 ~92 ~15% 30 15.1 (LHSV) [69]

17Ni Al2O3eLa2O3 3 750 97 100 0.24% (TOS 4 h) 100 45.67 (WHSV) [30]

17 Ni MgOeAl2O3 3 750 100 100 0.22 (TOS 4 h) 45 45.67 (WHSV) [30]

5Ni CeO2eZrO2 3 750 100 92 1.5% or 0.029 molC/mol

C in AcOH (TOS 3 h)

3 34500 (GHSV) [26]

0.5 Pt ZrO2 5 600 100 87.0 >15% C (TOS 3 h) 3 40000 (GHSV) [59]

0.84 Pt ZrO2 5 352 46.2 8.2 3.7 mmol/g.s (TOS 5 min

pulse)

e 320000 (GHSV) [42]

0.5Rh La2O3eCeO2eZrO2 3 750 100 98 0.009%C (TOS 3 h) 3 34500 (GHSV) [57]

0.5Rh Ca.2Al2O3 3 750 86.5 ~69 1.6% or 0.03mmoleC/

mole AcOH (TOS 3 h)

3 34500 (GHSV) [128]

0.5Rh 12Ca.7Al2O3 3 700 100 ~78 3.3% or 0.06mmoleC/

mole AcOH (TOS 3 h)

3 34500 (GHSV) [128]

0.5Rh CeO2eZrO2 3 750 100 90 1.71% or 0.007 molC/mol

C in AcOH (TOS 15 h)

15 34500 (GHSV) [26]

5Ru Al2O3 3 700 18 95 8.4% (TOS 2 h) 2 45.67 (WHSV) [34]

5Ru MgOeAl2O3 3 750 100 99 0.11% (TOS 4 h) 30 45.67 (WHSV) [30]

5Ru CeO2eAl2O3 3 750 93 94 0.61% (TOS 4 h) 4 45.67 (WHSV) [30]

5Ru La2O3eAl2O3 3 750 100 98 0.26% (TOS 4 h) 50 45.67 (WHSV) [30]

0.5Rh Al2O3 3 750 ~56 ~91 0.39% (TOS 4 h) 4 45.67 (WHSV) [30]

1 Pt Al2O3 3 750 ~9 ~12 0.37% (TOS 4 h) 4 45.67 (WHSV) [30]

1Pd Al2O3 3 750 ~13 ~81 1.37% (TOS 4 h) 4 45.67 (WHSV) [30]

1Ru Al2O3 3 750 ~15 ~81 0.43% (TOS 4 h) 4 45.67 (WHSV) [30]

5Ru Al2O3 3 750 ~35 ~92 0.32% (TOS 4 h) 4 45.67 (WHSV) [30]

(continued on next page)
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Table 3 e (continued )

Catalyst
(Active Metal)

Support Steam/AcOH
(S/C)

Temp
(�C)

Conversion of
AcOH (%)

Yield/Selectivity
(%)

Carbon
Deposition

Stability
(h)

Space
Velocity (h�1)

Ref.

5Pd HZSM-5 9.2 600 95.7 60 e e 345 (GHSV) [146]

5Nie5Co La2O3 e 550 89.2 0.59 mol % 9.6% (TOS 6 h) 6 0.1134 (WHSV) [129]

Ni0.2-C00.8 6MgO 8 600 ~100 3.1moleH2/mole AcOH 7.1% (TOS 20) 20 e [48]

5 Cu-28 Ni Al2O3eMgO 5.6 650 94.3 3.0 moleH2/mole AcOH e 10 1.0gcat.min/g.AcOH [231]

15Nie60Co La2O3eAl2O3 5.7 600 92 1.05 moleH2/mole AcOH e ˂2 53.33gcat.h/mole [39]

20Nie80Co 5.7 600 96 2.6 moleH2/mole AcOH e 4 53.33gcat.h/mole [39]

CueZneCo

(Cu/Zn/Co ¼ 1:1:1)

e 7.5 500 100 90 3.5% (TOS 100 h) 100 5.1 (WHSV) [145]

15Nie2Ru 10CeO2eAl2O3 3.18 750 ~100 ~74.6 e ˃2 21 (WHSV) [152]

20Nie10Co Al2O3 3 600 100 1.4 moleH2/mole AcOH 1.83mmoleC/h (TOS 6 h) 6 e [38]

25Nie5Co Al2O3 3 600 100 2.1 moleH2/mole AcOH 1.83mmoleC/h (TOS 6 h) 6 e [38]

10Ni-9.9Fe ZDA 9.2 700 100 90 e 11 4 (WHSV) [29]

5.5Ni-2.5Co MgAl2O4 4 500 ~100 ~62 8.2mgC/gcat.h (TOS 6 h) 6 e [131]

4Coe4Ni MgAl2O4 4 500 ~100 ~63 8.9mgC/gcat.h (TOS 6 h) 6 e [131]

2.5Cu-2.5Ni Mesoporous

alumina (MA)

2.5 750 100 67 33.1 (TOS 3 h) 3 [24]

NieFe (Ni/Fe ¼ 1:1) PG 3 600 80 52 12.5mgC/gcat.h (TOS

4 h)

4 14427 (GHSV) [232]

NieFe (Ni/Fe ¼ 1:1) Ce0.4-PG 3 600 95 87 9.6mgC/gcat.h (TOS 4 h) 4 14427 (GHSV) [232]

8Ni MgAl2O4 4 500 ~100 ~63 22.7mgC/gcat.h (TOS

6 h)

6 e [131]

8Co MgAl2O4 4 500 ~100 ~62 5.4mgC/gcat.h (TOS 6 h) 6 e [131]

0.4Ni MgeAl 3 600 70 1.89 moleH2/mole AcOH 3.51% (TOS 12 h) 12 e [233]

0.5Ni MgeAl (hydrotalcite precursor) 3 600 70 1.81 moleH2/mole AcOH 4.07% (TOS 12 h) 12 e [233]

0.51Rh MgAlO (Mg70) 6 700 ~100 ~65e70 3.4mgC/gcat.h (TOS

20 h)

20 6 (WHSV) [44]

0.37Rh M(TOA)/Mg70

(SCMNPs method)

6 700 100 ~65e70 1.9mgC/gcat.h (TOS

20 h)

20 6 (WHSV) [44]

0.59Ru (Mg70) 6 700 60 40 4.9mgC/gcat.h (TOS

20 h)

20 6 (WHSV) [44]

0.38Ru M(TOA)/Mg70

(SCMNPs method)

6 700 100 70 2.0mgC/gcat.h (TOS

20 h)

20 6 (WHSV) [44]

Perovskite

La0.9Ce0.1NiO3

Perovskite 3 750 95 90 11.8% (TOS 30 h) 30 2.1 (WHSV) [234]
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graphene nucleation pathway and, in the process, helped in

less reactive coke formation. While addition of Ca, showed

advance characteristics and have been recommended

because of its capacity to gasify adsorbed carbon species

[211,215]. It was observed that the integration of MgO to Ru/

Al2O3 exhibits beneficial effect towards coke deposition,

which was attributed due to the formation of magnesium

aluminate spinel structure, which enhances O andeOH anion

overflow from the carrier onto the Ru particles and hence

improves the carbon gasification rate and thus increasing the

catalyst life [78,143]. Incorporation ofMgO as an additive in Ni/

Al2O3 catalyst, resulted in improved catalytic performance for

both H2 yield and carbon conversion [216]. Xu et al. have re-

ported that the addition of MgO in NieCeO2/olivine promoted

the steam adsorption capability and improved the activity and

lowered down the coke deposition [217]. Yang et al. investi-

gated acetic acid steam reforming over Ni/MgO-m (meso-

porous MgO) and observed that MgO as support showed the

highest catalytic activity and stability [218]. NieCo bi-metallic

MgO based catalyst was tested in AASR for hydrogen pro-

duction. Ni0.2Co0.8Mg6O7±d catalyst showed high resistance

towards coke formation [48]. NiO forms a solid solution into

the MgO matrix and helps in inhibiting the growth of Ni par-

ticles over the surface of Ni-based catalysts [218]. Addition of

promoters may also prevent the coke formation on Ni-based

catalysts. During steam reforming of methane, incorporation

of alkali and alkaline earth metals, K, Na, Ca and Mg, to the

support improved catalytic activity and stability of Ni cata-

lysts [219,220]. Recently, Medrano et al. [202] investigated that

addition of Mg to Ni/Al catalysts enhanced the catalytic ac-

tivity and stability during AASR. Mg incorporation in Ni/Al

catalyst with a Mg/Ni molar proportion of 0.26 gave an

excellent performance during steam reforming without

deactivation. Hu et al. [221] reported the effect of the addition

of alkali metals like Li, Na, K, and Mg in Ni/Al2O3 catalysts

during AASR. They observed that alkali metals modified cat-

alysts restrained the formation of methane, especially with

NieK/Al2O3 catalyst.

Moreover, the presence of K also enhances the stability of

the Ni catalyst through inhibition of carbon formation. Many

researchers have reported different promoters for the steam

reforming process [137,143,211,222]. Among them, calcium

has been utilized as a promoter for nickel supported alumina

catalysts for dry reforming of CH4 [210,223,224] and some

researchers explained its utilization in steam reforming re-

action, enhancing the stability of nickel phases in hydro-

carbon cracking processes [128,211]. Mg modified nickel-

alumina catalysts enhances the catalyst strength and

improve the adsorption of steam; improving carbonaceous

species gasification and also stabilizes active nickel sites

because of preventing their sintering [143,225]. Hence, both

(Mg and Ca) enhance the stability of the catalyst by reducing

its acidity and also lower down the cracking and polymeri-

zation reactions [211].

Table 3 presents the comparative study of conversion, H2

selectivity, amount of carbon deposition and stability analysis

during AASR reported by previous researchers over different

types of catalysts and supports. The table demonstrates the

correlation among different kind of active metals (noble

and the non-noble), the interaction of bimetallic catalysts,

supports, modified and mixed oxide supports regarding con-

version H2 yield, stability and the amount of coke deposition

during AASR. The amount of coke deposition over different

temperatures and with different time on streams have also

been compared during the reaction. The steam to carbon feed

ratio was also taken arbitrarily or to the requisite stoichio-

metric basis by various researchers. Therefore, a significant

part of catalyst deactivation is dependent on different oper-

ating parameters. Overall, among noble metal Rh showed

minimum coke deposition. Ni and Co or their bimetallic in-

teractions with mixed oxide or spinel structure catalyst have

indicated significant abilities to minimize the carbon deposi-

tion during AASR. Individual synthesized support like size

controlled metal nanoparticles and silica-coated catalyst

have also shown lower coke deposition even in long-term

duration TOS.

Conclusions

Prevention of the coke deposition over the catalyst surface

during acetic acid steam reforming is a big challenge for the

AASR process. Encapsulation of catalyst surface with the coke

results in severe catalyst deactivation. There are different

techniques practiced by industries in order to control the coke

formation among which coke gasification to convert into CO

and CO2 is themost practiced one. Present review summarizes

a broad analysis for the reduction of carbon formation using

suitable catalysts and supports, types of reactors etc., to in-

crease catalyst life. Reduction in the rate of carbon formation

during reforming reaction is also a technique to improve the

catalyst life but not a permanent solution. Modification of

active metal and support or both is the best approach to pre-

vent carbon formation. Present review also discusses the po-

tential reaction pathways, mechanism of carbonaceous

deposition over catalyst surface and different intermediate

reactions involved during AASR. Which are the major deacti-

vation routes during the AASR process. Different types of

active metal facilitate a defined reactions pathway, which

may or may not produce carbonaceous species. There are

significant advantages to study hydrogen generation from

acetic acid, and so far, a number of catalysts have been

formulated for AASR. Among available catalysts, Rh and Pt-

based catalysts were reported to exhibit excellent catalytic

activity, long-term stability and lower coke formation. How-

ever, their high cost prevents the utilization of noblemetals in

an industrial scale. Among different transition metals, nickel-

based catalysts are cheaper and exhibit high performance

towards hydrogen generation. However, deactivation due to

coke formation over the nickel-based catalyst is the major

issue. Traditionally, oxide support such as Al2O3, CaO and

MgO are used for steam reforming reaction, but all supports

suffer severe coke deactivation problem. Therefore, for longer

stability CeO2, ZrO2 are identified as oxide supports because of

their high redox property and basic character on the catalyst

surface. Rare earth metal oxide La2O3 also exhibits excellent

coke resistance nature by forming La2O2CO3. Utilization of

mixed oxide support and the addition of alkali and alkaline

earth metals such as Mg and K over Ni/Al2O3 catalyst

promotes oxygen mobility and easy coke gasification by
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increasing the reaction between steam and coke deposited

over the catalyst surface and in the process reduces the car-

bon polymerization. Hence, nickel-based catalysts supported

over ZrO2/CeO2/LaO2 kind of oxide support might be a prom-

ising catalyst. Incorporation of small amounts of oxygen

during reforming reaction also helps to minimize the coking

by gasifying the carbon deposited over the catalyst surface.

Combination of proper reactor design along with suitable

catalyst formulation also plays a significant role in minimi-

zation of carbon formation. Fluidized bed reactor and dual bed

system in series during AASR showed lesser coke deposition

compared to fixed bed reactor.

However, not only coke deposition but catalyst sintering is

also a primary objective to minimize catalyst deactivation. So,

with all the useful information in the literature, it is still a

challenge to design and develop an active, stable and high

hydrogen-selective catalyst for AASR.
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[55] Güell BM, Babich I, Nichols K, Gardeniers J, Lefferts L,
Seshan K. Design of a stable steam reforming catalystda
promising route to sustainable hydrogen from biomass
oxygenates. Appl Catal, B 2009;90:38e44.

[56] Grace JR, Li X, Lim CJ. Equilibrium modelling of catalytic
steam reforming of methane in membrane reactors with
oxygen addition. Catal Today 2001;64:141e9.

[57] Lemonidou AA, Vagia EC, Lercher JA. Acetic acid reforming
over Rh supported on La2O3/CeO2eZrO2: catalytic
performance and reaction pathway analysis. ACS Catal
2013;3:1919e28.

[58] Takanabe K, Aika K-i, Seshan K, Lefferts L. Sustainable
hydrogen from bio-oildsteam reforming of acetic acid as a
model oxygenate. J Catal 2004;227:101e8.

[59] Takanabe K, Aika K-i, Seshan K, Lefferts L. Catalyst
deactivation during steam reforming of acetic acid over Pt/
ZrO2. Chem Eng J 2006;120:133e7.

[60] Valle B, Aramburu B, Remiro A, Bilbao J, Gayubo AG. Effect
of calcination/reduction conditions of Ni/La2O3eaAl2O3

catalyst on its activity and stability for hydrogen production
by steam reforming of raw bio-oil/ethanol. Appl Catal, B
2014;147:402e10.

[61] Djaidja A, Libs S, Kiennemann A, Barama A.
Characterization and activity in dry reforming of methane
on NiMg/Al and Ni/MgO catalysts. Catal Today
2006;113:194e200.

[62] Hu X, Lu G. Investigation of the steam reforming of a series
of model compounds derived from bio-oil for hydrogen
production. Appl Catal, B 2009;88:376e85.

[63] Rossetti I, Biffi C, Bianchi CL, Nichele V, Signoretto M,
Menegazzo F, et al. Ni/SiO2 and Ni/ZrO2 catalysts for the
steam reforming of ethanol. Appl Catal, B
2012;117e118:384e96.

[64] Shaikjee A, Coville NJ. The role of the hydrocarbon source
on the growth of carbon materials. Carbon 2012;50:3376e98.

[65] Kechagiopoulos PN, Voutetakis SS, Lemonidou AA,
Vasalos IA. Sustainable hydrogen production via reforming
of ethylene glycol using a novel spouted bed reactor. Catal
Today 2007;127:246e55.

[66] Chen G, Tao J, Liu C, Yan B, Li W, Li X. Hydrogen production
via acetic acid steam reforming: a critical review on
catalysts. Renew Sustain Energy Rev 2017;79:1091e8.

[67] Zhang L, Hu X, Hu K, Hu C, Zhang Z, Liu Q, et al. Progress in
the reforming of bio-oil derived carboxylic acids for
hydrogen generation. J Power Sources 2018;403:137e56.

[68] Pu J, Nishikado K, Wang N, Nguyen TT, Maki T, Qian EW.
Core-shell nickel catalysts for the steam reforming of acetic
acid. Appl Catal, B 2018;224:69e79.

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 4 ( 2 0 1 9 ) 1 2 9 8 3e1 3 0 1 0 13005

http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref31
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref32
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref32
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref32
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref32
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref32
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref33
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref33
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref33
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref33
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref34
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref34
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref34
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref34
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref35
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref35
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref35
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref35
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref36
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref36
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref36
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref36
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref36
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref36
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref37
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref37
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref37
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref37
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref38
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref38
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref38
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref38
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref38
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref38
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref39
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref39
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref39
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref39
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref39
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref40
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref40
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref40
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref40
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref41
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref41
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref41
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref42
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref42
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref42
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref42
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref42
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref42
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref43
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref43
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref43
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref43
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref43
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref43
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref44
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref44
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref44
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref44
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref44
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref45
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref45
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref45
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref45
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref45
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref45
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref46
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref46
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref46
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref46
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref46
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref47
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref47
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref47
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref47
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref47
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref48
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref48
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref48
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref48
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref48
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref48
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref49
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref49
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref49
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref49
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref49
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref49
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref50
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref50
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref50
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref50
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref50
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref50
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref50
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref51
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref51
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref51
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref51
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref52
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref52
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref52
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref52
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref52
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref52
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref52
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref53
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref53
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref53
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref53
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref54
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref54
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref54
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref54
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref54
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref54
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref55
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref55
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref55
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref55
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref55
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref55
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref56
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref56
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref56
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref56
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref57
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref58
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref58
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref58
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref58
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref58
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref59
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref59
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref59
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref59
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref59
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref60
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref61
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref61
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref61
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref61
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref61
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref62
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref62
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref62
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref62
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref63
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref63
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref63
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref63
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref63
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref63
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref63
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref63
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref64
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref64
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref64
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref65
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref65
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref65
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref65
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref65
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref66
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref66
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref66
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref66
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref67
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref67
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref67
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref67
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref68
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref68
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref68
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref68
https://doi.org/10.1016/j.ijhydene.2019.03.136
https://doi.org/10.1016/j.ijhydene.2019.03.136


[69] Hu X, Dong D, Shao X, Zhang L, Lu G. Steam reforming of
acetic acid over cobalt catalysts: effects of Zr, Mg and K
addition. Int J Hydrogen Energy 2017;42:4793e803.

[70] Zhang Q, Chang J, Wang T, Xu Y. Review of biomass
pyrolysis oil properties and upgrading research. Energy
Convers Manag 2007;48:87e92.

[71] Aasberg-Petersen K, Hansen J-HB, Christensen T,
Dybkjaer I, Christensen PS, Nielsen CS, et al. Technologies
for large-scale gas conversion. Appl Catal, A
2001;221:379e87.

[72] Goicoechea S, Ehrich H, Arias PL, Kockmann N.
Thermodynamic analysis of acetic acid steam reforming for
hydrogen production. J Power Sources 2015;279:312e22.

[73] Mackie J, Doolan K. High-temperature kinetics of thermal
decomposition of acetic acid and its products. Int J Chem
Kinet 1984;16:525e41.

[74] Suleman F, Dincer I, Agelin-Chaab M. Comparative impact
assessment study of various hydrogen production methods
in terms of emissions. Int J Hydrogen Energy
2016;41:8364e75.

[75] Czekaj I, Loviat F, Raimondi F, Wambach J, Biollaz S,
Wokaun A. Characterization of surface processes at the Ni-
based catalyst during the methanation of biomass-derived
synthesis gas: X-ray photoelectron spectroscopy (XPS). Appl
Catal, A 2007;329:68e78.

[76] Hu C-W, Yao J, Yang H-Q, Chen Y, Tian A-M. On the
inhomogeneity of low nickel loading methanation catalyst.
J Catal 1997;166:1e7.

[77] Hou T, Zhang S, Chen Y, Wang D, Cai W. Hydrogen
production from ethanol reforming: catalysts and reaction
mechanism. Renew Sustain Energy Rev 2015;44:132e48.

[78] Trane-Restrup R, Jensen AD. Steam reforming of cyclic
model compounds of bio-oil over Ni-based catalysts:
product distribution and carbon formation. Appl Catal, B
2015;165:117e27.

[79] S�a S, Silva H, Brand~ao L, Sousa JM, Mendes A. Catalysts for
methanol steam reformingda review. Appl Catal, B
2010;99:43e57.

[80] An L, Dong C, Yang Y, Zhang J, He L. The influence of Ni
loading on coke formation in steam reforming of acetic
acid. Renew Energy 2011;36:930e5.

[81] Li X, Wang S, Zhu Y, Yang G, Zheng P. DFT study of bio-oil
decomposition mechanism on a Co stepped surface: acetic
acid as a model compound. Int J Hydrogen Energy
2015;40:330e9.

[82] Wang S, Li X, Guo L, Luo Z. Experimental research on acetic
acid steam reforming over CoeFe catalysts and subsequent
density functional theory studies. Int J Hydrogen Energy
2012;37:11122e31.

[83] Ran Y-X, Du Z-Y, Guo Y-P, Feng J, Li W-Y. Density functional
theory study of acetic acid steam reforming on Ni (111).
Appl Surf Sci 2017;400:97e109.

[84] Wang S, Li X, Zhang F, Cai Q, Wang Y, Luo Z. Bio-oil catalytic
reforming without steam addition: application to hydrogen
production and studies on its mechanism. Int J Hydrogen
Energy 2013;38:16038e47.

[85] Li Z, Hu X, Zhang L, Lu G. Renewable hydrogen production
by a mild-temperature steam reforming of the model
compound acetic acid derived from bio-oil. J Mol Catal A
Chem 2012;355:123e33.

[86] Parizotto N, Rocha K, Damyanova S, Passos F, Zanchet D,
Marques C, et al. Alumina-supported Ni catalysts modified
with silver for the steam reforming of methane: effect of Ag
on the control of coke formation. Appl Catal, A
2007;330:12e22.

[87] Koo KY, Lee S-h, Jung UH, Roh H-S, Yoon WL. Syngas
production via combined steam and carbon dioxide
reforming of methane over NieCe/MgAl2O4 catalysts with

enhanced coke resistance. Fuel Process Technol
2014;119:151e7.

[88] Alenazey F, Cooper C, Dave C, Elnashaie S, Susu A,
Adesina A. Coke removal from deactivated CoeNi steam
reforming catalyst using different gasifying agents: an
analysis of the gasesolid reaction kinetics. Catal Commun
2009;10:406e11.

[89] Latorre N, Romeo E, Cazana F, Ubieto T, Royo C,
Villacampa J, et al. Carbon nanotube growth by catalytic
chemical vapor deposition: a phenomenological kinetic
model. J Phys Chem C 2010;114:4773e82.

[90] Latorre N, Romeo E, Villacampa J, Caza~na F, Royo C,
Monz�on A. Kinetics of carbon nanotubes growth on a
NieMgeAl catalyst by CCVD of methane: influence of
catalyst deactivation. Catal Today 2010;154:217e23.

[91] Latorre N, Cazana F, Martı́nez-Hansen V, Royo C, Romeo E,
Monz�on A. Ni-Co-Mg-Al catalysts for hydrogen and
carbonaceous nanomaterials production by CCVD of
methane. Catal Today 2011;172:143e51.

[92] Chen G, Tao J, Liu C, Yan B, Li W, Li X. Steam reforming of
acetic acid using Ni/Al2O3 catalyst: influence of crystalline
phase of Al2O3 support. Int J Hydrogen Energy
2017;42:20729e38.

[93] Vicente J, Ere~na J, Montero C, Azkoiti MJ, Bilbao J,
Gayubo AG. Reaction pathway for ethanol steam reforming
on a Ni/SiO2 catalyst including coke formation. Int J
Hydrogen Energy 2014;39:18820e34.

[94] Vicente J, Montero C, Ere~na J, Azkoiti MJ, Bilbao J,
Gayubo AG. Coke deactivation of Ni and Co catalysts in
ethanol steam reforming at mild temperatures in a
fluidized bed reactor. Int J Hydrogen Energy
2014;39:12586e96.

[95] Montero C, Ochoa A, Casta~no P, Bilbao J, Gayubo AG.
Monitoring NiO and coke evolution during the deactivation
of a Ni/La2O3eaAl2O3 catalyst in ethanol steam reforming in
a fluidized bed. J Catal 2015;331:181e92.

[96] Słowik G, Greluk M, Machocki A. Microscopic
characterization of changes in the structure of KCo/CeO2

catalyst used in the steam reforming of ethanol. Mater
Chem Phys 2016;173:219e37.

[97] Remiro A, Valle B, Aguayo A, Bilbao J, Gayubo AG. Steam
reforming of raw bio-oil in a fluidized bed reactor with prior
separation of pyrolytic lignin. Energy Fuels 2013;27:7549e59.

[98] de la Piscina PR, Homs N. Use of biofuels to produce
hydrogen (reformation processes). Chem Soc Rev
2008;37:2459e67.

[99] He H, Nakamura J, Tanaka K-i. Spectroscopic evidence for
the formation of CHx species in the hydrogenation of
carbidic carbon on Ni (100). Catal Lett 1992;16:407e12.

[100] Sharma YC, Kumar A, Prasad R, Upadhyay SN. Ethanol
steam reforming for hydrogen production: latest and
effective catalyst modification strategies to minimize
carbonaceous deactivation. Renew Sustain Energy Rev
2017;74:89e103.

[101] Nogueira FGE, Assaf PGM, Carvalho HWP, Assaf EM.
Catalytic steam reforming of acetic acid as a model
compound of bio-oil. Appl Catal, B 2014;160e161:188e99.

[102] Zhang C, Hu X, Zhang Z, Zhang L, Dong D, Gao G, et al.
Steam reforming of acetic acid over Ni/Al2O3 catalyst:
correlation of calcination temperature with the interaction
of nickel and alumina. Fuel 2018;227:307e24.

[103] De Bokx P, Kock AJH, Boellaard E, Klop W, Geus JW. The
formation of filamentous carbon on iron and nickel
catalysts: I. Thermodynamics. J Catal 1985;96:454e67.

[104] Anderson J, Boudart M. Catalysis science and
technologyvol. 6; 1984.

[105] Liu F, Qu Y, Yue Y, Liu G, Liu Y. Nano bimetallic alloy of
NieCo obtained from LaCo x Ni1� xO3 and its catalytic

i n t e rn a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 4 ( 2 0 1 9 ) 1 2 9 8 3e1 3 0 1 013006

http://refhub.elsevier.com/S0360-3199(19)31144-9/sref69
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref69
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref69
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref69
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref70
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref70
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref70
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref70
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref71
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref71
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref71
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref71
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref71
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref72
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref72
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref72
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref72
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref73
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref73
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref73
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref73
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref74
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref74
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref74
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref74
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref74
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref75
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref75
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref75
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref75
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref75
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref75
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref76
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref76
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref76
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref76
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref77
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref77
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref77
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref77
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref78
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref78
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref78
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref78
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref78
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref79
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref79
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref79
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref79
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref79
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref79
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref79
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref80
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref80
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref80
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref80
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref81
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref81
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref81
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref81
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref81
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref82
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref82
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref82
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref82
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref82
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref82
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref83
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref83
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref83
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref83
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref84
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref84
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref84
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref84
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref84
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref85
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref85
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref85
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref85
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref85
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref86
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref86
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref86
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref86
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref86
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref86
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref87
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref88
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref88
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref88
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref88
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref88
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref88
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref88
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref88
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref89
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref89
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref89
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref89
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref89
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref90
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref91
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref91
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref91
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref91
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref91
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref91
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref92
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref93
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref93
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref93
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref93
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref93
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref93
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref93
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref94
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref94
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref94
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref94
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref94
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref94
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref94
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref95
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref96
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref96
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref96
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref96
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref96
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref97
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref97
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref97
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref97
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref98
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref98
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref98
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref98
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref99
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref99
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref99
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref99
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref99
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref100
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref100
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref100
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref100
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref100
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref100
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref101
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref101
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref101
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref101
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref101
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref102
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref102
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref102
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref102
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref102
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref102
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref102
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref103
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref103
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref103
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref103
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref104
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref104
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
https://doi.org/10.1016/j.ijhydene.2019.03.136
https://doi.org/10.1016/j.ijhydene.2019.03.136


performance for steam reforming of ethanol. RSC Adv
2015;5:16837e46.

[106] Iijima S. Helical microtubules of graphitic carbon. Nature
1991;354:56.

[107] Hu R-r, Yan C-f, Zheng X-x, Liu H, Zhou Z-y. Carbon
deposition on Ni/ZrO2eCeO2 catalyst during steam
reforming of acetic acid. Int J Hydrogen Energy
2013;38:6033e8.

[108] Cheng F, Dupont V. Nickel catalyst auto-reduction during
steam reforming of bio-oil model compound acetic acid. Int
J Hydrogen Energy 2013;38:15160e72.

[109] Park C, Keane MA. Catalyst support effects in the growth of
structured carbon from the decomposition of ethylene over
nickel. J Catal 2004;221:386e99.

[110] Chen J, Yang X, Li Y. Investigation on the structure and the
oxidation activity of the solid carbon produced from
catalytic decomposition of methane. Fuel 2010;89:943e8.

[111] Guo J, Lou H, Zhao H, Chai D, Zheng X. Dry reforming of
methane over nickel catalysts supported on magnesium
aluminate spinels. Appl Catal, A 2004;273:75e82.

[112] Perez-Lopez OW, Senger A, Marcilio NR, Lansarin MA. Effect
of composition and thermal pretreatment on properties of
NieMgeAl catalysts for CO2 reforming of methane. Appl
Catal, A 2006;303:234e44.

[113] Tian X, Wang S, Zhou J, Xiang Y, Zhang F, Lin B, et al.
Simulation and exergetic evaluation of hydrogen
production from sorption enhanced and conventional
steam reforming of acetic acid. Int J Hydrogen Energy
2016;41:21099e108.

[114] Vagia EC, Lemonidou AA. Thermodynamic analysis of
hydrogen production via steam reforming of selected
components of aqueous bio-oil fraction. Int J Hydrogen
Energy 2007;32:212e23.

[115] Wang D, Czernik S, Montane D, Mann M, Chornet E.
Biomass to hydrogen via fast pyrolysis and catalytic steam
reforming of the pyrolysis oil or its fractions. Ind Eng Chem
Res 1997;36:1507e18.

[116] Marquevich M, Medina F, Montan�e D. Hydrogen production
via steam reforming of sunflower oil over Ni/Al catalysts
from hydrotalcite materials. Catal Commun 2001;2:119e24.

[117] Trimm DL. Catalysts for the control of coking during steam
reforming. Catal Today 1999;49:3e10.

[118] Gald�amez JR, Garcı́a L, Bilbao R. Hydrogen production by
steam reforming of bio-oil using coprecipitated Ni� Al
catalysts. Acetic acid as a model compound. Energy Fuels
2005;19:1133e42.

[119] Davidian T, Guilhaume N, Daniel C, Mirodatos C.
Continuous hydrogen production by sequential catalytic
cracking of acetic acid: part I. Investigation of reaction
conditions and application to two parallel reactors operated
cyclically. Appl Catal, A 2008;335:64e73.

[120] Davidian T, Guilhaume N, Provendier H, Mirodatos C.
Continuous hydrogen production by sequential catalytic
cracking of acetic acid: Part II. Mechanistic features and
characterisation of catalysts under redox cycling. Appl
Catal, A 2008;337:111e20.

[121] Davidson SD, Spies KA, Mei D, Kovarik L, Kutnyakov I, Li XS,
et al. Steam reforming of acetic acid over Co-supported
catalysts: coupling ketonization for greater stability. ACS
Sustainable Chem Eng 2017;5:9136e49.

[122] Trimm DL. Coke formation and minimisation during steam
reforming reactions. Catal Today 1997;37:233e8.

[123] Vagia EC, Lemonidou AA. Thermodynamic analysis of
hydrogen production via autothermal steam reforming of
selected components of aqueous bio-oil fraction. Int J
Hydrogen Energy 2008;33:2489e500.

[124] Medrano J, Oliva M, Ruiz J, Garcia L, Arauzo J. Catalytic
steam reforming of acetic acid in a fluidized bed reactor

with oxygen addition. Int J Hydrogen Energy
2008;33:4387e96.

[125] Wang Y, Chen M, Liang T, Yang Z, Yang J, Liu S. Hydrogen
generation from catalytic steam reforming of acetic acid by
Ni/attapulgite catalysts. Catalysts 2016;6:172.

[126] Zhao X, Xue Y, Yan C, Huang Y, Lu Z, Wang Z, et al.
Promoted activity of porous silica coated Ni/CeO2ZrO2

catalyst for steam reforming of acetic acid. Int J Hydrogen
Energy 2017;42:21677e85.

[127] Wang S, Cai Q, Zhang F, Li X, Zhang L, Luo Z. Hydrogen
production via catalytic reforming of the bio-oil model
compounds: acetic acid, phenol and hydroxyacetone. Int J
Hydrogen Energy 2014;39:18675e87.

[128] Vagia EC, Lemonidou AA. Hydrogen production via steam
reforming of bio-oil components over calcium aluminate
supported nickel and noble metal catalysts. Appl Catal, A
2008;351:111e21.

[129] Nabgan W, Abdullah TAT, Mat R, Nabgan B, Jalil AA,
Firmansyah L, et al. Production of hydrogen via steam
reforming of acetic acid over Ni and Co supported on La2O3

catalyst. Int J Hydrogen Energy 2017;42:8975e85.
[130] Hu X, Lu G. Investigation of steam reforming of acetic acid

to hydrogen over NieCo metal catalyst. J Mol Catal A Chem
2007;261:43e8.

[131] Mizuno SCM, Braga AH, Hori CE, Santos JBO, Bueno JMC.
Steam reforming of acetic acid over MgAl2O4-supported Co
and Ni catalysts: effect of the composition of Ni/Co and
reactants on reaction pathways. Catal Today
2017;296:144e53.

[132] Arbag H, Yasyerli S, Yasyerli N, Dogu G, Dogu T.
Enhancement of catalytic performance of Ni based
mesoporous alumina by Co incorporation in conversion of
biogas to synthesis gas. Appl Catal, B 2016;198:254e65.

[133] Pieterse J, Boon J, Van Delft Y, Dijkstra J, Van den Brink R. On
the potential of nickel catalysts for steam reforming in
membrane reactors. Catal Today 2010;156:153e64.

[134] Wu G, Li S, Zhang C, Wang T, Gong J. Glycerol steam
reforming over perovskite-derived nickel-based catalysts.
Appl Catal, B 2014;144:277e85.

[135] Wang D, Czernik S, Chornet E. Production of hydrogen from
biomass by catalytic steam reforming of fast pyrolysis oils.
Energy Fuels 1998;12:19e24.

[136] Bimbela F, Oliva M, Ruiz J, Garcı́a L, Arauzo J. Hydrogen
production by catalytic steam reforming of acetic acid, a
model compound of biomass pyrolysis liquids. J Anal Appl
Pyrolysis 2007;79:112e20.

[137] Ramos MC, Navascu�es AI, Garcı́a L, Bilbao R. Hydrogen
production by catalytic steam reforming of acetol, a
model compound of bio-oil. Ind Eng Chem Res
2007;46:2399e406.

[138] Medrano J, Oliva M, Ruiz J, Garcı́a L, Arauzo J. Hydrogen
from aqueous fraction of biomass pyrolysis liquids by
catalytic steam reforming in fluidized bed. Energy
2011;36:2215e24.

[139] Bimbela F, �Abrego J, Puerta R, Garcı́a L, Arauzo J. Catalytic
steam reforming of the aqueous fraction of bio-oil using Ni-
Ce/Mg-Al catalysts. Appl Catal, B 2017;209:346e57.

[140] Hu X, Zhang L, Lu G. Pruning of the surface species on Ni/
Al2O3 catalyst to selective production of hydrogen via
acetone and acetic acid steam reforming. Appl Catal, A
2012;427e428:49e57.

[141] Zhang Z, Hu X, Li J, Gao G, Dong D, Westerhof R, et al. Steam
reforming of acetic acid over Ni/Al2O3 catalysts: correlation
of nickel loading with properties and catalytic behaviors of
the catalysts. Fuel 2018;217:389e403.

[142] Goyal N, Pant K, Gupta R. Hydrogen production by steam
reforming of model bio-oil using structured Ni/Al2O3

catalysts. Int J Hydrogen Energy 2013;38:921e33.

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 4 ( 2 0 1 9 ) 1 2 9 8 3e1 3 0 1 0 13007

http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref105
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref106
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref106
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref107
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref107
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref107
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref107
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref107
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref107
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref107
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref108
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref108
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref108
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref108
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref109
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref109
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref109
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref109
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref110
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref110
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref110
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref110
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref111
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref111
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref111
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref111
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref112
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref112
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref112
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref112
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref112
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref112
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref112
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref112
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref113
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref113
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref113
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref113
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref113
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref113
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref114
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref114
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref114
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref114
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref114
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref115
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref115
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref115
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref115
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref115
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref116
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref116
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref116
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref116
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref116
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref117
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref117
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref117
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref118
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref118
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref118
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref118
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref118
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref118
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref118
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref119
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref119
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref119
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref119
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref119
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref119
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref120
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref120
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref120
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref120
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref120
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref120
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref121
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref121
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref121
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref121
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref121
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref122
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref122
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref122
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref123
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref123
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref123
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref123
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref123
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref124
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref124
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref124
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref124
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref124
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref125
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref125
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref125
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref126
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref126
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref126
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref126
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref126
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref126
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref127
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref127
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref127
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref127
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref127
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref128
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref128
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref128
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref128
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref128
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref129
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref129
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref129
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref129
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref129
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref129
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref130
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref130
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref130
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref130
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref130
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref131
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref131
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref131
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref131
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref131
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref131
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref131
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref131
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref132
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref132
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref132
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref132
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref132
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref133
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref133
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref133
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref133
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref134
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref134
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref134
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref134
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref135
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref135
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref135
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref135
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref136
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref136
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref136
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref136
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref136
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref137
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref137
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref137
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref137
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref137
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref137
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref138
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref138
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref138
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref138
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref138
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref139
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref139
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref139
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref139
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref139
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref140
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref140
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref140
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref140
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref140
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref140
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref140
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref140
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref141
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref141
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref141
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref141
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref141
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref141
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref141
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref142
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref142
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref142
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref142
http://refhub.elsevier.com/S0360-3199(19)31144-9/sref142
https://doi.org/10.1016/j.ijhydene.2019.03.136
https://doi.org/10.1016/j.ijhydene.2019.03.136


[143] Garcia La, French R, Czernik S, Chornet E. Catalytic steam
reforming of bio-oils for the production of hydrogen:
effects of catalyst composition. Appl Catal, A
2000;201:225e39.

[144] Kechagiopoulos PN, Voutetakis SS, Lemonidou AA,
Vasalos IA. Hydrogen production via steam reforming of the
aqueous phase of bio-oil in a fixed bed reactor. Energy Fuels
2006;20:2155e63.

[145] Hu X, Zhang L, Lu G. Steam reforming of acetic acid over
CuZnCo catalyst for hydrogen generation: synergistic
effects of the metal species. Int J Hydrogen Energy
2016;41:13960e9.

[146] Bimbela F, Chen D, Ruiz J, Garcı́a L, Arauzo J. Ni/Al
coprecipitated catalysts modified with magnesium and
copper for the catalytic steam reforming of model
compounds from biomass pyrolysis liquids. Appl Catal, B
2012;119e120:1e12.

[147] Li Y, Chen J, Chang L, Qin Y. The doping effect of copper on
the catalytic growth of carbon fibers from methane over a
Ni/Al2O3 catalyst prepared from feitknecht compound
precursor. J Catal 1998;178:76e83.

[148] Chen J, Li Y, Li Z, Zhang X. Production of COx-free hydrogen
and nanocarbon by direct decomposition of undiluted
methane on NieCuealumina catalysts. Appl Catal, A
2004;269:179e86.

[149] Li Z, Hu X, Zhang L, Liu S, Lu G. Steam reforming of acetic
acid over Ni/ZrO2 catalysts: effects of nickel loading and
particle size on product distribution and coke formation.
Appl Catal, A 2012;417:281e9.

[150] Ma H, Zeng L, Tian H, Li D, Wang X, Li X, et al. Efficient
hydrogen production from ethanol steam reforming over
La-modified ordered mesoporous Ni-based catalysts. Appl
Catal, B 2016;181:321e31.

[151] Hu X, Lu G. Steam reforming of acetic acid to hydrogen over
FeeCo catalyst. Chem Lett 2006;35:452e3.

[152] Pu J, Ikegami F, Nishikado K, Qian EW. Effect of ceria
addition on NiRu/CeO2Al2O3 catalysts in steam reforming of
acetic acid. Int J Hydrogen Energy 2017;42:19733e43.

[153] Papageridis KN, Siakavelas G, Charisiou ND, Avraam DG,
Tzounis L, Kousi K, et al. Comparative study of Ni, Co, Cu
supported on g-alumina catalysts for hydrogen production
via the glycerol steam reforming reaction. Fuel Process
Technol 2016;152:156e75.

[154] Braga AH, Sodr�e ER, Santos JBO, de Paula Marques CM,
Bueno JMC. Steam reforming of acetone over Ni-and Co-
based catalysts: effect of the composition of reactants and
catalysts on reaction pathways. Appl Catal, B
2016;195:16e28.

[155] Li D, Lu M, Aragaki K, Koike M, Nakagawa Y, Tomishige K.
Characterization and catalytic performance of hydrotalcite-
derived Ni-Cu alloy nanoparticles catalysts for steam
reforming of 1-methylnaphthalene. Appl Catal, B
2016;192:171e81.

[156] Ishihara A, Qian EW, Finahari IN, Sutrisna IP, Kabe T.
Addition effect of ruthenium on nickel steam reforming
catalysts. Fuel 2005;84:1462e8.

[157] Chen T, Wu C, Liu R. Steam reforming of bio-oil from rice
husks fast pyrolysis for hydrogen production. Bioresour
Technol 2011;102:9236e40.

[158] Cakiryilmaz N, Arbag H, Oktar N, Dogu G, Dogu T. Effect of
W incorporation on the product distribution in steam
reforming of bio-oil derived acetic acid over Ni based Zr-
SBA-15 catalyst. Int J Hydrogen Energy 2018;43:3629e42.

[159] Khzouz M, Wood J, Pollet B, Bujalski W. Characterization
and activity test of commercial Ni/Al2O3, Cu/ZnO/Al2O3 and
prepared NieCu/Al2O3 catalysts for hydrogen production
from methane and methanol fuels. Int J Hydrogen Energy
2013;38:1664e75.

[160] Horiuchi T, Sakuma K, Fukui T, Kubo Y, Osaki T, Mori T.
Suppression of carbon deposition in the CO2-reforming of
CH4 by adding basic metal oxides to a Ni/Al2O3 catalyst.
Appl Catal, A 1996;144:111e20.

[161] Sehested J, Larsen NW, Falsig H, Hinnemann B. Sintering of
nickel steam reforming catalysts: effective mass diffusion
constant for Ni-OH at nickel surfaces. Catal Today
2014;228:22e31.

[162] German RM. Sintering theory and practice. Solar-terrestrial
physics. Solnechno-zemnaya fizika); 1996. p. 568.

[163] Sehested J, Carlsson A, Janssens T, Hansen P, Datye A.
Sintering of nickel steam-reforming catalysts on MgAl2O4

spinel supports. J Catal 2001;197:200e9.
[164] Sehested J, Gelten JA, Remediakis IN, Bengaard H,

Nørskov JK. Sintering of nickel steam-reforming catalysts:
effects of temperature and steam and hydrogen pressures. J
Catal 2004;223:432e43.

[165] Sehested J. Four challenges for nickel steam-reforming
catalysts. Catal Today 2006;111:103e10.

[166] Sehested J, Gelten JA, Helveg S. Sintering of nickel catalysts:
effects of time, atmosphere, temperature, nickel-carrier
interactions, and dopants. Appl Catal, A 2006;309:237e46.

[167] Iriondo A, Barrio V, Cambra J, Arias P, Güemez M, Navarro R,
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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• A review of carbon nanomaterials for 
removing pharmaceuticals was 
conducted. 

• Exponential increase in the (bio)sensors 
using carbon black was identified. 

• Several analytical methods to detect 
pharmaceuticals were reviewed. 

• This study offered scientific data to 
generate new systematic breakthroughs.  
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A B S T R A C T   

The growing prevalence of new toxins in the environment continues to cause widespread concerns. Pharma-
ceuticals, organic pollutants, heavy metal ions, endocrine-disrupting substances, microorganisms, and others are 
examples of persistent organic chemicals whose effects are unknown because they have recently entered the 
environment and are displaying up in wastewater treatment facilities. Pharmaceutical pollutants in discharged 
wastewater have become a danger to animals, marine species, humans, and the environment. Although their 
presence in drinking water has generated significant concerns, little is known about their destiny and environ-
mental effects. As a result, there is a rising need for selective, sensitive, quick, easy-to-handle, and low-cost early 
monitoring detection systems. This study aims to deliver an overview of a low-cost carbon-based composite to 
detect and remove pharmaceutical components from wastewater using the literature reviews and bibliometric 
analysis technique from 1970 to 2021 based on the web of science (WoS) database. Various pollutants in water 
and soil were reviewed, and different methods were introduced to detect pharmaceutical pollutants. The ad-
vantages and drawbacks of varying carbon-based materials for sensing and removing pharmaceutical wastes 
were also introduced. Finally, the available techniques for wastewater treatment, challenges and future per-
spectives on the recent progress were highlighted. The suggestions in this article will facilitate the development 
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of novel on-site methods for removing emerging pollutants from pharmaceutical effluents and commercial 
enterprises.   

1. Introduction 

The existence of pharmaceutical chemicals and their metabolites in 
the aquatic environment, which are regarded as emergent organic 
micropollutants, is now a significant issue globally (Couto et al., 2019; 
Pereira et al., 2020). The development in the health care system’s ability 
to manage and prevent illnesses has resulted in a rapid increase in 
pharmaceutical use. Emerging contaminants (ECs) are substances that 
enter water systems from a variety of sources, including human excre-
tion (sewage), improper disposal, landfill leachate, drain water, and 
industry (Archer et al., 2017). Human medicines’ potential for harmful 
ecotoxicological consequences in the aquatic environment, especially in 
sublethal quantities, has been a source of worry since the problem was 
first brought to light in 1985 (Richardson and Bowron, 1985). Envi-
ronmental risk assessment (ERA) for pharmaceuticals is widely 
acknowledged as critical for implementing measures to reduce their 
potential environmental effect (Meisel et al., 2009). However, new dif-
ficulties in pharmaceutical pollutant detection and removal are posed by 
the need to detect pollution with new materials and treat wastewaters 
with the latest technology. 

Numerous techniques have been stated to evaluate pharmaceuticals 
in various matrices containing liquid and gas chromatography (Frink 
et al., 2014; Yilmaz and Ciltas, 2015; Ge et al., 2020), colorimetry 
(Bridgeman et al., 2014; Lantam et al., 2020), surface plasmon reso-
nance (Bridgeman et al., 2014; El-Zahry, 2018), fluorescence (Zhu et al., 

2018), ion mobility spectrometry (Masár et al., 2020), capillary elec-
trophoresis (Pollap et al., 2020) and etc. On the other hand, the detec-
tion device must be immersed directly into the sample or subjected to a 
flow-through method to monitor the illegal production continuously. 
The chromatographic techniques, including capillary electrophoresis 
(CE), gas chromatography (GC) and liquid chromatography (LC), are the 
furthermost typical methods for the determination of pharmaceutical 
compounds, which are capable of identifying and quantifying a wide 
variety of pharmaceutical compounds from different groups at trace 
levels with great accuracy. A traditional analytical technique, for 
example, depends primarily on high-performance liquid 
chromatography-mass spectrometry, which has high selectivity, sensi-
tivity, and stability (Gao et al., 2017). This approach needs sample 
pre-treatment before analysis, such as purifying raw wastewater using 
solid-phase extraction and reconstituting it in an organic solvent for 
analysis. Several research works dealing with electrochemical methods 
for pharmaceutical detection have been proposed (Simioni et al., 2017; 
Razmi et al., 2019; Camargo et al., 2020). Electrochemical techniques 
are an intriguing alternative to previously stated methods due to many 
benefits that characterise them, such as cheap cost, simplicity, no sample 
preparation need, and quick analysis time. Therefore, the development 
and amendment of electrode surface with nano-structured constituents 
offers rapid, simple, and inexpensive analytical methods to determine 
pharmaceuticals in wastewater. 

Carbon-based compounds such as single-walled carbon nanotubes, 
multi-walled carbon nanotubes, fullerenes, and graphene have been 

Abbreviations 

Al(III) Aluminum(III) 
AOPs Advanced oxidation processes 
As(III) Arsenic 
CB Carbon black 
Cd(II) Cadmium(II) ion 
CE Capillary electrophoresis 
CNFs Carbon nanofibers 
CNTs Carbon nanotubes 
Co(II) Cobaltous cation 
CSO Combined sewage overflow 
Cu(II) Cupric ion 
D Dimensions 
1D One-dimensional 
2D Two-dimensional 
3D Three-dimensional 
Ecs Emerging contaminants 
Eg Gap energy 
ERA Environmental risk assessment 
FT Fourier transform 
GAC granulated activated carbon 
GC Gas chromatography 
GO Graphene oxide 
Graphene Rolled-up single-layer carbon atom sheets 
Hg(II) Mercury(II) ion 
1H NMR Proton nuclear magnetic resonance 
HPLC High-performance liquid chromatography 
LC Liquid chromatography 
LC-MS/MS Liquid chromatography-tandem mass spectrometry 
LC–MS Liquid chromatography coupled to mass spectrometry 

LLE Liquid-liquid extraction 
MGAC Micro-grain activated carbon 
MIP-SPME Molecularly imprinted polymer aided solid-phase 

microextraction 
MLRA Multiple linear regression analysis 
Mn(II) Manganese (II) ion 
MOFs Metal-organic frameworks 
MRS Magnetic resonance spectroscopy 
MS Mass spectrometry 
MWNTs Multi-walled carbon nanotubes 
Ni(II) Nickel (II) ion 
NIR Near-infrared spectroscopy 
nm Nanometers 
NMR Nuclear magnetic resonance 
NSAIDs Non-steroidal anti-inflammatory drugs 
Pb(II) Lead(II) ion 
PCA Principal component analysis 
PFASs Polyfluoroalkyl substances 
PhACs Pharmaceutically-active compounds 
PLSR Partial least squares regression 
ppm Parts per million 
RO Reverse osmosis 
SP2 Mixing of 1 s and two p atomic orbitals 
SPE Solid-phase extraction 
SPME Solid-phase microextraction 
SWNTs Single-walled carbon nanotubes 
TiO2 Titanium dioxide 
TLC Thin-layer chromatography 
WoS Web of Science 
WTW Wastewater treatment works 
Zn(II) Zinc ion  
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used as electrode surface modifiers. These materials have many appli-
cations, such as nanoelectronic devices, catalyst carriers, electrode 
materials, hydrogen storage materials and composite materials. Those 
materials are generated structurally by one or more hexagonal layers. 
Each carbon atom with sp2 hybridization is linked to three other atoms 
that rearrange in various dimensions (D) to generate distinct allotropic 
configurations (Beluomini et al., 2019). Nano-onions and fullerenes 
could be found in 2-D graphene and nanowalls, 1-D nanotubes, 0-D, and 
3-D graphene and nanoflowers (Aslam et al., 2018). By modifying 
electrodes with metal nano-sized particles, the surface area-to-volume 
ratio will be increased (Campbell and Compton, 2010; Maringa et al., 
2014), and electrochemical activity will be improved (Etesami et al., 
2011; Hu et al., 2011; Maringa et al., 2014). This enhancement is 
because of the faster electron-transfer kinetics and a reduction in the 
necessary over-potential for the electrochemical reaction (Huang et al., 
2008; Maringa et al., 2014). High chemical stability, permeability to-
ward water adsorption capacity, physical resilience, excellent adhesion 
on conventional electrochemical surfaces, and cheap cost were among 
the advantages of electrochemical sensors with a metal composite sheet 
(Paz Zanini et al., 2015; Hwang et al., 2019b, 2019c). For the identifi-
cation of the molecule of interest, these sensors showed a low detection 
limit (about nmol L− 1), excellent stability, repeatability, and a decent 
imprinting influence. 

Few review papers have been issued on nanomaterial-based elec-
trochemical sensors to detect pharmaceutical pollutants in wastewater 
(Torrinha et al., 2020; Wang et al., 2020b; Qian et al., 2021). Sajid and 
coworkers (Sajid et al., 2018) critically evaluated the elimination of 
heavy metals and organic contaminants from wastewater using adsor-
bents based on dendrimers polymer. Ruhma and co-authors (Rashid 
et al., 2021) looked at the effectiveness of the adsorption method to 
eradicate various water contaminants. Ankita and co-authors (Ojha 
et al., 2021) delivered an insight into all kinds of nanocomposites and 
their conventional application methods to remove toxic organic pol-
lutants from aqueous systems. Despite much research on carbon mate-
rials application to detect and remove developing contaminants during 
the last few years, their practical applications remain restricted. With 
the help of bibliometric analysis, this paper offers performance assess-
ment, impacts of process parameters, and methods for eradicating 
pharmaceuticals via carbon composites aided the physical, chemical and 
biological process. This study seeks to give an overview of current in-
formation about the different treatment techniques available for 
removing pharmaceuticals and personal care products from industrial 
wastewaters in order to provide a baseline understanding of their effi-
cacy. This information may assist pharmaceutical manufacturing facil-
ities in being prepared to take preventive steps before law requires them 
to do so. 

2. Pollutants in water and soil 

Pollution is described as the release of harmful chemicals into the 
environment. Several industrial processes have released biodegradable 
and non-biodegradable organic and inorganic contaminants into the air, 
land, and water since the industrial revolution (Trujillo-Reyes et al., 
2014). Water and soil pollutants are two of the most common types of 
pollution in the environment (Lipczynska-Kochany, 2018). 
Human-made wastes, such as domestic and food trash, industrial and 
agricultural wastes, fertilizers used by farmers, oil spills, pharmaceuti-
cals, and radioactive materials, are often responsible for water and soil 
pollution. According to the Waste Index Report 2021, the 931 million 
tonnes of food wastes produced in 2019 accounted for about 17% of all 
food accessible to customers (Forbes et al., 2021). Crop residues are 
described as undesired waste generated by agricultural operations (i.e., 
horticultural plastics and veterinary medicines, wastes from a slaugh-
terhouse, poultry houses, and farms, herbicides, pesticides, fertilizer, 
silage plastics, oil, and manure). Soil contamination inputs include 
natural nutrient (fertilizer) and pesticide inputs, sewage sludge and 

manure application, air deposition of exhaust fumes and particles from 
cars and industries, and sedimentation of diffuse particles from waste 
water discharges in surface waterways. The physical characteristics of 
soil may be affected by oil contamination in which the pore gaps of soil’s 
molecules may get blocked, reducing soil freshening and water diffusion 
while also increasing bulk density, limiting plant development. Oil spills 
may suffocate fish, tangle birds and animals’ plumage, and block light 
from photosynthetic plants in the water. Drugs from humans and ani-
mals end up in rivers, lakes, and even drinking water, presenting a 
significant danger to aquatic and human health. Radioactive waste is a 
kind of hazardous waste that contains radioactive materials. Many ac-
tivities generate radioactive waste, including nuclear medicine, nuclear 
research, nuclear power generation, rare-earth mining, and nuclear 
weapons reprocessing. These pollutants originated from different sour-
ces and are illustrated in Fig. 1; in this study, the pharmaceutical wastes 
in wastewater and soil will be discussed and elaborated. 

2.1. Water pollution basics 

Water pollution is the discharge of chemicals into oceans, estuaries, 
rivers, lakes, and underground water to the point that the pollutants 
inhibit clean water use for environmental purposes. In addition to 
releasing chemicals or microorganisms, water pollution may contain the 
energy release, such as heat or radiation, into water bodies. Various 
types of water pollution are illustrated in Fig. 2. When research focuses 
on the planet’s water resources, concerns emphasize oceans, lakes, 
rivers, or the surface waters that are first impacted by pollution pro-
cesses (an oil spill produces a hydrophobic oil layer that may influence a 
large region of an ocean/watercourse). It is known that not all of the 
water on the planet is found on the surface; a significant portion is 
located in underground rock formations known as aquifers or subsurface 
waters. Rivers are fed by aquifers, which provide most of the drinking 
water. Wastewater released into surface waterways may provide a 
potentially dependable water supply, but it can also transport chemical 
and microbiological contaminants downstream to towns and drinking 
water intakes (Wang et al., 2017). Pharmaceuticals, a vast and varied 
category of developing organic micropollutants, have sparked growing 
apprehension concerning their ecological occurrence and effect in the 
past thirty years. Many medicines have been found in wastewater 
treatment works (WTW) discharges, groundwater and surface water 
throughout the globe (Perkins et al., 2021). Only a few individual ex-
amples have surfaced too far, demonstrating the severe effect medicines 
may have on wildlife due to a lack of data on drug residue bio-
accumulation in animals (Fent et al., 2006). Pharmaceuticals have 
varied and frequently inadequate removal effectiveness throughout 
wastewater treatment, resulting in their ongoing release into the marine 
environment (Verlicchi et al., 2012) and devastating effects on aquatic 
and human health. For example, a mixture of pharmaceutical compo-
nents prevents the growth of embryonic kidney cells in humans (Pomati 
et al., 2006). Those compounds have a feminizing effect on male fish and 
cause to alter female-to-male ratios, leading to abnormal change or 
disruption of growth and reproduction in fish and aquatic wildlife 
(Srivastava and P⋅B., 2020). Treatment systems are bypassed in some 
circumstances, such as when combined sewage overflow (CSO) events 
occur, resulting in the discharge of untreated sewage, further increasing 
the amounts of some wastewater pollutants present (Kay et al., 2017). 
Most medicines, on the other hand, are only partially eliminated during 
wastewater treatment. Sanderson and coworkers (Sanderson et al., 
2004) indicated that antiviral medications are among the anticipated 
most dangerous treatment groups in toxicity against algae, daphnids, 
and fish, based on (Q)SAR modelling of nearly 3000 different chemicals. 
Besides, there has been a lot of worry about the possible environmental 
impacts of anti-influenza medicines, which have seasonal fluctuations 
and peak emissions during influenza outbreaks (Nannou et al., 2019). 
According to Dougherty and co-authors (Dougherty et al., 2010), about 
25% of the US population utilizes a decentralized system to treat and 
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dispose of household wastewater, while the other 75% is linked to 
municipal sewers. Consequently, calculating medicines’ steady-state 
concentrations or understanding their destiny and mobility in the 
environment may be challenging, making it difficult to develop an 
effective management plan. These findings point to the necessity to 
assess these chemicals in centralized sewers and beyond to comprehend 
their dispersion patterns completely. 

Pharmaceutical pollution research is partly growing due to 
increasing concern about possible side effects and advances in the 
analytical methods to identify such chemicals in low quantities (Tijani 
et al., 2016). Antibiotics are among the most prescribed medications 
worldwide (Khataee et al., 2018). However, despite a relatively high 
degree of research in pharmaceutical waste, minimal effort has been 
made to remove antibiotics and medicines. The number of studies 

Fig. 1. Examples of various common sources of pollution in water and soil.  

Fig. 2. Various sources of pollutants in water.  
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performed remains hugely modest compared to other chemical groups. 
By employing the keyword such as “water”, “pollution”, “food” and 
“pharmaceutical” at the range of 1970–2021, 145 published works were 
detected at the WoS database, and the network visualization map is 
shown Fig. 3. The highest total link strength in the discovered items was 
pharmaceuticals (86), waste-water (55), personal care products (43), 
aquatic environments (36), surface-water (27) and removal (26). How-
ever, very low attentions were given to the “removal”, “toxicity”, and 
“fish” keywords. There is no word found in even detection or sensing of 
food and pharmaceutical waste in these searches, which revealed the 
lack of studies in this area. To detect these compounds in environmental 
matrices, highly sensitive and selective analytical methods, such as 
liquid chromatography-tandem mass spectrometry (LC-MS/MS), are 
essential. Effective sample treatment is practiced to deliberately remove 
matrix interferences from the analytes of interest (Dimpe and Nomn-
gongo, 2016). 

2.2. Soil pollution basics 

The soil is the earth’s skin, a mantle riddled with scars, thousand- 
year-old wrinkles, and more recent wounds inflicted by both man and 
nature. Although many studies (Chapman et al., 2019; Smith, 2019; 
Gupta Pankaj, 2020; Fonseca et al., 2021) emphasize the potential 
impact of pollutants deposited in floodplains on surface water quality, 
considerably less consideration is paid to measuring metal flux with 
groundwater demanding contaminated alluvial soils. Soil health is 
critical to ecosystem services, providing food, fibre, fuel production and 
regulatory, cultural, and supporting components. Because soil is a uni-
versal sink, it bears the brunt of environmental contamination. In many 
parts of the world, the rapid growth of urbanization and industrializa-
tion has resulted in severe soil pollution (Yaylalı-Abanuz, 2011). It is 
growing more contaminated and is becoming more polluted in various 

ways; thus, controlling soil pollution is urgently needed to maintain soil 
fertility and improve production. Pollution is described as an alteration 
in the biological, chemical, or physical features of air, water, or soil that 
negatively affects human life, the lives of other critical living animals 
and plants, industrial development, living situations, and cultural pos-
sessions (Ashraf et al., 2014). There are a variety of compounds that may 
contaminate soils, ranging from simple inorganic ions to complex 
organic molecules, and they can be separated into two groups: inorganic 
and organic. The greatest significant inorganic pollutants in soil are 
heavy metals such as zinc, arsenic, mercury, cadmium, chromium, and 
copper. Organic wastes found in soil could include herbicides, carba-
mate and organophosphorus insecticides, polycyclic aromatic hydro-
carbons, polychlorinated dibenzofurans, polybrominated biphenyls, 
polychlorinated biphenyls, organic fuels, especially gasoline and diesel. 
Fig. 4 summarizes the major sources of developing organic pollutants 
pollution in the environment, including examining important sources, 
routes, and fates of emerging organic contaminants in the subsurface 
that may contribute to soil and groundwater contamination. Point pro-
viders to the soil zone and water resources include sewage treatment 
plants, hospital effluent, industrial effluent, and septic tanks, to name a 
few. On the other hand, diffuse pollution is difficult to identify as a 
particular place over a wide range of geographical scales. 

Pharmaceuticals, detergent metabolites, perfumes, antimicrobials, 
pesticides, and industrial chemicals are among the organic pollutants 
discovered in soil. Pharmaceuticals and personal care products, one of 
the growing biological impurities, has recently been recognized as a 
chemical of increasing environmental significance. It’s been extensively 
utilized in human medicine to cure or prevent illnesses and agriculture 
as veterinary medicines and growth boosters. As seen in Fig. 5, previous 
research focused on soil, pharmaceutical, and personal care products. 
Still, very little attention was given to techniques to remove toxicity and 
detect hazardous materials between 1970 and 2021. Thus, it is crucial to 

Fig. 3. Network visualization curves for the link between the 145 detected studies of “water”, “pollution”, “food” and “pharmaceutical”, matching to the complete 
record of publication, reflecting the period of 1970–2021, four clusters with minimum keywords of 5. 
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understand which methods and characteristics may be utilized to 
determine if pollutant concentrations are potentially degradative to soil, 
soil organisms, and plants (He et al., 2018). As a result, the ability to 
detect and monitor these wastes are critical to our health. 

3. Methods for sensing pharmaceutical pollutants 

Many analytical techniques are needed to detect polar and non-polar 
organic molecules in the dissolved and suspended phases, detecting 

Fig. 4. Graphic drawing, utilizing the source-pathway-receptor method, emphasizing prospective pathways and sources for groundwater effluence by emergent 
organic pollutants (Lapworth et al., 2012). 

Fig. 5. Network visualization map for the link among the 515 detected studies of “soil”, “food”, and “pharmaceutical”, rendering to the complete record of journals, 
reflecting the time-span 1970–2021, four clusters with minimum keywords of 5. 
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pharmaceutical drugs and affecting water quality. 

3.1. Spectroscopic methods 

Spectroscopic methods have sparked substantial interest in the 
biotechnology field in recent years. In forensic labs, spectroscopic 
methods are often employed for quantitative and qualitative analysis. 
The technical development and improvements in spectroscopic tech-
niques to examine complicated materials have recently been assigned 
significant significance. The following subsections will describe two 
types of spectroscopic techniques, nuclear magnetic resonance and near- 
infrared spectroscopy. 

3.1.1. Nuclear magnetic resonance (NMR) 
The spectroscopic method of nuclear magnetic resonance spectros-

copy, often known as NMR spectroscopy or magnetic resonance spec-
troscopy (MRS), is used to detect local magnetic fields surrounding 
atomic nuclei. This sensor was discovered in the context of substantial 
prior research into fast nutrition monitoring, which primarily resulted in 
techniques based on electric conductivity measurements (Moral et al., 
2005; Provolo and Martínez-Suller, 2007; Yagüe and Quílez, 2012). 
NMR is a vital technique for determining interactions, dynamics, and 
molecular structures in basic to complex systems and molecules and in 
different physical phases (gas, liquid, gel, and solid) (Alves Filho et al., 
2015). NMR spectroscopy offers some advantages; To begin with, NMR 
is a quick method that is ideal for identifying unstable chemicals. Sec-
ond, two-dimensional (2D) and one-dimensional (1D) spectra may be 
used for compound identification. Third, NMR spectroscopy is quanti-
tative and qualitative, allowing concentrations to be determined 
without the necessity of commercial or synthetic standards. Forth, NMR 
does not demand any sample preparation, and finally, NMR is a 
nondestructive technology. Due to the poor sensitivity of the technique 
(sensing limit of ~1 μM), the findings should be verified using more 
competitive analysis tools like mass spectrometry (Singh and Mehta, 
2020). As a result, NMR has undergone several enhancements for 
directional and multifunctional analysis. The effective use of solid-state 
13C cross polarisation magic angle spinning nuclear magnetic resonance 
(13C CP MAS NMR) to identify humic and fulvic components of soil, peat 
(Preston et al., 1987) and sludge (Aldmour et al., 2019; Hatcher et al., 
2019; Mayans et al., 2019), showed its utility in evaluating soil and solid 
waste environments. Working with highly tiny quantities of adsorbent 
(45 mg) and slight mixture ratios (350 μl) was possible with the sug-
gested technique. On-site NMR in industrial applications have also been 
developed (Sørensen et al., 2014; Trujillo-Reyes et al., 2014). However, 
cyanide can only be identified at high concentrations owing to its 
limited natural loads and low magnetogyric volumes of nitrogen-15 and 
nuclei carbon-13 (Mazumder et al., 2013). The NMR spectroscopy of 
derivatives may be utilized to detect and identify analytes retrospec-
tively (Mazumder et al., 2012). This method can provide NMR analysis 
the sensitivity and selectivity it requires. Proton nuclear magnetic 
resonance (1H NMR) spectroscopy was used by Achim and coworkers 
(Preiβ et al., 1997) to analyse explosives and associated chemicals in 
ground-water samples. This technique has the benefit of allowing the 
analysis of polar nitroaromatic compounds, such as nitrophenols and 
nitrobenzoic acids, to be carried without derivatization. 

3.1.2. Near-infrared spectroscopy (NIR) 
The near-infrared analysis is a precise and quick technique for 

determining the main components in a wide range of foods and agri-
cultural goods. There are four kinds of NIR systems: functional, fre-
quency domain, time domain, and continuous, as well as many 
commercially available instruments. The employment of various tech-
nological components to generate continuous NIR readings distin-
guishes those instruments. Their resultant values aren’t always 
interchangeable, and just a few researchers have attempted to compare 
them (Denault et al., 2018). NIR has many benefits for agricultural and 

food product analysis, including speed (1 min or less per sample), 
appropriate in solid, liquid or gaseous samples, environmental accept-
ability and suitable for at-line and on-line uses, non-invasivity, non--
destructivity, nearly universal application (any particle comprising 
O–H, S–H, N–H, or C–H bonds), and the absence of sample preparation 
(Ciurczak and Igne, 2014). Because of this method’s speed, simplicity, 
and excellent accuracy when combined with chemometrics, it is feasible 
to anticipate the chemical compounds contained in any material. The 
major drawback of NIR measurements is that the outcomes (reported as 
absorbance) are not directly equivalent to those achieved using tradi-
tional analytical techniques. As a result, since NIR spectra are often wide 
absorbing and overlapping (Manley, 2014), analysing the target analyte 
from complex matrices, such as pharmaceutical wastewater, without 
any separation processes (Fu et al., 2012). Chemometric methods such 
as partial least squares regression (PLSR), principal component analysis 
(PCA), and multiple linear regression analysis (MLRA) should be used to 
measure the findings of NIR spectroscopy and then followed by che-
mometric modellings (Beć et al., 2021). The advances in chemometrics 
have enabled researchers to overcome the challenges posed by the 
spectra’s inherent complexity. As a result, the combination of fourier 
transform (FT)-NIR and chemometrics is now regarded as a promising 
technology capable of quantifying a wide range of organic compounds 
(Quintelas et al., 2019). 

3.2. Chromatographic methods 

Mikhail Semyonovich Tswett from Russia, working as a plant sci-
entist at the University of Warsaw in Poland (Tswett, 1906), developed 
chromatography in 1903. Initially, organic compounds were separated 
and determined primarily using liquid chromatography (LC), thin-layer 
chromatography (TLC), and gas chromatography (GC). At both the 
preparative and analytical phases, chromatographic techniques were 
employed. The complex processes and lengthy analysis periods are, yet, 
the drawbacks of chromatographic techniques. The resolution of the two 
valent forms may be weak in certain instances. 

3.2.1. Gas chromatography 
Gas chromatography (GC) is an analysis method for splitting chem-

ical compounds in a test sample and then sensing them to classify their 
absence or presence and how much each constituent is there. A thorough 
examination of analytical techniques has been carried out (Boulard 
et al., 2018). Nevertheless, environmental science commonly obtains 
evidence on the distribution of contaminants over time (Zhong et al., 
2021). Therefore previous study (Manasfi et al., 2021) focused on 
developing an analytical methodology that allows for the simultaneous 
determination of Salbutamol, Propranolol hydrochloride, Paracetamol, 
Mefenamic acid, and Ibuprofen at low concentrations in waters and 
wastewaters using a combination of methods. Regrettably, carboxylic 
acid and hydroxyl moieties’ derivatization of a less polar group is often 
required for GC–MS analysis of pharmaceutical and personal-care goods. 
After chemical derivatization with diazomethane, several GC–MS tech-
niques for recognizing polar pharmaceuticals in wastewater samples 
have been developed (Nosek et al., 2014). The existence of functional 
groups with “active” but weakly reactive hydrogens (e.g., amides, 
amines, aliphatic –OH clusters, and certain phenols), for which forceful 
derivatization substances are needed, is another difficulty in the study of 
medicines by GC. 

3.2.2. HPLC, liquid chromatography 
The development of analytical equipment, particularly the maturing 

of liquid chromatography coupled to mass spectrometry (LC–MS), has 
aided the fast growth of these new pollutants during the past 10–15 
years. Because many of these compounds are non-volatile and include 
polar functional groups, LC–MS benefits direct injection (Deventer et al., 
2014), while gas chromatography (GC) may need a derivatization step 
and is frequently inappropriate for higher molecular weight and polar 
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molecules. However, suppression affects LC–MS considerably more than 
GC–MS, especially in complex matrices like wastewaters and modified 
soils, necessitating a more extensive use of sometimes costly internal 
standards (Durán-Alvarez et al., 2009). Some HPLC techniques, such as 
molecularly imprinted polymer aided solid-phase microextraction 
(MIP-SPME), solid-phase microextraction (SPME), solid-phase extrac-
tion (SPE), and liquid-liquid extraction (LLE), require time-consuming 
and complex sample preparation steps (Yaripour et al., 2019). When 
dealing with complicated matrices, however, the use of LC-MS has an 
apparent effect on electrospray ionisation of acidic non-steroidal anti--
inflammatory medications (Farré et al., 2007; Hao et al., 2007; 
Radjenović et al., 2009). These issues are usually solved by using 
additional clean-up materials like silica gel and alumina columns to 
remove humic substances (Nie et al., 2009), diluting the extract and 
adding multiple internal standards (Li et al., 2020), using 
isotope-labelled standards (Pazdro et al., 2016), or even combining 
different extraction techniques like pressurized liquid extraction fol-
lowed by Solid-phase extraction (Jelić et al., 2009) to enhance selec-
tivity. Nonetheless, the different processes raise concerns about 
decreased recoveries and high detection limits, and developing new 
analytical techniques in the concrete matrix remains a challenging job 
(Díaz-Cruz et al., 2009). 

3.2.3. Thin-layer chromatography 
Thin-layer chromatography is a method for separating or identifying 

a combination of components employing finely split adsorbent Solid/ 
liquid across a glass plate and liquid as the mobile phase. Although it is 
an ancient method, it is still widely used in the area of pharmaceutical 
research. It’s a simple and inexpensive method. As a result, it is exten-
sively utilized in many application areas for easy separation at the 
analytical or preparative scale. Because it is carried out by visual com-
parison of the analyte with the standard, thin-layer chromatography 
(TLC) has a poor sensitivity, which is the primary drawback when 
compared to high-performance liquid chromatography (HPLC) (Femina 
Carolin et al., 2021). 

The use of mass spectrometry (MS) instead of the current densi-
tometer in TLC (TLC–MS) is still restricted to a small number of research 
organizations (Gong et al., 2020), or the TLC–MS technique has been 
developed for the study of many substances (Kaale et al., 2011). TLC 
detection methods that depend on Rf value matching with standards 
may be restricted in several ways. For example, measures may not al-
ways be accessible or be prohibitively costly, and false positives may still 
occur. Furthermore, Rf values alone may not offer sufficient information 
when elucidating chemical structures of unknown analytes (Gong et al., 
2020). As a result, there is still a need to create methods mainly targeted 
at the chemicals that represent the most danger in the aquatic envi-
ronment. Existing prioritising techniques, such as those that have led to 
the development of “electrochemical (bio)sensors” that operate to 
highlight chemicals considered to be of most concern and need further 
investigation, may inform such approaches. 

3.3. Electrochemical methods 

Electrochemical sensors are devices that combine a chemically se-
lective layer (the recognition element) with an electrochemical trans-
ducer to give real-time information about a solution’s composition. 
Electrochemical sensors are often used to detect hazardous gases at parts 
per million (ppm) levels and oxygen at the percentage volume levels. 
Electrochemical sensors suggested a fast-developing scientific area in 
environmental and biological monitoring investigations for quantitative 
assessment of pollutants, in addition to existing research in the field of 
electrochemistry (Kassim et al., 2011; Rezayi et al., 2012; Ahmadzadeh 
et al., 2015; Pardakhty et al., 2016). Electrochemical sensors are made 
up of electrode designs encircled by selective membranes that separate 
an internal reference ionic solution from the exterior analyte solution. 
There are a variety of electroanalytical techniques that may be used to 

detect medicines electrochemically. Based on particular electrochemical 
interfaces between the nanomaterials used, the analytes of interest, and 
the intended application, some methods may be better appropriate for 
detecting pharmaceutical substances. A bioanode sensing element is 
often included in a microbial electrochemical sensor (see Fig. 6), 
perhaps because the process of anodic outward extracellular electron 
transfer is widely understood. In contrast, the complexities of cathodic 
inward extracellular electron transfer are unknown (Logan et al., 2019). 
The improvement of electrochemical approaches for the detection of 
drugs in water samples is currently being investigated. Most of the 
methods described are for food analysis; however, if further research 
with interfering chemicals from water is done, the basic concept may be 
expanded to water analysis. Many ancient and contemporary medicines, 
for example, are electroactive on these sensors, and significant contri-
butions have been recorded in stationary and flow-through systems. 
Rossi and coworkers (Baj-Rossi et al., 2014) described a biosensor based 
on cytochrome P450 for continuous naproxen monitoring in a real-time 
administration system. According to a chiral improved gold electrode 
coated with gold nano-sized particles, an enantioselective naproxen 
biosensor described by Afkhami and co-authors (Afkhami et al., 2015). 
Such sensors have a significant advantage in detecting the smallest 
amount of a pollutant in complicated matrices like wastewater (Ejeian 
et al., 2018). Nanomaterial-based carbon paste electrodes for the 
recognition of naproxen and its breakdown product were described by 
Hendawy and coworkers (Hendawy et al., 2019). By 
co-electrodepositing a Fe-Chitosan composite to a screen-printed carbon 
electrode sensor, Jae-Hoon and co-authors (Hwang et al., 2019a) 
created a new As(III) sensor with an acceptable range of features for 
actual wastewater As(III) pollution monitoring. Due to the fast electron 
transfer rates (Cernat et al., 2015), redox compounds near the sensing 
electrode, such as conductive polymers (Omar et al., 2016), carbon 
nanostructures, metallic nanoparticles (Yang et al., 2006), or their 
mixtures (Zhang et al., 2015), make it easier to convert irreversible 
oxidation processes into reversible ones. 

For examining various compounds of food quality, therapeutic, and 
environmental relevance, carbon-based electrode materials offer many 
benefits. Due to the signal amplification afforded by large surface area, 
low overvoltage, and rapid electrode kinetics, carbon-based electro-
chemical sensors have a low limit of detection and fast response. They 
have led to many advancements in electrochemical sensors. Carbon- 
based materials may be used to make electrochemical sensors and 
nanodevices that are quick and sensitive for detecting molecules of in-
terest in various fluids due to their unique structural and electrical 
characteristics. The articles based on the “electrochemical”, “sensor”, 
“carbon”, and “wastewater” keyword in the topic search of the WoS 
database from 1970 to 2021 were analyzed using VOSviewer analysis 
software. The co-occurrence network analysis was then applied (see 

Fig. 6. Microbial electrochemical sensors supplied with a bioanode detecting 
component for water bio toxicity observing (Chu et al., 2021). 
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Fig. 7) to illustrate the causing concept map to picture the relationship 
associations among category and main keywords. In this figure, five 
diverse clusters were recognized and marked with different colors. The 
colour indicates the cluster in which the keyword is included based on 
the number of co-appearances, and the size of the circle represents the 
number of articles in which each term occurs. The more often the 
essential term appears, the bigger the circle becomes. A short distance 
between them represents a high number of co-occurrences of two words. 
The figure comprises four significant keywords with the highest total 
link strengths detected for sensor (235), nanoparticles (197), glassy- 
carbon electrode (185) and electrochemical sensor (164). Each of 
these keywords is the cluster’s most related keyword. The clusters are 
interconnected, demonstrating the complimentary features of various 
research topics in carbon-based electrochemical sensors. The red colour 
cluster indicated wastewater and carbo; the blue cluster represented 
medicines, and the green cluster represented toxicity. The wastewater 
cluster was the most tightly connected, having the most connections, 
followed by pharmaceuticals and toxicity. Carbon compounds, effluent, 
medicines, and toxicity, on the other hand, were discovered on the 
outskirts, suggesting a lower frequency and connection with other 
nodes. Based on the above analysis results, there is a lack of research 
hotspots in carbon-based materials for detecting pharmaceuticals pre-
sent in wastewater. 

3.4. Spectrophotometry 

Spectrophotometry is the quantitative measurement of a material’s 
absorbance or transmission properties as a function of wavelength. The 
basic principle is that most molecules absorb light over a specific range 
of wavelengths in the ultraviolet and visible regions of the spectrum. 
This technique is a standard and low-cost method to measure light ab-
sorption or the number of chemicals in a solution. Besides, spectro-
photometry may be used to determine the trace levels of drugs in 
wastewater, especially in combination with extraction to separate 
special-purpose components from the primary admixture. The choice of 
reagents is essential with spectrophotometric methods as the proper 
reagent could increase the sensitivity and selectivity of a particular 
element in wastewater. The spectrophotometric determination of 
dapsone, flutamide, dopamine hydrochloride, isoniazid, and catechol 
derivatives with various reagents was reported in the previous study 
(Nagaraja et al., 2002). For instant, Ardeshir and coworkers (Shokrollahi 
et al., 2008) stated that the eriochrome cyanine R is a suitable reagent 
for the determination of Al(III) that has high sensitivity (ε = 6.5 × 104 L 

mol− 1 cm− 1). After using three keywords of “spectrophotometry”, 
“pharmaceutical”, and “wastewater” in the topic search of the WoS 
database, only 33 published works were detected. For example, Snawar 
and co-authors (Hussain et al., 2020) developed precise, accurate, and 
reliable spectrophotometric methods to detect venlafaxine in highly 
polluted wastewater. The noticeable features of their approach include 
minimum processing steps, the absence of secondary extraction steps or 
the use of carcinogenic solvents, and its robustness against excipients 
usually present in the aquatic environmental samples. Nevertheless the 
reported method was not sensitive enough to test the ultra-trace-level 
pharmaceutical concentrations in the vast surface waters. Another 
study focused on detection of veterinary pharmaceuticals (ractopamine, 
sulfamethoxazole, oxytetracycline, and enrofloxacin) in pig farm 
wastewater by fluorescence spectrophotometry (León-Aguirre et al., 
2019). The detection of these pharmaceuticals in the effluents of treated 
wastewater from the biodigesters of the pig farms suggests the need to 
optimize the system and prevent the entry of these compounds into the 
environment. Thus, an accurate reagent and proper development are 
required for the spectrophotometry method for detecting pharmaceu-
tical components in the wastewater. 

4. Carbon nano-materials for pollutant sensing 

Adsorption, filtration, advanced oxidation processes (AOPs), photo-
catalysis, and other techniques may be used to remove organic con-
taminants and pharmaceutically active substances using nanomaterials 
(Cai et al., 2018; Gholami et al., 2020; Nazal, 2020; Yousef Tizhoosh 
et al., 2020). Carbonaceous nanoparticles as adsorbents can remove per- 
and polyfluoroalkyl substances (PFASs) pollutants from aqueous envi-
ronments; electrostatic and hydrophobic interactions, hydrogen 
bonding, and ligand exchange are the primary processes for per-
fluorooctane sulfonate and perfluorooctanoate adsorption (Saleh et al., 
2019; Liu et al., 2020). Carbon nanotubes and silicon nanowires are 
examples of nanomaterials that can be easily functionalized and used as 
nanosensors or nanodevices for ultrasensitive pollution monitoring. 
Carbon’s relative abundance has been calculated to be between 180 and 
270 parts per million (Allègre et al., 1995). In this respect, newly 
designed nanomaterials with large surface areas and exceptional re-
activities are highly promising for sensing and eliminating these 
dangerous pollutants (Zhang et al., 2019b). For example, carbon nano-
tubes and graphene have high electrical conductivity and are used to 
make field-effect transistor sensors to detect heavy metal ions (Su et al., 
2012). Numerous studies have demonstrated that nanoparticles have a 
lot of promise and capacity in water and wastewater treatment, espe-
cially in the fields of disinfection and sensing (Das et al., 2015), catalytic 
oxidation (Ayati et al., 2014), membrane process (Pendergast and Hoek, 
2011), and adsorption (Ali, 2012). Carbon-based (nano) materials offer 
an unusually high surface-to-area ratio, excellent chemical stability, 
cheap cost, and a minimal chemical effect on the environment. These 
advantages make them ideal for treatment and suitable adsorbents for 
organic pollutants in aqueous solutions (Yang et al., 2011; Wei et al., 
2013). Graphene, fullerenes, multi-walled carbon nanotubes (MWNTs), 
and single-walled carbon nanotubes (SWNTs) and are only a few ex-
amples of nano-scale carbon-based materials (Wanekaya, 2011), as 
shown in Fig. 8. The processing techniques for making carbon-based 
magnetic nanomaterials seek to utilize carbonaceous material as a 
substrate and add magnetic characteristics to the matrix by including 
magnetically active components. Hydrothermal carbonization, chemical 
co-precipitation, pyrolysis, and ultrasonication are all low-cost and 
time-effective ways to make magnetic nanomaterials. Each technique 
alters the final result in a unique way and has its own set of limits and 
drawbacks. Fig. 9 shows how structural cooperation of diverse magnetic 
and carbon constituents may lead to the creation of numerous 
morphological magnetic carbon nano-materials generated by these 
techniques. 

Fig. 7. Co-occurrence network map of keywords about research on “electro-
chemical”, “sensor”, “carbon” and “wastewater”. 
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4.1. Carbon black 

Carbon black is a significant genus of industrial carbons produced 
from petrochemicals and utilized mainly as strengthening means in 
rubber and as black pigments in inks, plastics, and coatings. Carbon 
black (CB) is a carbonaceous nanostructured material with appealing 
electrochemical characteristics, including high conductivity, chemical 
stability, a large specific surface area, and the ability to create a stable 
dispersion without the necessity of complex processes (Silva et al., 2017; 
Deroco et al., 2018). Due to its unmatched advantages, such as low price, 
high specific surface area, good conductivity, and interface perfor-
mance, CB has been used as catalysts and modifiers for fuel cells, lithium 
batteries, and sodium batteries (Tran et al., 2011). Environmental 
friendliness, cheap pricing, low electrical resistance, a stable structure, 
good conductivity, and strong interface performance are all crucial 
features of conductive carbon black. It is a modifier with unrivalled 
benefits (Gupta and Tai, 2019). Doping conductive carbon black into an 
electroplating deposition solution increases the solution’s conductivity 
and ion transfer rate, resulting in improved conductivity of the produced 
electrode (Song et al., 2019a). These techniques are often used for 
sterilization, disinfection, deodorization, and related microbiological 
applications (Savariraj et al., 2020). The electrochemical method is one 
of the standard techniques for wastewater treatments. Since 2007, CB 
has been acknowledged as a trustworthy nanomaterial for the con-
struction of electrochemical sensors (Hočevar and Ogorevc, 2007), and a 
growing number of (bio)sensing configurations have been suggested, as 
emphasised by relevant research groups (Lo et al., 2012; Vicentini et al., 
2015). CB’s excellent electrochemical performances have boosted the 
usage of this cost-effective and sustainable nanomaterial in building 
electrochemical (bio)sensors as a result of these early attempts. Fig. 10 

shows how this carbon-based material is becoming more important in 
the design of electrochemical (bio)sensors. Previous investigations 
(Arduini et al., 2010, 2012; Cinti et al., 2015, 2017; Talarico et al., 2015) 
used the electrochemical properties of CB to create a number of mini-
aturised and low-cost sensors for the detection of a variety of chemicals, 
including hydrogen peroxide, thiocholine, cysteine, and nicotinamide 
adenine dinucleotide. Furthermore, other research groups, such as 
Compton’s and Fatibello- Filho’s, have produced CB modified-glassy 
carbon electrodes to measure uric acid, dopamine, ascorbic acid, nico-
tine, and paracetamol, to mention a few (Lo et al., 2012; Hou et al., 
2014; Batista Deroco et al., 2015; Shamagsumova et al., 2015; Wu et al., 
2015; Vicentini et al., 2016). After title searching in the WoS database 
using “carbon”, “black”, and “wastewater” keywords, there are only 11 
papers detected, which are listed in Table 1. It was found that carbon 
black (CB) presence as catalysts, support, or conductive materials could 
significantly enhance wastewater remediation. 

4.2. Carbon nanotubes 

Carbon nanotubes (CNTs) are particles with cylindrical shapes made 
up of rolled-up single-layer carbon atom sheets (graphene) that were 
discovered in 1991 (Iijima, 1991). Single-walled nanotubes have a 
diameter of fewer than 2 nm (nm). In contrast, multi-walled nanotubes 
have a diameter of more than 25 nm and are composed of numerous 
concentrically linked nanotubes that form an array of concentric cylin-
ders. Their length may range from a few micrometres to millimetres. 
Because of the low friction of water on their smooth inner surfaces, 
which resemble biological water channels, carbon nanotubes are one of 
the most promising scaffold architectures for artificial water channels. 
Because of their exceptional mechanical, electrical, thermal, and 

Fig. 8. Some examples of nano-scale carbon-based materials.  
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structural characteristics, carbon nanotubes have shown tremendous 
promise in applications as composite reinforcements, field emitters for 
flat panel displays, sensors, energy storage and energy conversion de-
vices, and catalytic support sites (Li et al., 2007; Tehrani and Khanbo-
louki, 2018). Because of its unique structural, mechanical, electrical, 
optoelectronic, semiconductor, chemical, and physical characteristics, 
CNTs have driven research into new areas in several studies (Gupta 
et al., 2016; Kumar et al., 2018). CNTs are practical adsorbents for heavy 
metal removal due to their chemical stability, huge specific surface area 

(150–1500 m2/g, which is several times more than fullerenes), and 
obtainability of well-developed mesopores (Gupta et al., 2011; Wang 
et al., 2012). Electrostatic attraction, sorption–precipitation, and 
chemical interaction between metal ions and the surface functional 
groups of CNTs seem to be the processes by which metal ions are sorbed 
onto CNTs (Anitha et al., 2015). After employing the keywords such as 
“carbon”, “nanotube”, and “wastewater”, 197 published works have 
been detected so far, and the network visualization plots are shown in 
Fig. 11. A significant contribution was given to adsorption, 
aqueous-solution, and removal research areas; however, shallow in-
tentions were given to pharmaceuticals, toxicity, dye, etc. Pharmaceu-
tical wastewaters are the primary source of pharmaceuticals in the 
environment (Gadipelly et al., 2014). Because the quantities are modest 
and various products are generated from the same battery of separators 
and reactors, a unique treatment is not tried because the wastewater 
flowing out of pharmaceutical units varies in content and concentration. 
Non-steroidal anti-inflammatory drugs (NSAIDs) are typical pharma-
ceuticals found in wastewater (El-Sheikh et al., 2019). 
Pharmaceutically-active compounds (PhACs) pollution of the aquatic 
environment has sparked widespread worldwide concern (Zhan et al., 
2019). There are different methods for using CNTs in the treatment of 
pharmaceutical wastewater, such as photocatalysis and adsorption. 
According to Min-Quan and co-authors (Yang et al., 2014), adding CNT 
to TiO2 improves its adsorptive capabilities while cause decreasing 
nanocomposites’ band gap energy (Eg). Some studies investigated the 
influence of CNT geometrical dimensions on its removal performance 
toward (Vijayan et al., 2019); adsorption and SPE of nitro-phenols and 
chloro-phenol from water (El-Sheikh et al., 2012), adsorption and SPE of 
Hg(II) (El-Sheikh et al., 2011) and simultaneous solid-phase extraction 
of different metal ions (Cd(II), Mn(II), Pb(II), Zn(II), Cu(II), Ni(II), Co 
(II)) (Djerahov et al., 2016). The three potential methods of photo-
catalysis improvement in CNT–TiO2 compounds were reported in the 
previous studies (Woan et al., 2009; Leary and Westwood, 2011). Ac-
cording to the original hypothesis, the metal nanoparticles doped TiO2 

Fig. 9. TEM pictures of several magnetic nano-materials; a) magnetic carbon nano-composite, b) magnetic polypyrrole nano-composite c) magnetic carbon nano- 
clusters d) magnetic carbon nano-flowers (Siddiqui et al., 2019). 

Fig. 10. Available studies linked to utilizing CB as nanomaterials for electro-
chemical (bio)sensor and their spreading amongst biosensors and sensors. 
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can play an efficient role (Orooji et al., 2021) and a high-energy photon 
excites an electron from the valence band to the conduction band of 
anatase TiO2. According to Wang’s second concept, CNTs are sensitizers 
that transfer electrons to TiO2. On the other hand, the mechanism may 
be more complicated since it is the result of two variables. The first is 
related to the increased light absorption that occurs when the C–O–Ti 
link is present (carbon doping). The last component is linked to a higher 
number of faults causing mid-band-gap phases (Leary and Westwood, 
2011). 

CNTs may be used in various waste water treatment applications and 
can play a vital role in removing organic salts, poisonous dyes, and 
heavy metals from water. For an instant, it can be used either as a direct 
filter or as a filler to improve the membrane performance. The immo-
bilization of carbon nanotubes in the pores of a hydrophobic membrane 
is shown to positively modify water membrane interactions, promoting 
vapour permeability while limiting liquid entry into the membrane 
pores. Gethard and coworkers (Gethard et al., 2011) showed that CNTs 
might act as a sorbent in CNT-polyvinylidene fluoride membranes to 
offer an alternative route for solute transport, as illustrated in Fig. 12. 

4.3. Activated carbon 

Because of its vast surface area, polymodal (but basically micropo-
rous) porous structure, high adsorption capacity, and changeable sur-
face chemical composition, activated carbon is the major flexible 
adsorbent (Saleem et al., 2019). Activated carbon is generated from 
high-carbon substance trash in the environment. For the production of 
activated carbons, lignocellulosic and coal materials have been utilized 
as raw constituents. Activated carbon is produced from various carbo-
naceous materials that have been treated to improve its adsorptive 
characteristics. Wood, wastewater treatment sludge, sugar, pulp mill 
black ash, petroleum-based wastes, pecan shells, peat, lignite, coconut 
shells, bones, and bituminous coal are the main materials used to pro-
duce activated carbon. Chemical and physical activations are the two 
methods for making activated carbon utilized in water purification op-
erations. There are two types of activated carbon that have been stim-
ulated: The H-type and the L-type (Ahmad and Azam, 2019). The L-type 
carbon is a more powerful solid acid than the H-type carbon, which has a 
negative charge in water and can neutralize strong bases while 
remaining hydrophilic. When put into water or treated with strong 
acids, H-type carbon takes on positive charges and is classified as hy-
drophobic. Only a few research studies on removing pharmaceuticals 
from aqueous media by activated carbons have been published to our 
knowledge. Most of the time, commercially available carbons were used 
(Calisto et al., 2015; Li et al., 2018). Furthermore, because of its 
adsorption capability and ability to be recovered, granulate activated 
carbon is often used in various treatment facilities throughout multiple 
nations. If granulated activated carbon (GAC) is utilized instead, the 

Table 1 
Published work in the WoS database using “carbon”, “black”, and “wastewater” 
keyword for title search.  

No. Title Remarks Ref. 

1 “removal of an ionic 
surfactant from wastewater 
by carbon blacks adsorption” 

The porosity of the 
samples has a 
significant impact on 
adsorption in sodium 
dodecyl sulphate. 

González-García 
et al. (2002) 

2 “Functionalized carbon 
black nanoparticles used for 
separation of emulsified oil 
from oily wastewater” 

A new demulsifier is 
given for the 
demulsification of 
emulsified oily 
effluent. 

Wang et al. 
(2018) 

3 “Activated carbon supported 
iron-nickel bimetallic 
nanoparticles for 
decolorization of Reactive 
Black 5 wastewater” 

The nFeNi-GAC 
compound proved 
successful in 
decolorizing RB5 
effluent. 

Shu et al. (2015) 

4 “Removal of phenol and 
chlorine from wastewater 
using steam activated 
biomass soot and tire carbon 
black” 

For wastewater 
treatment, steam 
activated biomass soot 
and tyre carbon black 
are potential options. 

Trubetskaya et al. 
(2019) 

5 “Photocatalytic degradation 
of real textile wastewater 
using carbon black-Nb2O5 

composite catalyst under 
UV/Vis irradiation” 

The enhanced 
photocatalytic activity 
of the Nb2O5over 
carbon black (CB) 
catalyst was ascribed 
to an increase in 
adsorption capacity 
and the bandgap 
narrowing caused by 
CB impregnation, 
which redshifted the 
absorption edge 
wavelength to the 
visible range. 

Domingues et al. 
(2021) 

6 “Adsorption application of 
activated carbon from ripe 
black locust seed pods for 
wastewater taken from 
Ergene River, Turkey” 

In the Ergene River 
sample, activated 
carbon derived from 
mature black locust 
seed pods performed 
well in removing most 
elements, unpleasant 
odours, and colour. 

Üner et al. (2021) 

7 “Application of carbon black 
and iron phthalocyanine 
composites in bioelectricity 
production at a brewery 
wastewater fed microbial 
fuel cell” 

The usage of FePc and 
carbon black in 
combination resulted 
in higher power 
densities. 

Mshoperi et al. 
(2014) 

8 “Enhancement of the 
electrocatalytic oxidation of 
antibiotic wastewater over 
the conductive black carbon- 
PbO2 electrode prepared 
using novel green approach” 

The addition of 
conductive carbon 
black may boost 
efficiency, encourage 
the production of 
hydroxyl radicals, and 
speed up the oxidation 
of metronidazole. 

Wang et al. 
(2019) 

9 “Photoelectrocatalytic 
performance of conductive 
carbon black-modified Ti/ 
F–PbO2 anode for 
degradation of dye 
wastewater (reactive 
brilliant blue KN-R)” 

The incorporation of 
conductive carbon 
black into the PbO2 

coating inhibited the 
growth and 
aggregation of PbO2 

crystal grains, 
resulting in the 
formation of porous 
structure and the 
preferential 
development of the 
(101) and (301) planes 
of the PbO2 crystal, as 
well as increased 
oxygen evolution over 

Zhou et al. (2018)  

Table 1 (continued ) 

No. Title Remarks Ref. 

potential and carrier 
density. 

10 “Enhancing oxygen 
reduction reaction by using 
metal-free nitrogen-doped 
carbon black as cathode 
catalysts in microbial fuel 
cells treating wastewater” 

Carbon powder was 
treated with sulfuric 
acid and nitrogen- 
doped to improve a 
slow oxygen reduction 
process activity. 

Wang et al. 
(2020a) 

11 “Effect of black carbon on 
the migration and 
biodegradation of 
pentabromodiphenyl ether 
(BDE-99) during natural 
groundwater recharge with 
treated municipal 
wastewater” 

The residual BDE-99 
levels in the black 
carbon amendment 
column were 
significantly greater 
than in the silty clay 
column at various 
depths. 

Ma et al. (2016)  
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sludge and contaminated carbon may be separated at the start of the 
operation. This implies that digested sludge may be put to agricultural 
land, but compounds already present in the sludge must be considered. 
In earlier studies (Ek et al., 2014; Paredes et al., 2016; Benstoem et al., 
2017), granulate activated carbon (GAC) with particle sizes greater than 
800 m was often employed in fixed-bed filters, while newer studies 
(Mailler et al., 2016) have demonstrated better performance utilizing 
fluidized bed and micro-grain activated carbon (MGAC). The chemistry 
of micro-grain activated carbon, such as the presence of surface oxygen 
groups and the point of zero charges, appeared to have more influence in 
the experiments with wastewater treatment plant effluent, whereas the 
textural properties of MGAC, particularly the mesopore volume, seemed 
to play the most crucial role during the adsorption without background 

organic matter (see Fig. 13). Because of the effect of the background, 
organic matter, and the presence of oxygenated groups on the surface of 
the micro-grain activated carbon, positively charged molecules are 
better adsorbed. The UV254, also known as the SAC254, is an essential 
parameter to monitor during the drinking water treatment process since 
it allows for a rapid assessment of organic matter in water. To regulate 
the dosage of micro-grain activated carbon in tertiary treatments, the 
UV254 may be utilized to indicate medication removal effectiveness 
(Alves et al., 2018). 

4.4. Carbon nanofibers 

Adsorption using adsorbent materials such as carbon nanofibers is 
thought to be a simple and energy-efficient technique for treating 
wastewater polluted with pharmaceutical chemicals. Photocatalytic, 
nano-composites, energy devices, filtration, sensors, tissue engineering, 
and drug delivery are just a few of the applications for carbon nanofibers 
(CNFs). Because of their tiny dimensions and unusual one-dimensional 
architectures, CNFs have recently attracted much interest due to their 
outstanding electrical conductivity and excellent electrochemical sta-
bility. They have diameters ranging from 3 to 100 nm and may be 
generated at reasonably high rates with different regulated architectures 
utilizing a range of metals in powdered or supported form as the cata-
lytic entity. CNFs have also been investigated for various electro-
chemical energy storage applications using carbon materials, such as 
batteries and super-capacitors (Zhu et al., 2020). Due to their resistance 
to acid/alkaline media, excellent electrical and thermal conductivity, 
and exterior surface area readily accessible to gases and liquids, CNFs 
are ideal catalyst supports in specific applications (Sebastián et al., 
2009, 2013). Unlike parallel nanofibers (or CNT), CNFhas graphite 
edges on its surface, which allow for intense contact between the sup-
port and the active phase (Din et al., 2020) and a herringbone structure 
with exposed edges (Fig. 14). In an earlier study, microporous carbon 
beads (Saraswat et al., 2012) and carbon beads coated with carbon 
nanofibers (CNFs) (Khare et al., 2013; Talreja et al., 2014) were created 

Fig. 11. Co-occurrence network mapping of keywords according to the total link strength (keywords: carbon, nanotube and wastewater).  

Fig. 12. Mechanism of membrane distillation of CNTs-polyvinylidene fluoride 
membranes (Gethard et al., 2011). 

W. Nabgan et al.                                                                                                                                                                                                                                



Chemosphere 288 (2022) 132535

14

as effective adsorbents for aqueous systems. Without elution of the 
particles or maldistribution of the flow in the packed bed, the spherical 
beads may be filled in an adsorber and utilized effectively under flow 
circumstances. According to Silvia and coworkers (Álvarez-Torrellas 
et al., 2017), carbon adsorbents such as CNT and CNFs are effective 

materials for removing pharmaceutical chemicals from hospital effluent 
matrices. By using keywords such as “pharmaceutical”, “carbon”, and 
“nanofiber” in the topic search of the WoS database, only 147 published 
works were detected, and the network visualization plots are shown in 
Fig. 14. As seen, there is a lack of research in graphenes, electrochemical 

Fig. 13. Diagram of the pharmaceuticals elimination from water with MGAC (Alves et al., 2018).  

Fig. 14. Diagram stacked-cup carbon nanofiber construction with a TEM photo display the inclined direction of the stacked graphene sheets concerning the 
nanofiber axis and the capability of the adsorption process was proven in the removal of the pharmaceutical components existing in the hospital wastewater along 
with the network visualization plots for pharmaceutical, carbon and nanofiber topic search (Palmeri et al., 2011; Álvarez-Torrellas et al., 2017). 
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sensors, wastewater, personal care products and aqueous solutions. 

4.5. Graphene 

Graphene is a new wonder material that has piqued scientists’ in-
terest in recent years. It’s a carbon allotrope composed of a single layer 
of atoms organised in a honeycomb lattice in two dimensions. Like other 
carbon-based materials, Graphene has a large surface area, better charge 
mobility and thermal conductivity, flexibility, and chemical stability, 
and has been utilized as a quick adsorbent for a variety of contaminants 
(Zhang et al., 2019a; Pan et al., 2020; Wu et al., 2020; Sadeghi Rad et al., 
2022). At the moment, the most popular method for making graphene is 
to use graphene oxide (GO) as a precursor. The excellent properties 
associated with a defect-free and single-layer 2D graphene sheet have 
yet to be fully realized in the reported graphene-based materials (Yang 
et al., 2014) due to irreversible aggregation or restacking of graphene 
sheets during the wet chemistry preparation and the lower electronic 
conductivity of the prepared GO-derived graphene (i.e., reduced gra-
phene oxide, rGO) (Loh et al., 2010; Zhang et al., 2011). Despite its 
higher cost than conventional adsorbents, several factors may contribute 
to graphene adsorption becoming a competitive technology in the 
future, including (i) lower effluent toxicity, (ii) high expected process 
efficiency (resulting in a lower regeneration frequency), and (iii) higher 
specific surface area of graphene (resulting in a lower volume for water 
treatment), (iv) stricter regulation on urban wastewater disposal, and 
(v) more technological development (with anticipated lower costs) 
(Rizzo et al., 2015). The adsorption ability of graphene for the removal 
of heavy metal ions (Cr6+, Cd2+, Pb2+, etc.) (Deng et al., 2010), dyes 
(Ramesha et al., 2011), and bisphenol A (Xu et al., 2012) from aqueous 
solutions has been described in the literature. Al-Khateeb and coworkers 
(Al-Khateeb et al., 2014) researched pharmaceuticals adsorption onto 
graphene material which revealed high proficiency when employed for 
the aspirin, caffeine, and acetaminophen removal from actual ecological 

samples such as red sea water, waste water, and TAP water. The benefit 
of graphene over other carbonaceous materials is its ability to selectively 
adsorb aromatic molecules with benzene rings via strong π− π in-
teractions (Cai et al., 2011). Ramin and coauthors (Hassandoost et al., 
2019) satated that the unbounded π electrons of graphene deliver a 
remarkable capacity for adsorbing pollutant molecules via π-π in-
teractions and a stage for even diffusion of particles. As a result, gra-
phene is anticipated to be a viable adsorbent in water treatment to 
eliminate aromatic compounds. Fig. 15 shows the adsorption flow dia-
gram of pharmaceutical pollutants on graphene-based constituents. 13 
papers have been detected when applying “graphene”, “wastewater”, 
and “pharmaceutical” in the title search of the WoS database and are 
reported in Table 2. However, the application of porous graphene as a 
tertiary treatment filter for the subtraction of widely consumed phar-
maceutical pollutants has not been fully explored yet. As a result, there is 
a need to create new, stable, and readily separable composite materials 
for the pharmaceutical and personal care items removal from water and 
wastewater and a better understanding of the process’ mechanism. 

4.6. Other carbon nano-sized materials 

Carbon-based adsorbents are often employed to eradicate heavy 
metals from an aqueous solution. Other carbon nanomaterials such as 
mesoporous carbon (Kalate Bojdi et al., 2015; Pollap et al., 2018) and 
biochar (Dong et al., 2018) have also been used in the development of 
(bio)sensors for emerging pollutants in waterways. Thuan and co-
workers (Van Tran et al.; Tran et al., 2019a; Tran et al., 2019b) produced 
hierarchically mesoporous carbon by pyrolyzing the Fe-MOF precursor 
to quickly and effectively remove antibiotics such as ibuprofen (206.5 
mg/g), ciprofloxacin (90.0 mg/g), chloramphenicol (96.3 mg/g), and 
tetracycline (224 mg/g). The transformation of different kinds of 
metal-organic frameworks into new mesoporous carbons for antibiotic 
treatment was described by Sung and co-authors (Ahmed et al., 2018; An 

Fig. 15. Pharmaceutical waste adsorption on graphene-based constituents (Rizzo et al., 2015; Carmalin Sophia et al., 2016).  
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Table 2 
Published work in the WoS database using “graphene”, “wastewater”, and 
“pharmaceutical” keyword for title search.  

No. Title Remarks Ref. 

1 “Performance 
evaluation of porous 
graphene as filter 
media for the removal 
of pharmaceutical/ 
emerging 
contaminants from 
water and 
wastewater” 

An adsorption 
column filter with 
porous graphene 
packing of optimized 
design and operation 
parameters could 
potentially be used 
as a highly efficient 
tertiary treatment 
unit for the removal 
of pharmaceutical 
contaminants 

Khalil et al. (2021) 

2 “Performance and 
reaction mechanism 
of MgO/ZnO/ 
Graphene ternary 
nanocomposite in 
coupling with LED 
and ultrasound waves 
for the degradation of 
sulfamethoxazole and 
pharmaceutical 
wastewater” 

The combination of 
graphene 
nanosheets, UV-A, 
and US waves may 
be used to treat 
actual 
pharmaceutical 
wastewaters in 
practical 
applications in a new 
and efficient way. 

Moradi et al. (2020) 

3 “Modeling the 
mineralization 
kinetics of visible led 
graphene oxide/ 
titania photocatalytic 
ozonation of an urban 
wastewater 
containing 
pharmaceutical 
compounds” 

From a kinetics 
standpoint, the 
influence of 
photochemical 
processes within the 
first 10 min is 
minimal; thus 
medicines may be 
regarded solely 
consumed with 
ozone. 

Beltrán et al. (2020) 

4 “Designing AgFeO2- 
graphene/Cu2(BTC)3 

MOF heterojunction 
photocatalysts for 
enhanced treatment 
of pharmaceutical 
wastewater under 
sunlight” 

The photogenerated 
electrons in 
AgFeO2’s conduction 
band interacted with 
O2 molecules to 
produce O2 anion (as 
the main oxidative 
species), 
accelerating the 
degradation/ 
mineralization of 
adsorbed drug 
molecules on the 
catalyst surfaces. 

El-Fawal et al. (2020) 

5 “On the role of a 
graphene oxide/ 
titania catalyst, 
visible LED and ozone 
in removing mixtures 
of pharmaceutical 
contaminants from 
water and 
wastewater” 

The kinetic regime of 
ozone reactions and 
the relative 
significance of mass 
transfer and 
chemical reactions 
may be evaluated 
using gas-liquid 
absorption kinetics. 

Checa et al. (2020) 

6 “The residual 
tetracycline in 
pharmaceutical 
wastewater was 
effectively removed 
by using MnO2/ 
graphene 
nanocomposite” 

The significant 
adsorption process 
that led to the 
complexation of Mn 
(IV) and π− π 
contacts of the 
benzene ring 
structure on treated 
graphene sheets with 
tetracycline 
molecules was the 
interaction of the 
benzene ring 
structure with 
tetracycline 
molecules. 

Song et al. (2019b)  

Table 2 (continued ) 

No. Title Remarks Ref. 

7 “Facile solvothermal 
fabrication of cubic- 
like reduced graphene 
oxide/AgIn5S8 

nanocomposites with 
anti-photocorrosion 
and high visible-light 
photocatalytic 
performance for 
highly-efficient 
treatment of 
nitrophenols and real 
pharmaceutical 
wastewater” 

With the help of 1 
mL H2O2, 40 mg of 
1% reduced 
graphene oxide/ 
AgIn5S8 can 
successfully deal 
with actual 
pharmaceutical 
wastewater, 
removing 89% of the 
chemical oxygen 
requirement, 
showing excellent 
practicability in 
actual 
pharmaceutical 
wastewater 
treatment. 

Che et al. (2018) 

8 “Application of 
graphene based 
materials for 
adsorption of 
pharmaceutical traces 
from water and 
wastewater- a review” 

Graphene 
compounds are 
effective against a 
broad range of water 
contaminants and 
may be utilized in 
water treatment as 
photocatalysts, 
adsorbents, and 
disinfectants. 

Carmalin Sophia et al. 
(2016) 

9 “Removal of 
phthalates and 
pharmaceuticals from 
municipal wastewater 
by graphene 
adsorption process” 

In preliminary 
research, the 
optimum operating 
parameters for 
emerging pollutants 
of concern in model 
solutions were 
determined to be a 
graphene dose of 0.1 
g/L and adsorption 
duration of 12 h. 

Yang and Tang (2016) 

10 “Graphene oxide- 
polyaniline 
nanocomposite as a 
potential sorbent for 
dispersive solid-phase 
extraction and 
determination of 
selected 
pharmaceutical and 
personal care 
products in 
wastewater samples 
using HPLC with a 
diode-array detector” 

Considering the 
complexity of the 
analytical issue, the 
proposed technique 
was effectively used 
to determine most of 
the chosen 
contaminants in 
wastewater samples 
with acceptable 
recovery and 
accuracy. 

Rashvand and Vosough 
(2016) 

11 “Advanced treatment 
of urban wastewater 
by sand filtration and 
graphene adsorption 
for wastewater reuse: 
Effect on a mixture of 
pharmaceuticals and 
toxicity” 

When graphene 
adsorption reactors 
were compared to 
traditional (granular 
activated carbon) 
adsorption 
processes, the best 
performance in the 
removal of 
pharmaceutical 
mixtures was very 
low (62% in terms of 
UV absorbance) 
(96%) 

Rizzo et al. (2015) 

12 “Magnetic solid phase 
extraction of 
gemfibrozil from 
human serum and 
pharmaceutical 
wastewater samples 
utilizing a beta- 
cyclodextrin grafted 
graphene oxide- 

Simple, high kinetic 
sorption of the target 
analyte, low 
detection limit (3 pg 
mL− 1), good 
precision (Relative 
standard deviation 
= 1.09%), great 
accuracy, and high 

Abdolmohammad-Zadeh 
and Talleb (2015) 

(continued on next page) 
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et al., 2018; Sarker et al., 2018). Biochar, which is defined as carbona-
ceous by-products and is a carbon-rich solid produced from biomass 
(organic matter from plants) cooked in a low-oxygen atmosphere, is an 
alternative to activated carbons. Biochar has been used to enhance the 
adsorption characteristics of developing pharmaceutical pollutants and 
their metabolites (Essandoh et al., 2015; Karunanayake et al., 2017; 
Peiris et al., 2017). Biochar and activated carbon were evaluated as 
catalysts in an ultrasonic process to degrade acetaminophen and nap-
roxen, and Jong-Kwon and coworkers (Im et al., 2014) discovered that 
biochar was more effective than activated carbon in degrading 

pharmaceutically active chemicals under ultrasonic radiation. More 
study is needed to bridge the gap in understanding the biological pro-
cesses of biochar’s ability to reduce membrane fouling. 

5. Methods for removing pharmaceutical pollutants 

The pharmaceutical compounds are strong, physiologically active 
substances, and little is known about their ecological impacts (Santos 
et al., 2010; Boxall Alistair et al., 2012). This is due to abundant infor-
mation regarding their pharmacological and toxicological effects at high 
concentrations. Most pharmaceutical wastewaters have high chemical 
oxygen demand concentrations, which may vary depending on 
manufacturing industry activities (Cetecioglu et al., 2015). Chemical 
oxygen demand values ranged from 4410 to 40,000 mg L− 1 in most 
pharmaceutical wastewaters. On the other hand, pharmaceuticals have 
been demonstrated in many studies to reach rivers, mainly via treated 
wastewater effluent, and to stay biochemically active in aquatic systems 
(Hughes et al., 2013; Loos et al., 2013). Removal of pharmaceuticals 
from wastewater was done using various treatment methods such as 
physical, chemical, and biological processes summarized in Fig. 16. 
Physical treatment methods involve adsorption, electrodialysis, reverse 
osmosis (RO), evaporation, filtration, sedimentation, and flocculation. 
Various chemical technologies are adopted to eliminate pharmaceuticals 
from wastewater, such as oxidation, flocculation/coagulation, electro-
chemical oxidation, ozone, Fenton, ultrasonication, heterogeneous, and 
homogeneous photocatalytic reactions. Biological treatment processes 
through aerobic and anaerobic methods include constructed wetlands 
process, membrane bioreactors, biodegradation, and activated sludge 

Table 2 (continued ) 

No. Title Remarks Ref. 

magnetite nano- 
hybrid” 

sorption capacity 
(49.8 mg/g) are 
some of the benefits 
of the proposed 
technique. 

13 “Application of 
graphene for the 
analysis of 
pharmaceuticals and 
personal care 
products in 
wastewater” 

For examining 
pharmaceuticals and 
personal care items 
in wastewater 
samples, a 20% 
graphene/silica gel 
derivatized with 
MTBSTFA followed 
by the GC-MS 
analysis technique 
may be utilized 
successfully. 

Yu and Wu (2013)  

Fig. 16. Treatment methods for the pharmaceutical removal from wastewater effluent.  
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process for the pollutant elimination from wastewater. A concept for 
improving the performance of wastewater treatment facilities in terms 
of pharmaceutical removal may be provided, typically by adding addi-
tional processes intended to remove such pollutants more effectively. 
Despite this, many wastewater treatment facilities throughout the globe 
only have two treatment stages (physical and biological), and just a few 
employ tertiary or advanced treatment steps (e.g. osmosis, advanced 
oxidation, ozonation, flocculation, or ultrafiltration) (Amor et al., 
2019). As people become more aware of the inefficiencies of individual 
treatment methods for removing dangerous chemicals from pharma-
ceutical wastewater, the integration and combination of treatment 
technologies may become a more effective, although more costly, option 
in the future. 

6. Challenges and perspectives 

Pharmaceutical industrial effluent may be a potential source for 
value-added product recovery, and treated wastewater can also be uti-
lized in agriculture. Despite advancements in optical sensors, there are 
still certain limits that must be overcome. Susceptibility to environ-
mental changes, such as pH, turbidity, temperature, flow rate, and so on, 
affects optical equipment. Improvements in measuring comparability 
and reliability, for example, are required. Water quality factors must 
also be clearly defined and validated consistently. The robustness, 
simplicity, speed, and cost factors of a system will determine its success 
and economic feasibility. Before they can be utilized commercially in 
wastewater plants, sensor research should follow the development of 
state-of-the-art hardware sensors, including their reliability, practi-
cality, and cost, as well as the usual measures used for process man-
agement. In this respect, adding efficient recognition components (such 
as entire microbes or biomolecules) may enhance the applicability of 
sensors by allowing them to detect smaller quantities of analytes, 
especially in murky samples like wastewaters. It’s also been proposed 
that a new method to wastewater monitoring, namely the use of spe-
cifically built carbon-based sensors, may lead to the successful creation 
of an improved platform capable of offering better sensitivity in real- 
time water content detection. For example, the proposed Fe-Chitosan- 
coated carbon electrode sensor could provide high sensitivity and 
good selectivity for As(III) in a complex water matrix, demonstrating a 
dependable As(III) monitoring capability applicable in actual waste-
water. More pilot and large-scale studies to evaluate the remediation 
effectiveness of different carbon compounds and their cost-effective 
synthesis from renewable resources may enhance the commercial 
acceptability of carbon-based materials in the environmental remedia-
tion sector. 

Furthermore, electrochemical cells may be used in conjunction with 
other small-molecule detection methods such as fluorescence spectros-
copy, nuclear magnetic resonance spectroscopy, and mass spectrometry. 
Significant progress has been made in this area, and routine analytical 
instruments may be replaced shortly by the reported nano and bio- 
sensors based on carbon materials, which provided fast, simple, sensi-
tive, and selective detection of pharmaceutical-containing wastewater. 
As a result of continuing sensor technology advances, creating more 
advanced detection methods for biomolecules analysis in the near future 
is anticipated. 

For the treatment of refractory organic wastewater, more attention 
should be given to the fundamental concepts and degradation processes 
of adsorption, filtering, AOPs, and photocatalysis techniques. It is sug-
gested that researchers concentrate on the degrading treatment process 
of real industrial wastewater and encourage the large-scale imple-
mentation of the methods described in industrial wastewater treatment. 
Reducing the cost of the treatment process and resolving the reaction 
facility corrosion issue are both essential aspects in encouraging the 
industrial use of those techniques. Additionally, in removing pharma-
ceutical pollutants from the environment, combined modes of mem-
brane filtration and electrochemical oxidation, developing electrode 

materials and catalytic materials with better antibiotic treatment effects, 
and exploring the best external conditions for the reaction are all crit-
ical. MOFs, for example, with the intrinsic surface area of 1000 m2 g− 1 to 
10,000 m2 g− 1 (Doustkhah et al., 2021a), have been shown to be 
effective in the treatment of industrial wastewater. Pellets, spherical, 
mold, nanorods, beads, and other forms of adsorbents and photo-
catalysts are among the most common. As a result, MOF composites have 
shown a number of benefits, especially in photocatalysis, where a nar-
row bandgap is needed and they tend to exhibit pores having diameters 
comparable in length-scale to the molecular size of solute compounds 
(Doustkhah et al., 2021b). The use of MOFs in wastewater treatment, on 
the other hand, requires excellent structural stability under working 
circumstances, which may be achieved by introducing and mixing 
transition metals such as Fe, Cu, Cd, and Fe. 

Although there is a large body of literature supporting the usage of 
carbon-based nanomaterials, researchers should thoroughly evaluate 
their characteristics before claiming extraordinary behavior. Further-
more, although the use of carbon nanotubes has been the focus of pre-
vious studies, the authors believe that this trend will shift as researchers 
create new kinds of carbon-based materials. Carbon-based materials are 
an excellent substrate for energy and the environment, regardless of 
wastewater treatment applications. There is considerable space for sci-
entific research to enhance their performance in a wide variety of ap-
plications. More multidisciplinary research is needed to progress new 
and sustainable carbon-based heterostructured materials for energy and 
environmental applications. It is suggested that analytical applications 
of carbon-based nanomaterials will continue to grow and become a 
mature and autonomous area in the near future. 

7. Concluding remarks 

This article delivered an overview of how carbon-based nano-mate-
rials may be used to detect and remove pharmaceutical contaminants in 
wastewater. In recent years, there has been an exponential increase in 
WoS articles in (bio)sensor fabrication using carbon black as nano-
materials, indicating the possibility of developing products and tech-
nologies using carbon-based nanomaterials. Even though carbon-based 
composites offer many benefits over presently available carbon and 
organic resins for pollution sensing and removal, they have yet to be 
widely marketed. Carbon-based nanomaterials are desirable electrode 
modification and fabrication elements because of their outstanding 
electrochemical stability, conductivity, fast electron transfer, and broad 
electrochemical windows. Carbon-based materials such as carbon black, 
carbon nanotubes, activated carbon, carbon nanofibers, graphene mes-
oporous carbon, and biochar sorbents are reviewed, with each having 
potential characteristics as well as drawbacks for the adsorption of 
pharmaceutical wastes. Several analytical techniques, such as electro-
chemical, chromatographic, and spectroscopic methods, were studied to 
detect the pharmaceutical materials and impact water quality. Electro-
chemical sensors were thought of as the most applicable detecting 
approach in clinics for their advantages, including cheapness, simplicity, 
and the fact that they are highly selective, sensitive, and easy to mini-
aturize. Significant progress has been made in treating and managing 
pharmaceutical wastewater, which can be treated using biological, 
physical, or chemical methods. The biological or advanced eco-friendly 
techniques appear to be the most appropriate because they offer the 
potential for resource recovery (in the form of energy or chemicals). The 
optimum treatment technique combines traditional treatment methods, 
membrane reactors, and sophisticated post-treatment procedures. It is 
expected that this review will inspire the rapid development of novel 
fluorescent investigations for the application of carbon-based nano- 
materials to detect and remove pharmaceutical pollutants in 
wastewater. 
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BatistaDeroco, P., Campanhã Vicentini, F., Fatibello -Filho, O., 2015. An electrochemical 
sensor for the simultaneous determination of paracetamol and codeine using aGlassy 
carbon electrode modified with nickel oxide nanoparticles and carbon black. 
Electroanalysis 27, 2214–2220. 
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Ponce-Caballero, C., Giácoman-Vallejos, G., 2019. A rapid and green method for the 
determination of veterinary pharmaceuticals in swine wastewater by fluorescence 
spectrophotometry. Bull. Environ. Contam. Toxicol. 103, 610–616. 

Li, H., He, Y., Hu, Y., Wang, X., 2018. Commercially available activated carbon fiber felt 
enables efficient solar steam generation. ACS Appl. Mater. Interfaces 10, 9362–9368. 

Li, X., Huang, A., Liao, X., Chen, J., Xiao, Y., 2020. Restricted access supramolecular 
solvent based magnetic solvent bar liquid-phase microextraction for determination 
of non-steroidal anti-inflammatory drugs in human serum coupled with high 
performance liquid chromatography-tandem mass spectrometry. J. Chromatogr. A 
1634, 461700. 

Li, Y.H., Zhao, Y.M., Hu, W.B., Ahmad, I., Zhu, Y.Q., Peng, X.J., Luan, Z.K., 2007. Carbon 
nanotubes - the promising adsorbent in wastewater treatment. J. Phys. Conf. 61, 
698–702. 

Lipczynska-Kochany, E., 2018. Humic substances, their microbial interactions and effects 
on biological transformations of organic pollutants in water and soil: a review. 
Chemosphere 202, 420–437. 

Liu, L., Liu, Y., Gao, B., Ji, R., Li, C., Wang, S., 2020. Removal of perfluorooctanoic acid 
(PFOA) and perfluorooctane sulfonate (PFOS) from water by carbonaceous 
nanomaterials: a review. Crit. Rev. Environ. Sci. Technol. 50, 2379–2414. 

Lo, T.W.B., Aldous, L., Compton, R.G., 2012. The use of nano-carbon as an alternative to 
multi-walled carbon nanotubes in modified electrodes for adsorptive stripping 
voltammetry. Sensor. Actuator. B Chem. 162, 361–368. 

Logan, B.E., Rossi, R., Ragab, A.a., Saikaly, P.E., 2019. Electroactive microorganisms in 
bioelectrochemical systems. Nat. Rev. Microbiol. 17, 307–319. 

Loh, K.P., Bao, Q., Eda, G., Chhowalla, M., 2010. Graphene oxide as a chemically tunable 
platform for optical applications. Nat. Chem. 2, 1015–1024. 

Loos, R., Carvalho, R., António, D.C., Comero, S., Locoro, G., Tavazzi, S., Paracchini, B., 
Ghiani, M., Lettieri, T., Blaha, L., Jarosova, B., Voorspoels, S., Servaes, K., 
Haglund, P., Fick, J., Lindberg, R.H., Schwesig, D., Gawlik, B.M., 2013. EU-wide 
monitoring survey on emerging polar organic contaminants in wastewater treatment 
plant effluents. Water Res. 47, 6475–6487. 

Ma, W., Yan, Y., Ma, M., Su, F., Zhang, Y., 2016. Effect of black carbon on the migration 
and biodegradation of pentabromodiphenyl ether (BDE-99) during natural 
groundwater recharge with treated municipal wastewater. Int. Biodeterior. 
Biodegrad. 113, 177–186. 

Mailler, R., Gasperi, J., Coquet, Y., Buleté, A., Vulliet, E., Deshayes, S., Zedek, S., 
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h i g h l i g h t s g r a p h i c a l a b s t r a c t

� Catalysts were prepared with MOF

and wet impregnation methods,

tested activity for AASR.

� Preparation methods plays crucial

role in the Ni dispersion and the

metal support interaction.

� Ni-complex/ALC catalyst showed

more effective in terms of conver-

sion and H2 yield.

� The supports greatly influence the

activity of Ni based catalysts in

AASR.

� Ni-complex/ALC catalyst was

more stable than Ni/ALC catalyst

for AASR.
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a b s t r a c t

This study focuses on acetic acid steam reforming (AASR) for the production of hydrogen

over synthesized a complex catalyst via metal-organic framework (MOF) process supported

on Al2O3/La2O3/CeO2 (ALC) named Ni-Complex/ALC. The catalytic activity and stability of

the synthesized catalyst compared with a catalyst of the same composition prepared using

nickel format precursor via wet impregnation wetness method. Catalytic reaction was

tested for both catalysts under atmospheric pressure at different temperatures ranging

from 300 to 650 �C, with S/C ratio ¼ 6.5 and weight hour space velocity (WHSV) 1.05 h�1.

Acetic acid conversion and product distribution were observed for 36 h of reaction. The

results showed that activity of the catalyst prepared using MOF process showed a better

yield towards hydrogen production and stability against coke deposition due to regular

pore structure and more amount of oxygen molecules available present on the surface. The

yield of H2 was found to be approx. 90%, i.e., close to the theoretical stoichiometric limit.

© 2020 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.
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Introduction

In current times, because of the depletion of fossil fuel re-

sources and growing concern related to increasing pollution,

hydrogen is widely accepted as a promising alternative and

sustainable for transportation fuel [1,2]. It offers several ben-

efits and possesses high energy content (~122 MJ kg�1), which

is 2.8 times more than conventional fossil fuels and no gen-

eration of any pollutant on combustion as water is the only

product formed during the combustion process [3]. Currently,

H2 is mainly generated via steam reforming of natural gas or

petroleum-based sources and through coal gasification [4,5].

However, these techniques not only emit greenhouse gases

and contribute to environmental pollution but also lead to the

exhaustion of fossil reserves [6,7]. Alternative hydrogen can be

produced using renewable energy sources such as biomass

either through thermochemical process such as direct gasifi-

cation combining with water gas shift reaction or production

of bio-oil via fast pyrolysis steam reforming and via biological

processes [8e11]. Hydrogen production from renewable

biomass can mitigate environmental pollution as well as

decrease dependency on fossil reserves. Bio-oils or pyrolysis

oil obtained through fast pyrolysis of biomass and subsequent

catalytic steam reforming has been considered as an

economical and feasible way to generate hydrogen without

harmful emission to greenhouse gases. Moreover, steam

reforming of bio-oil is considered as a renewable and sus-

tainable route for hydrogen production due to CO2 neutral

source of biomass growth [12]. Bio-oil, produced from fast

pyrolysis of biomass is highly complex nature and contains

various groups of oxygenated compounds like acids, esters,

aldehyde, ketones, sugars, phenols, furfural as well as many

others compounds [10,13]. Taking into account the complex

nature of bio-oil, it is still a key challenge to develop and

design an efficient and stable catalyst for hydrogen produc-

tion from bio-oil steam reforming. Since, acetic acid (AcOH)

one of the main component of raw bio-oil (up to 19 wt%)

[14,15], has been chosen as a represented compound of bio-oil

to explore and develop efficient catalyst for hydrogen pro-

duction. AASR takes place via acetic acid decomposition (Eq.

(1)), followed by the water gas shift reaction (WGSR) Eq. (2)

simultaneously in the reactor. The overall steam reforming

reactions are shown in Eq. (3).

CH3COOH����!2COþ2H2 DH ¼ þ213.4 kJ/mol (1)

CO þ H2O����!CO2 þ H2 DH ¼ �41.0 kJ/mol (2)

CH3COOH þ 2H2O ����! 2CO2 þ 4H2O DH ¼ 131.4 kJ/mol (3)

WGS reaction is favoured at low temperature and CO is

combined with steam to produce H2 and CO2, and resulting in

the removal of produced CO. CH4 may also form via thermal

decomposition of acetic acid Eq. (4))

CH3COOH����!CH4 þ CO2 DH ¼ �33.5 kJ/mol (4)

Acetone is also formed via ketonization at low reaction

temperature and resulting in lower conversion. It is one of the

main intermediates for carbon formation in acetic acid

reforming reaction.

2CH3COOH
����! (CH3)2CO þ H2O þ CO2 DH ¼ 16.7 kJ/mol (5)

AASR also involved complex reaction network pathways,

which produces several undesired intermediates causing the

generation of carbonaceous species over the catalyst surface.

To enhance the production of H2 and minimization of the

intermediate gases during AASR, several researchers investi-

gated various strategies, including modification of catalysts.

In general noble metal catalysts such as; (Pt, Pd, Rh, Ru, Ir)

have widely been reported for AASR [16,17].These catalysts

showed better activity towards H2 production as well as less

susceptibility for coke deposition in comparison to transition

metals [18]. However, these catalysts are expensive, and

therefore commercialization is difficult. So, at present great

attention is focused on low-cost transition metals such as Ni,

Co, and Fe during the AASR [19]. Among them, Ni-based cat-

alysts have been extensively selected for steam reforming

reaction because of having lower price compared to noble

metals and excellent activity [20e25]. Ni showed high activity

towards cleavage of CeC bond and OeH bond and contributed

to form H2 via adsorbed hydrogen atoms on catalyst surface

[9,14,26,27]. However, the major disadvantage of Ni-based

catalysts during steam reforming reaction is that, they are

easily deactivated via coking and sintering of particles [13,28].

The coke formation is associated with various side reactions

such as to the cracking, dehydration and polymerisation re-

action on the acidic sites of the support. The reforming ac-

tivity and selectivity of Ni-based catalysts depend on many

factors viz. Catalysts preparation methods, type of supports,

metal loading, use of the additive, and operating conditions

[29]. Together with the active metal phase, proper support is

also required to improve activity and stability, by the allevia-

tion of coke deposition during AASR.

Carbon deposition is one of the most severe issues for Ni

based catalyst than noble metal catalysts [19]. In addition,

AASR suffers from severe hydrothermal environment, and

catalysts get deactivated by sintering of active metal [30].

Carbon depositionmay happen via. Directly decomposition of

acetic acid or via. Decomposition of intermediates generated

and through oligomerization of acetone during AASR [31].

Hence, various researchers have reported their works on

measuring stable catalytic performance towards H2 rich gas

and suppressing coking during AASR [7,32e35]. Hu and Lu

performed AASR over different transition metal catalysts (Ni,

Co, Fe and Cu) supported on g-Al2O3 and found that activities

of Ni/g-Al2O3 and Co/g-Al2O3 catalysts were better. However,

both catalysts deactivated due to coke deposition. Ni/g-Al2O3

catalyst showed much active and stable behaviour against

coke deposition than Co/g-Al2O3 and other Fe and Cu based

catalyst [34]. An et al. [32]. Reported that during AASR over the

Ni/g-Al2O3, at 600 �C, increases in the Ni loading, supports

cracking reaction of acetic acid while retards ketonization

reaction. Deposited carbon species are also affected by loading

from Ni e.g. carbidic type carbon decreased, and graphitic-

type carbon increased with increase of Ni loading by

9e15 wt%.Maximum conversion and selectivity of H2 was 90%

and 50% respectively when supported on 12% Ni loading. The
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total amount of deposited coke was same for all catalysts,

while increase in Ni loading, crystalline coke increased. Li

et al. [36] reported that crystalline carbon was formed from

CH4 decomposition and got transformed into inert graphitic

carbon and was not quickly gasified because of NieC inter-

action. Basagiannis and Verykios performed AASR over Ni and

Ru/g-Al2O3 at 700 �C (S/C ¼ 5), and reported that modification

of Ni or Ru/g-Al2O3 with Mg or La improves the conversion as

well as H2 selectivity. Coke formation also decreased from 4.65

to 0.1% over the other catalysts. However, La also promoted

ketonization reactions and consequently produce acetone at

lower temperatures [7].

Support also affects the dispersion of activemetal and alter

the electronic distribution by taking part in the reaction [37].

The g-Al2O3 iswidely accepted support in the steam reforming

reaction because of its high surface area for metal dispersion

and excellent thermal and chemical stability. However, Ni/g-

Al2O3 gets easily deactivated by coke deposition during

reforming reaction and substantial sintering due to presence

of water vapor and high temperatures [38,39]. Due to strong

acidic nature of Al2O3 and for the improvement of activity and

stability of Ni-based catalyst, many researchers have sug-

gested following strategies (1) modification in catalyst prepa-

ration (2) support modification (3) addition of promoters

[24,40]. In order to neutralize the acid sites of g-Al2O3 support,

addition with basic promoters such as alkali and alkaline

metals (Li, K, Mg, Ca, Ba, etc), are usually reported in litera-

tures [24,29,41e43]. Another approach during steam reform-

ing reaction to be mitigated by using various oxides support

e.g. CeO2, La2O3, CaO, BaO, or using as a modifier to alumina

support. These oxide supports increase the catalyst activity as

well as coke resistance capability [44]. Various researchers

have investigated that basicity and redox properties of sup-

port material have strong effect to minimize the coke forma-

tion during AASR [31,45,46]. It is well known that CeO2 has

easy redox properties in terms of oxygen storage and release

capacity because of easy transformation of C4þ/Ce3þ which

boosts the catalyst activity. Furthermore, it also enhances

dispersion of Ni catalysts over the support surface because of

its redox behaviour [47]. Incorporation of CeO2 promotes

oxidation reaction by providing oxygen atom from lattice of

CeO2 to the active metal which accelerate coke gasification

resulting in low coke deposition [17,48]. Moreover, addition of

CeO2 also contributes to inhibition of sintering of active metal

and also stabilize g-Al2O3 support by preventing its phase

transformation of [48]. On the other hand, addition of La2O3

showed an significant effect on thermal stability by prevent-

ing sintering of g-Al2O3 particles through interactions be-

tween Al and La molecules, by creation of bonds LaeOeAl

after calcination. It also disperses the Ni metal particles and

prevent the formation of NiAl2O4 which is susceptible to sin-

tering [49]. In addition, La promote the WGS reaction which

suppress the formation of coke on the catalyst surface by

removal of adsorbed CO as well as reacts with CO2 forming

oxygen containing species which further helped to remove

coke [6]. Lefferts et al. studied AASR over Ni/ZrO2 catalyst and

reported that catalytic activity gradually decreased due to

extensive coke deposition. Whereas, addition of K and La in to

the catalyst improved the activity as well as stability by

supressing coke accumulation [50]. Moreover, addition of

La2O3 also prevented metal sintering and stabilized the metal

particles at high reaction temperatures [6]. Although both

CeO2 and La2O3 enhance the thermal stability property of g-

Al2O3, but La2O3 is more active due to insertion of lanthanum

molecules into the crystal lattice of g-Al2O3 forming spinel

structures, while cerium remains on the surface in the form of

CeO2 [51]. Various catalyst preparation methods have been

adopted to develop nano-porous structures particles with

highly ordered structures and high surface area at a large scale

for technology use. In this respect, metal-organic-frameworks

(MOFs) exhibit excellent potential due to their controllable

structure tunable functionality and pore size, special electro-

chemical properties, and high catalyst surface area [52,53].

Yang et al. investigated different and simple method for the

synthesis of novel ZnO nanoparticles and hybride ZnO@C

nanostructured catalyst using MOF approach under different

atmospheric conditions. The hierarchical 3D cubical struc-

tured nanoparticles of ZnO showed relatively high photo-

catalytic decomposition activity. Whereas, the hybrid ZnO@C

composites showed high porosity with sufficient pore sizes

which exhibited excellent adsorbing capacity for organic

pollutants [54].

In the present study, Ni/g-Al2O3 catalysts impregnated

with La2O3eCeO2 have been prepared from two different

methods (i) via MOF and (ii) wet impregnation method. Their

catalytic activity and stability were evaluated for AASR for

hydrogen production at different temperatures and time on

stream. Various characterizations were applied to ascertain

the chemical and textural properties of both the prepared

catalysts, including H2 temperature program reduction (TPR),

X-ray diffraction (XRD), transmission electron microscopy

(TEM), BET surface area by N2 adsorption-desorption, and

thermogravimetry analysis (TGA).

Experimental

Materials

Aluminum nitrate nanohydrate (Al(NO3)3$9H2O, >98%, Merk

Pvt Ltd.), Ammonium hydroxide (NH4OH, >98% Fisher Scien-

tific), Nickel chloride hexahydrate (NiCl2$6H2O,> 98%, Fisher

Scientific), Nickel (II) formate (Ni(HCO2)2$2H2O, >98% Alfa

Aesar), lanthanumnitrate (La(NO3)3$6H2O, >98%, Central Drug

House, Mumbai-India), Cerium(IV) sulfate tetrahydrate

(Ce(SO4)2$4H2O, >98%, Merk Pvt.Ltd.), 2020 Bipyridine (C10H8N2,

>98%, Alfa Aesar), Propan -2OL ((CH3)2$CHOH, >98%, Fisher

Scientific), Diethyl Ether ((C2H5)2O, >98%, Fisher Scientific),

and Ethanol (C2H6O, >98% Fisher Scientific) were used directly

for the synthesis of support and catalysts.

Synthesis of Al2O3/La2O3/CeO2(ALC) support material
Aluminum hydroxide gel of high surface area was prepared at

30 �C from concentrated solution of aluminum nitrate by

adjusting pH 9 with the help of ammonia solution. The pre-

pared hydrogel was kept 24 h for aging and appropriately

rinsed with double distilled water to remove nitrate ions

completely. Eventually, the product was dried in an oven and

calcined in furnace at 110 �C and 800 �C respectively, each for

8 h to get g -Al2O3 support. To obtain 3 wt% La2O3 yield in the
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final support, g-Al2O3 support was impregnated with the

required amount of aqueous solution of La (NO3)3$6H2O. This

concentration of La2O3 was chosen because it has been re-

ported optimal for stabilizing the g-Al2O3 support against

sintering process [55,56].

The g-Al2O3eLa2O3 support solution was then dried on a

water bath (100 �C), and further dried in oven (110 �C) for

overnight and finally calcined at 800 �C for 8 h. To obtain 9wt%

concentration of CeO2 in the final support required amount of

aqueous nitric acid solution of Cerium (IV) sulfate tetrahy-

drate was impregnated over prepared g-Al2O3eLa2O3 support.

The obtained mixture was dried in water bath with contin-

uous stirring and subsequently in an oven at 110 �C for over-

night and finally calcined at 550 �C for 8 h.

Synthesis of supported Ni catalyst
The above-synthesized g-Al2O3eLa2O3eCeO2 (ALC) support

was used to prepare Ni-based catalysts by two different

methods. The nickel loading was 15% by weight in both cases.

Catalyst 1. The catalyst was synthesized by wet impregnation

of support with a dilute ammoniacal solution of nickel

formate (Ni(HCO2)2$2H2O). Requisite volume of the prepared

solution was impregnated on the prepared alumina-

lanthanum-cerium (ALC) support to obtain 15 wt% Ni in the

final catalyst. The obtained mixture was dried in water bath

with continuous stirring and subsequently in an oven at

110 �C for overnight and finally calcined at 550 �C for 4 h in a

tubular reactor in the presence of N2 flow. The advantage of

using nickel formate precursor over other common precursors

is that formate does not require external reducing agents like

H2. On heating Ni (HCOO)2$2H2O directly decomposes to nickel

and a gaseous species [57].

NiðHCOOÞ2:2H2O/NiðHCOOÞ2 þ 2H2O

Y
NiþH2 þ 2CO2

(6)

Catalyst 2. This catalyst was prepared using Ni[(byp)2]Cl2
monometallic complex of nickel. Stoichiometric amount of

nickel precursor (NiCl2$6H2O) and organic ligand (2020 bipyr-
idine) were taken for the preparation of the nano-metallic

complexes via below given reaction.

NiCl2 þ 2(bpy)����!Ni[(bpy)2]Cl2 (7)

1.47 g of NiCl2 and 3.54 g of 2020-bipyridine organic ligand

solutionsweremade in 20mLof 2-propanol solvent separately.

Both the solutions were mixed dropwise in a round bottom

flask simultaneously with continuous stirring at 400 rpm for

4 h. The flow rate of each solution was maintained at 0.33 mL/

min, and the temperatureofflaskwasmaintainedat 40 �C. Fine
mixture of Ni-complex (Ni[bpy]2 Cl2]) was obtained, washed

withethanol, andetheruntil it is free fromimpurities. Thefinal

yield obtained after washing was 81% [58].

Finally, the prepared nickel complex and ALC support were

further dissolved in methanol separately in the beaker. The

solution of requisite amount of Ni-complex and ALC was

taken andmixed dropwise in a round bottom flask at 400 rpm,

maintaining 40 �C for 3 h to obtain 15 wt% loading of Ni in the

final catalyst. The prepared mixture was then filtered and

dried for 12 h (110 �C) in an oven and calcined for 6 h in the

tubular reactor at 650 �C to remove the ligand part in the

presence of controlled flow of N2 gas.

Characterization of catalysts

Surface area of catalysts and support, as well as pore size

distribution of the catalyst, were measured by the N2

adsorption/desorption cycles method using the (micrometric

ASAP 2020) surface area analyzer. The sample catalysts were

dried at 110 �C under argon flow before each measurement.

Crystal phases and sizes in supports and catalysts were

investigated via X-ray powder diffraction (XRD) techniques

from a (Rigaku Ultima IV) using Cu-Ka radiation source.

Hydrogen temperature-programmed reduction (H2-TPR) re-

sults were obtained using micromeritics pulse chemisorption

unit with TPD model no. 2920. 50 mg of the catalyst was pre-

treated at 300 �C with constant flow of argon gas to remove

moisture in a quartz made microreactor. Subsequently, to

obtain the TPR profile, the sample was heated from 50 to

800 �C linearly at a heating rate of 5 �C/min with a constant

flow of 5% H2/Ar (40 mL/min). The catalysts were also per-

oxidised in the same instrument with the constant flow of

oxygen (60 mL/h) from room temperature to 500 �C for 2 h

before performing reduction analysis. The thermal conduc-

tivity detector measured any change in the composition of the

exhaust gas. To observe the fine structure of prepared cata-

lyst, transmission electron microscopy (TEM) was conducted

by TechnaiG2 at 200 kV accelerating voltage instrument. A

scanning electron microscope (SEM, EDAX Novo Nano SEM

450) was performed for surface morphology of the catalyst.

Photoelectron spectroscopy (XPS) of the catalysts was per-

formed using the X-ray photoelectron spectroscopy (AMICUS,

Kratos Analytical) using monochromated Mg-Ka line

(1253.6 eV) as an X-ray source. For the analysis of coke

deposited on the surface of catalysts, thermal analysis (DT-

TGA) was carried out using thermal analyzer (NETZSCH-Ju-

piter-STA-449F3) under a flow of O2 (50mL/min) with constant

heating rate of 10 �C/min up-to 1000 �C. Decomposition of

precursors, i.e., nickel formate and Ni-complex, were also

studied by thermal analysis in an inert atmosphere of N2 gas.

N2 gas was allowed to flow at 50 mL/min.

Experimental set-up

AASR was studied in a vertical quartz tubular reactor under

steady-state conditions. The experimental schematic diagram

was presented in Fig. 1. It consisted of three sections, viz, the

feed preparation, the reaction, and the analysis section. The

mixture was fed into a preheater to vaporize the feed before

entering to the reactor section. Preheating section contained a

tubular quartz tube surrounded with heating coil and insu-

lated with ceramic wools. The temperatures of the preheating

section were controlled from two variac connected in series.

Activity test was carried out using the synthesized catalyst

diluted with SiC particles (1:2w/w) (Particle size were of the

range of 0.2e0.5 mm) to avoid channelling of flow and local
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heating of the catalyst. No catalytic activity were found solely

on SiC particles even at high reaction temperatures. The

catalyst particles were placed in the centre of the reactor

sandwiched between quartz wool. The length of tubular

reactor was 50 cm, and internal diameter was 10 mm. The

reactor was surrounded with electric furnace coupled with

PID controller (Thermolyne, USA 79300). A K-type thermo-

couple was placed inside a vertical thermowell at the centre of

reactor to measure the catalyst temperature. The thermo-

couple could move from the top to bottom of the reactor.

500 mg of catalyst diluted with SiC, as discussed above was

placed in the central part of the reactor where the tempera-

ture variation along the length from the top to bottom of the

catalyst bedwas notmore than 2 �C. The feedwas amixture of

acetic acid andwater. The twowere premixed in a ratio to give

steam to carbon ratio of 6.5:1(mole/mole) in the feed to the

reactor. The premixed liquid mixture was fed at the rate of

2.5mL/min through calibrated pump (FluidMetering Inc, USA,

Model RHSY). Nitrogen as a carrier gas was also introduced

into the reactor at a flow rate of 30 mL/min. Accordingly, the

inlet concentration of acetic acid was 4.85*10�6 mol/mL of N2

and WHSV 1.05 h�1. Products gases from the reactor were

passed through a condenser set at 4 �C to gas-liquid separator

for condensing water and any condensable vapors. The

gaseous products and condensate liquid were analysed by

Nucon (5700)make gas chromatograph (GC) separately. H2, N2,

CO, CH4, and CO2 in the gaseous mixture were analysed by a

GC equipped TCD (GC-TCD) with the Carbosieve SII column,

and the condensate liquid was analysed by (GC-FID) equipped

with Porapak Q column. To determine the calibration factors

for TCD were achieved with the standard gas mixtures of

known compositions (Chemtron Science Laboratory, Navi

Mumbai) and for liquid self-prepared with iso-octane as the

internal standard was used. All the experiments related to

conversion, yield and stability tests of catalyst were per-

formed at least twice for the same operating conditions, the

experimental data produced are approximately same with

marginal difference.

Catalytic activities were measured in terms of conversion

of acetic acid and yields of species (CO, CH4, CO2, and H2).

Conversion of acetic acid was defined in terms of CeC bond

cleavage conversion, as given below.

Conversion of acetic acid, XAcOH (%)

C� C bond cleavage conversion;XC�Cð%Þ

¼ Moles of carbon in the product gases
moles of acetic acid reacted

� 100

(8)

Yield of a species in the products given in Eq. (9) is the ratio

of moles of the species in the product to the number of moles

of the same species formed on complete conversion of acetic

acid to the species. Therefore, yield of CO, CH4, CO2 (%)

Y CO; CH4; CO2¼moles of CO= CH4= CO2 out
2�moles of acetic acid reacted

� 100 (9)

The yield of H2 produced was calculated using in Eq. (10). It

is the fraction of H2 produced to the moles of H2 on complete

conversion of 1-mol acetic acid to H2.

YH2 ¼ moles of H2 production
4�moles of acetic acid reacted

� 100 (10)

Results and discussion

Characterization of support and catalyst

Fig. 2. Presents the TG-DTA analysis of Ni(HCOO)2$2H2O per-

formed from 23 to 1000 �C at a rate of 10 �C/min. It shows that

the decomposition was a two-step process. In the first step,

water molecules were removed at 200 �C and next to the

anhydrous formate decomposed to Ni at 285 �C. The final

weight was 32.6% of the initial, whichmatched nickel content

Fig. 1 e Schematic diagram of catalytic steam reforming.
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(32.9%) in Ni(HCOO)2$2H2O. It confirms that the nickel formate

decomposed directly to metallic nickel in an inert

atmosphere.

DT-TGA analyses of prepared [Ni (2020-bipy)2 Cl2] (Fig. 3)

showed that the precursor of nickel complex finally decom-

posed to Ni(0) with the removal of different volatiles com-

pounds. The first decomposition peak at ~200 �C is attributed

to removal of H2O coordinated with complex molecules along

with 29.38% mass loss. However, it is not well defined and

showed that formation of moieties occurred in the degrada-

tion process. The remaining three successive decomposition

peaks attributed to the removal of bipyridine, hydrogen

chloride and chlorine molecules, finally with a residue of

18.32% assigned to nickel-metal Ni(0). A similar report has

been reported by Mazhar et al. [59].

Fig. 4. Illustrates the powder diffraction pattern (XRD) of

nickel [Ni(bipy)2]Cl2 complex prepared via. MOF process. No

peak corresponding to metal Ni salt or 2020 bipyridine was

observed. It shows that metal salt and ligand entirely reacted,

resulting in the formation of monometallic complex of Ni [60].

Thus the complex of nickel prepared by MOF process gives

Ni(0) finally after its decomposition in inert atmosphere.

XRD analyses of prepared Catalyst

All the XRD patterns of Al2O3, ALC (Al2O3eLa2O3eCeO2),

catalyst-1, and catalyst-2 are presented in Fig. 5. Several peaks

of the support and prepared catalysts were identified with

their d-value (calculated using Bragg’s law) and matched with

the standard values. It is observed that peaks correspond to g-

Al2O3, CeO2, andNi, metal. Themodified supports and reduced

catalysts showed diffraction peaks at around 2q ¼ 37.2�, 45.8�,
and 66.7�, which were assigned to g-Al2O3 (JCPDS 86e1410).

The three high-intensity peaks of Niº observed at 44.5�; at 51.8�

and 76.5� correspond to (111), (200) and (220) planes. There is

no characteristic peak of NiO at 2q ¼ 37.3� and 43.3� (JCPDS

78e0643) present. Catalysts showed the characteristics peaks

of cubic fluorite crystal structure of CeO2 were observed at

2q ¼ 28.30� (111), 33.13� (200), and 56.33� (311) in catalyst-1,

catalyst-2 and support ALC respectively, which shows the

segregation of the CeO2 over the g-Al2O3 [12]. Peaks of La2O3

corresponding to crystalline species La2O3 were not observed

in either of catalysts or the support ALC probably due to well

dispersion and low amount of La2O3 in the samples or low

crystallite size of La [61]. Crystallite size of Ni catalysts was

calculated by Scherrer equation for the (200) peak and results

are shown in Table 1. It is observed that the crystallite size of

Ni in the catalyst 2 (prepared via MOF) had average crystallite

of 37 nm, which is nearly 2.5 times than that of catalyst 1

(prepared from nickel formate). The MOF derived Ni particles

showed ordered aggregates of Ni nanoparticles with 3 di-

mensions cubic structures, which consisted of faceted Ni

crystals embedded with ALC support. Consequently, showed

good catalytic activity compared to catalyst 1.

H2-TPR analysis

H2-TPR analysis was carried out in order to investigate the

reduction behaviour and metal support interaction of the

fresh samples of catalysts. Fig. 6 illustrates the H2-TPR pat-

terns and reduction degree of both catalysts calcined in 550 �C.
The results showed that typically nickel species in both cat-

alysts fully reduced in the temperature range 400e600 �C.
Fig. 6 also presents the reduction temperature (at the

maximum) of pure nickel oxide prepared from calcination of

(Ni(HCO2)2$2H2O) in the presence of air at 600 �C was found at

329 �C which. Referred to as “free” nickel oxide [62]. TPR ex-

plains the reduction behaviour of Ni depending on

Fig. 2 e TGA profiles of nickel formate (Ni(HCOO)2)·2H2O). Fig. 3 e TGA and DTA profiles of Ni-complex.

Fig. 4 e XRD pattern of monometallic complex of Ni.
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interactions with support. The reduction temperature (the

maximum peak) for NiO in the catalyst-1 increased to 461 �C
while reduction of catalyst 2 observed in two stages, two

peaks appeared for catalyst-2, which also assigned to the

reduction of NiO phase. The results are showing weak to

medium interaction with the prepared support [40,61,63].

There are no reduction peaks related to the spinel (NiAl2O4)

phase was appeared higher than 600 �C because the catalyst 1

was calcined at lower temperature of 550 �C and [64] it was

also well reported that Ni and alumina particles could only

react to form spinal phase at above 800 �C [65,66]. Moreover,

addition of La with support was also hindered the prevention

of NiAl2O4 and maintained the Ni active sites [67]. The

observed TPR reduction peaks are also consistent and vali-

dated with the XRD results of catalysts. Incorporation of CeO2

and La2O3 promoters weakened the NiOeAl2O3 interaction

and facilitated the Ni species reduction earlier [61,68,69].

Catalyst-1 showed only one reduction peak near 461 �C,
showing that weaker interaction with support. The reduction

of nickel oxide species with strong interaction with the syn-

thesized supports was significantly inhibited. However, in

case of catalyst-2, it showed two earlier reduction peaks at

temperatures 406 and 437 �C, due to a large number of “free”

nickel oxide particles available on the support surface,

resulting in high activity compared to Catalyst-1.

Surface area and pore size analysis

Table 1. Represents the textural properties of the synthesized

support and catalysts. As can be observed that incorporation

with La2O3 and CeO2 resulted in a lower surface area, pore-

volume, and average pore size. It is noticed that g-Al2O3 has

a high surface area of 169m2/g, whereas, on the incorporation

Table 1 e Textural properties of synthesized catalysts.

Support/Catalyst Surface area (m2/g) Pore volume (cm3/g) Average pore size (nm) Crystallite size of Nia (nm)

g-Al2O3 169 0.61 9 e

Al2O3eLa2O3eCeO2 (ALC) 133 0.43 8 e

15%Ni/ALC 110 0.27 9 14

15%Ni-comp/ALC 120 0.29 8 37

Fig. 6 e TPR profiles of 15%Ni-Comp/ALC catalyst, 15Ni/

ALC, and pure Ni.

Fig. 5 e XRD Patterns of Alumina, ALC, catalyst 1 and catalyst 2.
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of La2O3 and CeO2, it’s surface area reduced to 133 m2/g.

Further, loading of 15% Ni, the surface area decreased to 110

and 120 m2/g for catalyst 1 and catalyst-2 respectively. The

slightly higher surface area of MOFs derived 15%Ni-Complex/

ALC might be due to the regular, three-dimensional frame-

work and tunable pore size, and porosity and coordinating

bonding of catalyst [70]. It is further observed that the g-Al2O3

has a total pore volume of 0.61 cm3/g whereas, it is signifi-

cantly lower at 0.43 cm3/g for synthesized ALC support. It has

further decreased total pore volume of both catalysts and is

also significant viz 0.27 and 0.29 cm3/g on incorporation of Ni

for catalyst-1 and catalyst-2, respectively. The pore size dis-

tribution of alumina reveals its microporosity with having

majority of pores of sizes less than 10 nm.While incorporation

of lanthanum oxide and cerium oxide the microporosity

reduced from 0.61 to 0.43 cm3/g. Subsequently, when Ni was

loaded on the support, the microporosity is further reduced.

Since the surface area is also reduced with the incorporation

of above components, it is concluded that such incorporations

have also resulted in blockage of pores. It is obvious that

Catalyst 2 has large surface area and smaller pore size distri-

bution suggesting that catalyst 2 possess more active sites

than catalyst 1.

TEM studies

Results of transmission electron microscopy and corre-

sponding electron diffraction patterns of catalyst 1 and cata-

lyst 2 are shown in Fig. 7. And Fig. 8, respectively. The images

of TEM clearly shows that agglomerated small spherical type

morphology, corresponding to CeO2. Moreover, dark road type

fringes observed indicating alumina molecules, whereas

small black areas could be marked as metal Ni particles. It is

also observed from the TEM micrographs that Ni particles in

catalyst 2 are better dispersed compared to catalyst 1. Based

on the analysis, the size of the particles is approximately in

between 12 and 20 nm range. However, despite having large

crystallite sizes of Ni in catalyst 2, it showed better catalytic

activity due to it consisted hierarchical nanoparticles of

faceted Ni crystals supported on porous ALC support. The

selected area electron diffraction (SAED) patterns for both the

catalysts indicated clean and strong ring pattern which in-

dicates characteristics of polycrystalline nature and rings

analysis represent the planes of g-Al2O3 (220, 311) and CeO2

(111, 200) with crystalline structure matched with the corre-

sponding hkl planes from XRD analysis. Diffraction rings of Ni

could not be detected. It may be because of high dispersion of

Ni in the size range of nanoparticles.

Scanning electron micrograph

SEMeEDAX analysis was performed on the catalysts to find

out an idea on the texturalmorphology of the catalyst samples

and shown in Fig. 9. In catalyst 1, the observed particles with

rod-like particles while in case of catalyst 2 showed small

dispersed particles and observed in a group of high cluster

density and get agglomerated. During calcination, all ligands

and associated coordinated ions were removed in presence of

inert atmosphere from the synthesized nickel complex sup-

ported catalyst as well as from Ni(HCOO)2$2H2O supported

catalyst. EDAX analysis has been given in separate S1 sup-

plementary information.

X-ray photoelectron spectroscopy (XPS) studies of the
catalysts

X-ray photoelectron spectroscopy analysis was carried out to

investigate the oxidation state of chemical species and sur-

face composition of the elements present on the surface of

the catalysts. The subtraction of peak applied by Shirley type

background across all the spectrum and the intensities were

evaluated by integral calculation of each peak. The fitting

and deconvolution of peaks were performed by using Lor-

entzian - Gaussian method [71]. Binding energies were cali-

brated with taking reference to carbon (C1s) binding energy

at 284.6 eV. In both the catalysts, binding energies spectra of

nickel and its characteristic peaks observed between 845 and

880 eV. The Ni 2p spectra of both the catalysts overlapped

with the La3d, Ce3d peaks, and become uncertain about

deconvoluting and quantified due to complex characteristics

of peaks spectrum. Mostly, the main uncertainty encoun-

tered as a result of the overlapping of Ni 2p3/2 and La 3d3/2.

Incorporation of Ni/g-Al2O3 with the La2O3 and CeO2 signifi-

cantly shifted the oxide peaks of nickel to the higher binding

energies. The shifting towards higher binding energy indi-

cated the increase of more oxygen vacancy as a result of the

oxygen-deficient state. The H2-TPR analysis and XRD spectra

of the catalysts supported over the ALC ternary oxide system

also validated the above findings, showed weak to medium

interaction of NiO with oxide supports. The presence of

oxide peak of Ni in various forms on catalysts surface. It is

tough to differentiate the binding energies of Ni2p3/2 and

La3d5/2 because of the proximity of these peaks. However,

the XPS spectrum peaks of La were observed in La (III) species

at binding energy 855.3 and 835.5 eV, respectively. The sur-

face concentration of La over both catalysts is very less due

to well dispersion over g-Al2O3 support and strong interac-

tion with oxide support and nickel. However, in reduced

catalysts, the XPS peak shifts to higher binding energy

(855.3 eV), and this peak of La3d5/2 (855.3) was not observed,

probably due to overlapping with the strongest peak of Niþ2

peak in NiO, which is not reported here [55]. To understand

the effect of cerium on the support surface as oxygen storage

and releasing agent, a detailed study of cerium spectra as

shown in Fig. 10 was carried out. XPS spectra of Ce3d is

complex because of the formation of different compositions

are present in the form of Ce3þ and Ce4þ species after

deconvolution. The Ce3d core level showed multiple spin-

orbital splitting corresponding to the Ce3d5/2 and Ce3d3/2

core species in the form of (u and v) are summarized in

Tables 1 and 2, respectively. It is reported that XPS spectra of

Ce3d core levels were formed of 10 different states of various

spin-orbit doublets corresponding to different states of Ce3þ

and Ce4þ on the surface of catalysts [55,72,73]. As a result,

these 10 various peaks doublets proposed the presence of

CeO2 on the catalyst. The spectra of Ce3d peaks
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Fig. 7 e TEM image and SAED diffraction of catalyst 2.

Fig. 8 e TEM images and SAED diffraction of catalyst 1.

Fig. 9 e FE-SEM analysis of (A) Catalyst 1 and (B) Catalyst 2.
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deconvoluted in split doublets (u0-v0, u0-v0) are assigned to

the Ce3þ species are given in Tables 3 and 4.

It is observed from Tables 3 and 4. The binding energy of Ce

3 d spectrum spits into co-existence of Ce3þ and Ce4þ oxida-

tion states and is muchmore complicated. Both Ce3þ and Ce4þ
are composed of five doublets (u0, v0), (u0, v0), (u0��, v0��), (u0�, v0�) and
(u, v) or in 10 peaks leveled as U and V corresponding to the

spin-orbit splitting of Ce3d5/2 and Ce3d/2 components (see

Fig. 10 A. and 10 B) The results are also validated with the

published results [74,75]. The deconvoluted spectra ascertain

that the peak of C3þ state (v0, v0, u0 and u0) are stronger in

comparison to the Ce4þ states (v, v00, v00, u, and u00). After

reduction of the catalyst, the stronger content of Ce3þ species

clearly attributed the more significant amount of oxygen va-

cancies available in the CeO2 lattice. It was observed that

before introduction of samples into XPS chamber, reduced

catalysts get easily partially oxidized while it comes only a

short period of time into the contact of ambient air. The CeO2

providesmobilizable oxygen vacancies, which is useful for the

prevention of coke formation over the catalyst surface. To

accelerate the oxidation of carbon precursor over the catalyst

surface, mobilizable oxygen was transferred from oxygen

vacancies present in CeO2 lattice. Hence, it is assumed that

the catalysts having large amount Ce3þ species considered to

be formed more oxygen vacancies. To evaluate the total

fraction or relative amount of Ce3þ species present on catalyst

surface sample (also allude as degree of reduction) was

calculated in reference with total area of cerium species. To

obtain a precise analysis of the total amount of the CeO2 and

the contribution of the spectrum from the Ce3þ and Ce4þ can

be determined from the following equations (Eq. (11). & Eq.

(12).) [76].

Ce3þ¼u0þu0þv0þv0 (11)

Ce4þ ¼ u0 0 0 þ u0 0 þ u þ v0 0 0 þ v0 0 þ v (12)

Fig. 10 e Ce 3 d XPS spectra of (A) catalyst 1 & (B) catalyst 2.

Table 2 e Pore size distribution of catalyst.

Species Pore size range (nm) and corresponding pore volume (cm3/g) Total pore volume (cm3/g)

0 � dp � 10 10 � dp � 20 20 � dp � 40 40 � dp � 60 60 � dp � 80

g-Al2O3 0.29 0.22 0.05 0.03 0.02 0.61

15% Ni/ALC 0.06 0.07 0.06 0.02 0.06 0.27

15% Ni-Comp/ALC 0.09 0.16 0.02 0.008 0.01 0.29

Table 3 e Binding energy (eV) (catalyst 1).

Binding
Energies (eV)

Ce
species

Peak
assignment

Relative
area (%)

Area

881.1 Ce3þ v0 22.46 28116.59

882.6 Ce4þ v 14.13 17688.2

885.4 Ce3þ v0 9.93 12427.8

888.3 Ce4þ v00 0.95 1186.80

897.8 Ce4þ v00 1.86 2330.97

899.2 Ce3þ u0 4.45 5573.99

901.8 Ce4þ u 8.50 10644.67

903.4 Ce3þ u0 14.64 18323.38

907.3 Ce4þ u00 19.05 23845.65

917.0 Ce4þ u00 4.01 5020.11

Table 4 e Binding energy (eV) (Catalyst 2).

Binding
Energies (eV)

Ce
species

Peak
assignment

Relative
area (%)

Area

881.2 Ce3þ v0 10.18 6497.85

882.8 Ce4þ v 7.06 4501.49

885.5 Ce3þ v0 17.42 11112.51

888.6 Ce4þ v00 1.50 956.84

897.5 Ce4þ v00 2.72 1737.75

899.2 Ce3þ u0 7.24 4620.35

901.0 Ce4þ u 3.63 2319.54

903.4 Ce3þ u0 23.52 15001.92

907.5 Ce4þ u00 18.37 11720.42

916.5 Ce4þ u00 8.34 5318.40
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Ce3þð%Þ ¼ Ce3þ
Ce4þ þ Ce3þ (13)

The concentration of Ce3þ and Ce4þ in CeO2 can be esti-

mated through Eq. (11).& Eq. (12). The concentration of Ce3þ in

CeO2 over both the catalyst was found to be around 51.34%

and 58.37% for catalyst 1 and catalyst 2, respectively calcu-

lated from Eq. (13). It is noticed from Ce3þ calculation catalyst

synthesized from MOF derive nickel complex showed more

amount of Ce3þ species due to that more vacancies of oxygen

are present in the catalyst. Consequently, catalyst 2 showed

better catalytic activity and stable behaviour towards coke

deposition.

Catalytic activity and yield of catalysts

Acetic acid conversions at different temperatures are dis-

played in Figs. 11 and 12 A for both the prepared catalysts as

well as solely support. Due to the endothermicity of the re-

action, conversion of acetic acid over both the catalysts as well

as over the prepared support increases with increasing tem-

perature. Thermodynamically, in all aspects, distribution of

evolved hydrogen increases with increasing temperature

whereas, the methane content decreases, to arrive a

maximum. This is due to the promotion of steam reforming

reaction (Eq. (1)), as temperature increases because it is an

endothermic reaction since water-gas shift (Eq. (3)) is an

exothermal reaction, the COmol % increases at the expense of

CO2 as the temperature increases, also consuming H2 (reverse

reaction). Whereas methanation reaction (Eq. (6) and (7) are

prevented, as both are highly exothermic reactions. This leads

to decrease of the H2 content at high temperatures, at which

methanation is almost completely unfavoured (CH4 content

below 0.2 mol %).

In the case of ALC support (Fig. 11.) AcOH does not

completely convert even at high temperatures. It showed

remarkable activity for the conversion of AcOH; however, it

gives lower activity in terms of steam reforming and produces

much less yield towards H2 and CO2. Themain productswhich

are obtained in the gaseous phase at higher temperatures are

H2, CO, CH4, CO2 resulted from the thermal decomposition of

the acetic acid and acetone is the main product at lower

temperature produced via ketonization reaction. The yield of

acetone was found to decrease with increase in reaction

temperature and C1 products developments due to CeC bond

cleavage. This result inferred that the only ALC support fa-

vours the ketonization reaction at lower temperaturewhereas

at elevated temperature, CeC bond cleavage favours (Eq. (2)).

The reforming activity becomes appreciably higher in case of

when Ni was loaded over the support. Almost complete con-

version of acetic acid and high H2 yield obtained at tempera-

ture 600 �C. Without active metal catalysts on the support,

only decomposition reaction is prominent for acetic acid

conversion, and onlymarginal steam reforming activitymight

have occurred over the support surface.

Themain out products during AASR in studied temperature

range were H2 and CO2 with small amounts of CO and CH4

were the major outcomes in both 15% Ni/ALC and 15% Ni-

complex/ALC. Whereas, CH4, CO2, and acetone were the

major outcomes over prepared support only. The small

amount of CH4 was generated over both nickels supported

catalysts, but the yield of CO is high over the 15% Ni-/ALC

catalyst at higher temperatures. Whereas the yield of CO2 and

H2 are more in case of 15% Ni-Comp/ALC compared to 15% Ni/

ALC. The results also described that no ethylene formation

was observed due to rapid decomposition as it produced.

Evidently, catalytic activity due to homogeneous reaction and

quartz wool was considered negligible during the reforming

reaction. As displayed in Fig. 12 A. both catalysts produce

approximately 100% conversion of acetic acid at 650 �C and S/C

molar ratio 6.5. The high yield of CO2 suggests the contribution

of water gas shift reaction to a great extent. The dominance of

H2 and CO2 at high temperature during reaction indicated that

the main reactions are steam reforming and water-gas shift

(WGS). Other intermediates like CO generated via decompo-

sition and reverse water gas shift reaction at higher

temperatures.

Stability test

The stability of both the catalysts was evaluated with more

than 36 h time on stream (TOS). The catalyst 2 showed stable

behaviour in terms of conversion as well as H2 yield in com-

parison to catalyst 1. The better activity as well yield for H2 are

due to MOF derived nano-nickel particles form a regular,

porous three-dimensional framework, tunable pore size, and

available high surface area of the catalyst that enhances the

activity of catalyst. Stability testing for both catalysts was

performed at temperature 600 �C keeping with the same

operating conditions for 36 h; results are shown in Fig. 13. The

conversion andH2 yield retain approximately the same during

10 h, but after that, 15% Ni/ALC catalysts showed a decreasing

trend in the conversion as well as in H2 yield. Catalyst 2

exhibited better stable behaviour for coke deposition of more

than 36 h. The long stable behaviour of catalysts could be

related with the addition of Ce and La promotion, which

hinders coke formation. The decline in conversion and H2

yield with time on steam for both the catalysts related to the

coke deposition over the catalyst surface. The carbon depo-

sition mainly occurred via thermal decomposition and the

reaction intermediates generated during the AASR [29].
Fig. 11 e Conversion of AcOH and product distribution as a

function of temperature over ALC support.
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DT-TGA analysis

DT-TGA analyses were carried out in oxygen after the stability

test to determine the presence and type of carbonaceous

species formed on the catalysts surface. Fig. 14 a. Shows the

weight losses due to the combustion of coke deposited cor-

responding to catalyst 1 and catalyst 2, which were 29.0 and

24.1% respectively. The amount of coke deposited on catalysts

1 was slightly higher than catalyst 2 due to less catalytic ac-

tivity. The results indicated that coke formed over the catalyst

depends on Ni quality present at the surface of catalysts and

its distribution. Moreover, low surface area suffers more coke

deposition. As displayed in Fig. 14b. Two distinct peaks one at

temperature in the region of 350e400 �C and the second in the

550e600 �C range. It indicates the presence of two different

carbonaceous species (amorphous and filamentous). The first

peakwas attributed to coke containing species like CHx and C*

(surface carbon) due to catalytic cracking reactions termed as

amorphous coke [32], and second peaks assigned due to

polymerisation of organics on catalyst surface termed as

polymeric/filamentous coke especially on the surface of sup-

port [77]. Wang et al. also investigated the AASR over the Ni

based catalyst and reported that adsorbed coke precursor

CHx*(x ¼ 1e3) formed due to catalytic reaction are responsible

Fig. 12 e (A)e(E). Conversion of acetic acid and yield of the gaseous products over different Ni precursor and support (ALC) in

the different temperature range of 400e650 �C. Experimental conditions: S/C mol ratio 6.5:1, mixture flow rate 2.5 mL/h.

Fig. 13 e Conversion and yield of H2(%) of catalyst 1 and catalyst 2, Reaction condition: temperature - 600 �C; N2 flow rate-

30 mL/min; mixture flow rate ¡2.5 mL/h; and S/C ¡6.5 mol/mol.
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for coke deposition [78]. Furthermore, it was also reported that

at lower temperature coke deposition favoured significantly

via the “Boudouard reaction”. However, at elevated tempera-

ture CH4 cracking and intermediates formed via AcOH

decomposition forming carbonaceous species (CHx*)which

further responsible for coke deposition [79].

Conclusions

The g-Al2O3 support incorporated with La2O3eCeO2 prepared

via two different methods were investigated in acetic acid

steam reforming for hydrogen production. Incorporation of

La2O3eCeO2 in g-Al2O3 enhances catalysts stability by pre-

venting the rate of carbon deposition as well as sintering

process. From the results, we could infer that both catalysts

over modified ALC support exhibited approximately 100%

conversion and high H2 yield without much deactivation

because of the incorporation of modified support over 36 h

TOS. AASR and reverse water gas shift (RWGS) were themajor

reactions which govern the outlet gas distributions at high

temperatures. However, catalyst 2 showed better results in

terms of H2 yield in comparison to catalyst 1 catalyst. More-

over, it’s also found much stable nature up to 36 h towards

coke deposition. Catalyst 2 exhibited slightly higher surface

area and larger pore sizes due to the regular arranged ordered

pore size and porosity and coordinating bonding of catalyst

which improved the movement of reactants and catalytic

activity. Moreover, it observed large number of free nickel

particles and more Ce3þ vacancies on the support surface

resulting in high catalytic activity and stability. Amorphous

like carbon and filamentous-like carbon were observed over

spent catalysts after stability test. Therefore, catalyst 2

showed better catalytic activity since it showed less coke

deposition and high H2 yield.

Appendix A. Supplementary data

Supplementary data to this article can be found online at

https://doi.org/10.1016/j.ijhydene.2020.02.097.
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h i g h l i g h t s g r a p h i c a l a b s t r a c t

� MOF derived Ni catalyst had

excellent stability for steam

reforming of acetic acid.

� Detailed activation, deactivation

and regenaration studies were

carried out.

� Nature of depostited coke was

analysed.

� Microstructure changes in catalyst

on use are also reported.
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a b s t r a c t

In our earlier work, we have reported that Ni supported on g-Al2O3eLa2O3eCeO2 (ALC)

catalyst prepared via metal organic framework (MOF) was more active for acetic acid steam

reforming (AASR) [1]. Here we report detailed study on the performance of this catalyst for

AASR. Effects of operating conditions such as temperatures (400e650 �C), steam to carbon

molar ratio (S/C) and feed flow rate (1.5e5.5 mL/h) were evaluated and optimized. Results

showed an excellent activity for AASR at the molar ratio S/C ¼ 6.5, feed flow rate ¼ 2.5 mL/h

and, at 600 �C with almost total conversion and more than 90% of H2 yield. The ordered

porous structure of embedded nickel supported catalyst promotes excellent steam

reforming activity and water gas shift reaction even at low temperatures, which leads to

the good stable behaviour up to 36 h of TOS. The coke formation was also significantly

suppressed by ALC support. Catalyst regenerated by passing oxygen at 500 �C and followed

by reduction in hydrogen also show a good activity. Catalysts were characterized by DT-

TGA, XRD, TEM, H2-TPR and N2-adsorption-desorption to understand the micro structure

and coke deposition behaviour.
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Introduction

Nowadays, increasing concern about severe environmental

issues of climate change due to the greenhouse gases (e.g. CO,

CO2, CH4) emission during consumption of fossil fuels,

increasing energy demands and rapidly decreasing fossil re-

serves raises alarm towards renewable energy sources [2,3].

Hydrogen is widely considered a versatile clean source of

energy and important feedstock for many industrial pro-

cesses, transportation, electricity generation and household

needs which can overcome the present demand. Currently,

hydrogen is being produced in large quantities through non-

renewable petroleum-based products which are one of the

major causes of environmental pollution and climates

changes [4]. As a result, more attention is drawn towards

renewable hydrogen production via biomass and biomass

derived bio-oils. Hydrogen production using biomass as a

renewable energy source has gained significant attention

because biomass being abundant around the globe and being

CO2 neutral [5e9]. There are two main established thermal

process to produce hydrogen from biomass. (I) direct gasifi-

cation of biomass and (II) steam reforming of bio-oil obtained

through fast pyrolysis process [10]. The later process of

hydrogen production through biomass derived bio-oil has

been gaining attention as a the most economical way to ach-

ieve hydrogen [11]. However, bio-oil is a complex mixture of

carboxylic acids, aldehyde, esters, alcohols, ketones and lignin

derived heavier hydrocarbons as well as are very unstable

[12,13]. Acetic acid (AcOH) is one of the major components

(12e19 wt %) [14,15] present in bio-oil and frequently chosen

as a model compound to design efficient and stable catalysts

for steam reforming of bio-oil [7,9,10,16e20]. Furthermore,

unlike methanol and ethanol, acetic acid is non-flammable

behaviour making it a safe source for hydrogen production

[21]. However, Coking is a major challenge in steam reforming

of acetic acid [22,23]. The most serious problem of coking is

clogging the reactor and causing catalyst deactivation [24],

which increases the operation cost in the process. Develop-

ment of efficient and stable catalysts with the high resistivity

towards coking has always been the focus of by several

studies about steam reforming of acetic acid in recent years

[25e32]. Therefore, AASR can provide a detailed understand-

ing to design and develop efficient catalyst formulation for the

various organic components of bio-oil steam reforming

[33e35]. During acetic acid steam reforming (AASR), 4 mol of

H2 produced per mole of acetic acid reacted (Eq (3)). AASR

proceeds according to the followings reactions, as shown in

the Eqs (1)-(5) [36].

CH3COOH / 2CO þ 2H2 (1)

CH3COOH / CH4 þ CO2 (2)

CH3COOH þ 2H2O / 2CO2 þ 4H2 (3)

CO þ H2O / CO2 þ H2 (4)

2CH3COOH / CH3COCH3 þ H2O þ CO2 (5)

CO, CH4, CH3COCH3 are the main undesired by-products

formed during the reforming reactions leading towards

decrease in the H2 yield. Therefore, the development of highly

active and efficient catalyst formulations have ever been since

a research topic from past many years and remained a key

challenge [37]. Nickel-based catalysts have been mainly

developed or explored for steam reforming of oxygenated

compounds due to the excellent ability of Ni catalysts to break

CeC, OeH bond and lower cost and catalyst activity for WGS

reaction [20,27,38e46]. However, major drawbacks with

nickel-based catalysts are that, they deactivate easily due to

coke deposition and via sintering during the steam reforming

process [23,47]. The coke formation results due to the

cracking, dehydration, ketonization of acetic acid and poly-

merization of organics on the acidic sites of the support [48].

Both active metal and supports suffers deactivation by coke

deposition which also depends on operating conditions such

as S/C ratio, space velocity and especially on reaction tem-

perature. Furthermore, it has been also reported that at lower

temperature coke deposition is favoured significantly via the

“Boudouard reaction”. However, at elevated temperature CH4

cracking and organic substrate absorb on themetallic sites via

AcOH decomposition forming carbonaceous species (CHx*)

which are further responsible for coke deposition [49]. The

reforming activity and selectivity of Ni-based catalysts depend

on many factors viz. Catalysts preparation methods, type of

supports, metal loading, use of the additive, and operating

conditions [6]. Hence, various researches have been reported

to increase stable catalytic performance for production of H2

rich gas and suppressing coking during AASR [50e54]. Hu and

Lu performed AASR over different transition metal catalysts

(Ni, Co, Fe and Cu) supported on g-Al2O3 and found that ac-

tivity of Ni/g-Al2O3 and Co/g-Al2O3 catalysts were better.

However, both catalysts encountered strong deactivation due

to coke deposition, but Ni/g-Al2O3 catalyst showed more ac-

tivity and stable behaviour against coke deposition than Co/g-

Al2O3 and other Fe and Cu based catalyst [53]. An et al. [51]

reported that during AASR over the Ni/g-Al2O3, at 600 �C, an
increases in the Ni loading, supports cracking reaction of

acetic acid while retards ketonizaton reaction. Deposited

carbon species are also affected by loading of Ni. It is reported

that carbidic type carbon decreased, and graphitic-type car-

bon increased when Ni loading is increased from 9 to 15 wt%.

It has been further reported that the maximum conversion

and selectivity of H2 was obtained 90% and 50% respectively

with 12 wt% Ni loading. The total amount of deposited coke

was same for all catalysts, while with the increase in Ni

loading, crystalline coke increased. Li et al. [55] reported that

crystalline carbon was formed from CH4 decomposition and

got transformed into inert graphitic carbon and was not

quickly gasified because of NieC interaction. Basagiannis and

Verykios [50] performed AASR over Ni and Ru/g-Al2O3 at

700 �C (S/C ¼ 5), and reported that modification of Ni or Ru/g-
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Al2O3 with Mg or La increased the conversion as well as H2

selectivity. Whereas, Coke formation were also decreased

from 4.65% to 0.1% over the other catalysts. However, La also

promotes towards ketonization reactions and consequently

produce acetone at lower temperatures. Various literatures

have reported that supports are also responsible for catalytic

conversion, H2 yield and stability of catalysts during AASR

[9,27,56]. The support also plays a crucial role for the disper-

sion of active metal as well as participate in catalytic reaction

[57,58]. For example, Taknabe et al. [59] reported that during

AASR over Pt/ZrO2, not only Pt as active metal actively

participate in reforming reaction but ZrO2 also involved via

dissociation of adsorbed steam which improved catalytic ac-

tivity significantly. Generally, g-Al2O3 is widely accepted

support in the steam reforming reaction because of its high

surface area for metal dispersion and excellent thermal and

chemical stability. However, Ni/g-Al2O3 gets easily deacti-

vated by coke deposition during reforming reaction and sub-

stantial sintering due to presence of water vapour and high

temperatures [28,60]. g-Al2O3 promote dehydration reactions

that lead to deactivation of the catalysts. The basic supports

also suffered deactivation due to coke deposition via other

reactions include ketonization and oligomerization. Acetone

is readily produced during decomposition of acetic acid which

further act as a precursor for coke deposition [59]. Moreover,

the support also influenced the metal support interaction as

well as the reaction mechanism [61]. In order to neutralize the

acid sites of g-Al2O3 support, addition with basic promoters

such as alkali and alkaline metals (Li, K, Mg, Ca, Ba, etc),

usually reported in literatures [2,6,38,62,63]. Taking in to ac-

count the problem of deactivation of catalysts due to coke

deposition and sintering at high reaction temperature, addi-

tion of small amount of oxides of rare earth metals such as

cerium and lanthanum to the alumina support is reported

beneficial to enhance the catalytic performance [64,65].

Various researches have reported neutralization of the acidic

sites of g-Al2O3 with rare earth metal oxides like CeO2 and

La2O3 during reforming reaction, which also improves the

metal dispersion and metal support interactions. These alter

the electronic distribution and metal dispersion of active

metal [66,67]. The addition of La2O3 improves the thermal

resistance of Al2O3, it strongly interacts with Ni active phase

and increase dispersion of the fine nickel particles over the

alumina and prevents sintering of Niº particles [68,69]. In

addition, La promotes theWGS reaction which suppresses the

formation of coke on the catalyst surface by removal of

adsorbed CO as well as reacts with CO2 forming oxygen con-

taining species which further help to remove coke [64]. Lef-

ferts et al. studied AASR over Ni/ZrO2 catalyst and reported

that catalytic activity gradually decreased due to extensive

coke deposition. Whereas, addition of K and La in to the

catalyst improved the activity as well as stability by supress-

ing coke accumulation [70]. Moreover, addition of La2O3 also

prevented metal sintering to stabilize the metal particles at

high reaction temperatures [64]. Valle et al. [71] also reported

that during steam reforming of aqueous phase of bio-oil,

addition of La2O3 in Ni/a-Al2O3 catalyst not only increased

the catalytic activity and H2 yield but reduce the catalyst

deactivation also significantly. Likewise, the CeO2 also pre-

sents excellent oxygen storage and release capacity owing to

its facile redox property. Consequently, it favours coke gasi-

fication from the metallic surface and WGS reaction resulting

in enhance catalyst stability and performance by alleviating

the coke deposition on the catalyst surface during the steam

reforming reaction [72e74]. The positive effect of CeO2 over

Rh/ZrO2 supported catalysts have been reported in the

oxidative steam reforming of bio-oil by Arandia et al. [75]. The

results showed that addition of CeO2 not only enhances the

catalytic activity remarkably (conversion 100% and 92% H2

yield) but also exhibited high stability by improving gasifica-

tion and thermal combustion of coke. Moreover, CeO2 also

helps to improve WGS reaction during steam reforming re-

action and also suppress metal sintering [67,76].

In addition to the structural and chemical properties of the

support, the synthesis methods also play an important role in

obtaining highly active and stable catalysts. Wang et al. [77]

investigated thatNi/ATC (attapulgite clay) catalyst prepared via

impregnation, precipitation, and mechanical blending

methods and reported that catalyst synthesized via precipita-

tion method showed excellent activity in terms of conversion

and H2 yield as well as stability because of the strong interac-

tion between Ni particles and ATC support. Yang et al. [78]

investigated different and simple method for the synthesis of

novel ZnO nanoparticles and hybride ZnO@C nanostructured

catalyst via MOF approach under different atmospheric con-

ditions. The hierarchical 3D cubical structured nanoparticles of

ZnO showed relatively high photocatalytic decomposition ac-

tivity. Whereas, the hybrid ZnO@C composites showed high

porosity with sufficient pore sizes which exhibited excellent

adsorbing capacity for organic pollutants.

In the present study, Ni-complex supported over g-Al2O3

promoted by La2O3eCeO2 (ALC) catalyst prepared via MOF

process have been studied for the catalytic performance and

reactivity for continuous acetic acid steam reforming. It is in

order to mention that, in our earlier communication we had

reported that the Ni catalyst which was prepared by decom-

position of MOF was superior in performance compared to a

catalyst of same composition prepared by decomposition of

formate precursor via impregnation method [1]. The catalytic

activity in terms of H2 and CO2 yield was interlinked with the

structural and chemical properties of the catalyst, which are

related to the interaction between nickel and ALC support.

Moreover, effect of operating parameters such as tempera-

tures, S/C ratio, mixture flow rate, catalyst stability, and coke

deposition behaviour on catalyst before and after regenera-

tion during the reaction were also evaluated.

Experimental

Material

Aluminium nitrate nonahydrate (Al(NO3)3$9H2O, >98%, Merk

Pvt Ltd.), Ammonium hydroxide (NH4OH, >98% Fisher Scien-

tific), Nickel chloride hexahydrate (NiCl2.6H2O,> 98%, Fisher

Scientific), lanthanum nitrate (La(NO3)3$6H2O, >98%, Central
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Drug House, Mumbai-India), Cerium (IV) sulfate tetrahydrate

(Ce(SO4)2$4H2O, >98%, Merk Pvt. Ltd.), 2020 Bipyridine (C10H8N2,

>98%, Alfa Aesar), Propan-2OL ((CH3)2$CHOH, >98%, Fisher

Scientific), Diethyl Ether ((C2H5)2O, >98%, Fisher Scientific),

and Ethanol (C2H6O, >98% Fisher Scientific) were used directly

for the synthesis of support and catalysts.

Synthesis of support material
Aluminium hydroxide gel of high surface area was prepared at

30 �C from concentrated solution of aluminium nitrate by

adjustingpH9with thehelpofammonia solution.Theprepared

hydrogel was kept for 24 h for aging and rinsed properly with

double distilled water to remove nitrate ions completely.

Eventually, the product was dried in an oven at 110 �C (8 h) and

calcined in furnace at 800 �C (8h) to get g-Al2O3 support. g-Al2O3

supportwas impregnatedwith the required amount of aqueous

solution of La (NO3)3$6H2O to obtain 3 wt% La2O3 in the final

support. The g-Al2O3eLa2O3 support solutionwas thendried on

a water bath (100 �C), and further dried in oven (110 �C) for
overnight and finally calcined at 800 �C for 8 h. The 3 wt% con-

centration of La2O3 was chosen because it has been reported

optimal for stabilizing the g-Al2O3 support against sintering

process [79,80]. To obtain 9 wt% concentration of CeO2 in the

final support, requiredamountofaqueousnitricacidsolutionof

Cerium (IV) sulfate tetrahydrate was impregnated over pre-

pared g-Al2O3eLa2O3 support. The mixture was dried in water

bath with continuous stirring and subsequently in an oven at

110 �C for overnight and finally calcined at 550 �C for 8 h.

Synthesis of catalyst
This catalyst was prepared using Ni [(byp)2]Cl2 monometallic

complex of nickel. Stoichiometric amount of nickel precursor

(NiCl2.6H2O) and organic ligand (2020 bipyridine) were taken for

the preparation of the nano-metallic complexes via below

given reaction.

NiCl2 þ 2(bpy) / Ni[(bpy)2]Cl2 (6)

1.47 g of NiCl2 and 3.54 g of 2020-bipyridine organic ligand

solutions were dissolved in 20 mL of 2-propanol solvent sepa-

rately. Both the solutions were mixed dropwise in a round

bottom flask simultaneously with continuous stirring at

400 rpm for 4 h. The flow rate of each solution was maintained

at 0.33 mL/min, and the flask was maintained at 40 �C tem-

perature. Fine particles of Ni-complex (Ni [bpy]2 Cl2]) were ob-

tained these were washed repeatedly with ether until it is free

from impurities [81]. The solution of requisite amount of Ni-

complex and ALC prepared in methanol was taken and

mixed dropwise in a round bottom flask at 400 rpm main-

taining 40 �C for 3 h to obtain 15 wt% loading of Ni in the final

catalyst. The prepared mixture was then filtered with ether,

dried for 12 h (110 �C) in an oven and calcined for 6 h in the

tubular reactor at 650 �C, with a controlled flow N2 gas. Fig. 1,

shows the schematic process flow representation of prepared

catalyst. The advantage of Ni-complex precursor is that it

directly decomposes to metallic Nio with the removal of

different volatiles compounds after calcination in inert atmo-

sphere. Therefore, it does not require external reducing agent

like H2 before catalytic reaction [82]. The detailed XRD

diffraction pattern and DT-TGA analysis of prepared Ni-

complex (Ni [bpy]2 Cl2]) was given in the previous manuscript

[1].

Regeneration of catalyst
The stability of catalysts were performed at fixed operating

conditions (Temp- 600 �C, Feed flow rate �2.5 mL/h and S/C

�6 mol/mol). Regeneration of deactivated catalyst at 600 �C
was performed in-situ in a fixed bed reactor by passing oxygen

with a 60 mL/min flow rate at 500 �C for 3 h. The objective was

to burn off deposited coke on the surface of catalyst. Subse-

quently, it was cooled down to room temperature and H2 at

600 �C was blown over the catalyst for 3 h. It ensured that any

oxidized nickel was reduced in the regenerated catalyst.

Characterization of catalyst

Surface area of catalysts and support as well as pore size

distribution of the catalyst were measured by N2 adsorption/

desorption cycles method using the (micrometric ASAP 2020)

surface area analyzer. Samples were heated at 350 �C for 6 h in

vacuum for removing pre-adsorbed gases under argon flow

before each measurement. Crystal phases distribution of

support, fresh, deactivated and regenerated catalysts were

investigated via X-ray powder diffraction (XRD) techniques

from a (Rigaku Ultima IV) using Cu-Ka radiation source. To

ascertain the reduction behaviour of catalyst and interaction

between supports and the metal, hydrogen temperature pro-

grammed reduction (H2-TPR) analysis were carried out using

micromeritics pulse chemisorption unit with TPD model no.

2920.50 mg of the catalyst was pre-treated at 300 �C with

constant flow of argon gas to remove moisture in a quartz

made microreactor. Subsequently, to obtain the TPR profile,

the sample was heated from 50 to 800 �C linearly with rise in

temperature at a heating rate of 5 �C/min with a constant flow

of 5% H2/Ar (40 mL/min). The catalysts were also peroxidised

in the same instrument with the constant flow of oxygen from

room temperature to 500 �C for 2 h before performing reduc-

tion analysis. Any change in the composition of the exhaust

gas was measured by the thermal conductivity detector. To

observe the fine structure of prepared catalyst, transmission

electron microscopy (TEM) was conducted (Model TechnaiG2

with 200 kV accelerating voltage). For the analysis of coke

deposited on the surface of catalysts, thermal analysis (DT-

TGA) was carried out using thermal analyzer (NETZSCH-Ju-

piter-STA-449F3) under a flowof air (50mL/min) with constant

heating rate of 10 �C/min up-to 1000 �C.

Experimental set-up

AASR was studied in a vertical quartz tubular reactor under

steady state conditions. The experimental schematic diagram

is shown in Fig. 2. It consisted of three sections, viz, the feed

preparation, the test, and the analysis section. A mixture of

known composition of acetic acid and water was fed into

preheater to vaporize the feed before entering to the reactor

section. Preheating section contained a tubular quartz pipe

surrounded with heating coil and insulated with ceramic

wools. The temperatures of the preheating section were

controlled from two variac connected in series. Activity test
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was carried out using the synthesized catalyst diluted with

SiC particles (1:2w/w) (Particle size were of the range of

0.2e0.5 mm) to avoid channelling of flow and local heating of

the catalyst. The catalyst particles were placed in the centre of

the reactor sandwiched between quartz wool. The length of

tubular reactor was 50 cm, and internal diameter was 10 mm.

The reactor was surrounded with an electric furnace coupled

with PID controller (Thermolyne, USA 79300). A K-type ther-

mocouple was placed inside a vertical thermowell at the

centre of reactor to measure the catalyst temperature. The

thermocouple could move from the top to bottom of the

reactor. 500mg of catalyst diluted with SiC as discussed above

was placed in the central part of the reactor where the tem-

perature variation along the length from the top to bottom of

the catalyst bed was not more than 2 �C. The feed was a

mixture of acetic acid and water. The two were premixed in a

ratio to give steam to carbon ratio of 6.5:1 (mol/mol) in the feed

to the reactor. The premixed liquidmixture was fed at the rate

of 2.5 mL/min through calibrated pump (Fluid Metering Inc,

USA, Model RHSY). Nitrogen as a carrier gas was also intro-

duced into the reactor at a flow rate of 30mL/min accordingly,

the inlet concentration of acetic acid was 4.85 � 10�6 mol/mL

of N2 and WHSV 1.05 h�1. Products gases from the reactor

were passed through a condenser set at 4 �C to gas-liquid

Fig. 1 e Process flow diagram for the Synthesis of Ni-Complex/ALC.

Fig. 2 e Schematic diagram of catalytic steam reforming.
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separator for condensing liquids. The exit gas flow was

measured intermittently by a soap bubble meter. The gaseous

products and condensate liquid were analysed by gas Nucon

make gas chromatograph (GC) separately. Concentrations of

H2, N2, CO, CH4, and CO2 in the gaseous fraction of the product

were estimated by a GC equipped TCD with the Carbosieve SII

column. Since the gas flow rate was known, the number of

moles of individual gases in the output mixture could be

calculated. The condensate liquid was analysed by (GC-FID)

equipped with Porapak Q column. Calibration plots were

prepared for quantitative analysis of gaseous products using

standard gas mixtures of known compositions supplied by m/

s Chemtron Science Laboratory, Navi Mumbai and for liquid

self-prepared with iso-octane as the internal standard were

used. All the experiments related to conversion, yield and

stability tests of catalyst were performed at least twice for the

same operating conditions, sometime it was repeated more

than twice. All the times, the experimental data produced are

approximately same with marginal difference.

Activity of catalysts was measured in terms of conversion

of acetic acid and yields of species (CO, CH4, CO2, and H2).

Conversion of acetic acid was defined in terms of CeC bond

cleavage conversion, as given below.

Yield of a species in the products given in Eq. (8) is the ratio

of moles of the species in the product to the number of moles

of the same species formed on complete conversion of acetic

acid to the species. Therefore, yield of CO, CH4, and CO2 (%)

YCO; CHv ; CO2
¼moles of CO=CH4=CO2 produced

2�moles of acetic acid fed
� 100 (8)

The yield of H2 producedwas calculated using in Eq. (9). It is

the fraction of H2 produced to themoles of H2 on the complete

conversion of 1-mole acetic acid to H2.

YH2
¼ moles of H2 produced
4�moles of acetic acid fed

� 100 (9)

Result and discussion

Catalyst characterizations

Surface area and pore size analysis
N2 adsorptione desorption isotherms of the support and fresh

catalyst are shown in Fig. 3. These isotherms are of type IV

typically exhibited by mesoporous materials Textural prop-

erties of support and the fresh & the used catalysts as deter-

mined by N2 adsorption isotherms are shown in Table 1 and

Table 2. The results show that, the impregnation of basic

oxide promoters (La2O3 and CeO2) on g-Al2O3 leads to loss of

surface area as well as the total pore volume of g-Al2O3 sup-

port, probably due to covering of alumina pores walls by these

metal mixed oxides or because of the lower surface area of

these metal oxides which have low surface areas. Further,

incorporation of nickel on ALC support leads to decrease in

the surface area as well as the total pore volume. Pore size

distribution (Table 2) shows that pores are mostly of size less

than 20 �A. It is also observed that the fresh catalyst has a

surface area of 120 m2/g which is only marginal less than the

surface area of ALC support. It is, therefore, concluded that Ni

did not lead to any pore mouth blocking of support. On the

other hand, nickel was dispersed throughout the porous

structure of the support. On deactivation, the surface area has

decreased. The deactivated catalyst has 30% lower surface

area in comparison to fresh catalyst. On regeneration, catalyst

partially regain surface area to a large extent. It is indicative of

that the deactivation was due to coke deposition. It is further

observed from Table 1 that the total pore volumes do not

change significantly. Therefore it is concluded that coke is

deposited throughout the pore rather than being deposited on

pore mouth and blocking the pores. It is also observed that on

regeneration a fraction of larger pores has appeared (Table 2).

It is indicative of collapse of pore structures of the support.

Large size pores have appeared at the expense of smaller size

pores.

XRD analyses of prepared catalyst

All the XRD patterns of support and the fresh catalyst, deacti-

vated (after 36 h of run at 600 �C, ref. sec. Catalyst stability and

regeneration studies) and regenerated catalyst (the deactivated

catalyst regenerated as mentioned above in sec. Regeneration

of catalyst) are presented in Fig. 4. Several peaks of the

Fig. 3 e - N2 adsorption - desorption isotherms of the

support and fresh catalyst.

Conversion of acetic acid; XAcOH ð%Þ¼Moles of carbon in the product gases
2�moles of acetic acid fed

� 100 (7)
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support and catalysts were identified with their d-value

(calculated using Bragg’s law) and matched with the standard

values. Peaks correspond to g-Al2O3, CeO2, and Ni, metal. The

MOF derived Ni particles in the catalyst showed ordered ag-

gregates of Ni nanoparticles with 3 dimensions cubic struc-

tures, which consisted of faceted Ni crystals embedded with

ALC support. Consequently, showed good catalytic activity.

The support and catalysts showed diffraction peaks at around

2q ¼ 37.2�, 45.8�, and 66.7�, which were assigned to g-Al2O3

(JCPDS 86e1410). The three high-intensity peaks of Ni metal

observed at 44.5�; at 51.8� and 76.5� correspond to (111), (200)

and (220) planes. No characteristic peak of NiO at 2q¼ 37.3� and
43.3� (JCPDS 78e0643) present or corresponding to NiAl2O4

could be identified. Catalysts also showed the characteristic

peaks of cubic fluorite crystal structure of CeO2 at 2q ¼ 28.30�

(111), 33.13� (200) and 56.33� (311) in catalysts and the support

ALC respectively which shows the segregation of the CeO2 over

the g-Al2O3 [83]. Cubic fluorite structures also helps to diffuse

more oxygen and formation of oxygen vacancy [67]. No peak of

La2O3 was observed in either of catalysts or the support ALC

probably due towell dispersion and low amount of La2O3 in the

catalysts [69]. The XRD diffraction patterns of prepared cata-

lysts indicated that nickel observed was in the mainly metallic

phase only on the synthesized support. It is also noteworthy

that all the peaks corresponding to the nickel particles are in

the highly ordered regular cubic structured over the surface of

Table 1 e Textural properties of synthesized catalysts.

Support/Catalyst Surface area (m2/g) Total pore volume (cm3/g) Crystallite size of Nia (nm)

Al2O3 169 0.61 e

Al2O3eLa2O3eCeO2 (ALC) 133 0.43 e

Catalyst (Fresh) 120 0.29 37

Catalyst (Deactivated) 84 0.25 e

Catalyst (Regenerated) 110 0.27 40

a (111) plane.

Table 2 e Pore size distribution of catalysts.

Species Pore size range (�A) and corresponding pore volume (cm3/g)

0�dp � 20 20�dp � 40 40�dp � 60 60�dp � 80

Al2O3eLa2O3eCeO2 (ALC) 0.38 0.05 e e

Fresh Catalyst 0.25 0.02 0.01 .01

Deactivated catalyst 0.17 0.04 0.03 0.01

Regenerated Catalyst 0.06 0.13 0.06 0.02

Dp ¼ pore diameter.

Fig. 4 e XRD patterns of (a) ALC support, (b) Fresh catalyst, (c) Deactivated, and (d) Regenerated catalyst.
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ALC support. Average crystallite size of the catalysts (fresh, the

deactivated and regenerated) was calculated by Scherrer

equation for the (200) peak and results are shown in Table 1. It

is observed that the crystallite size of Ni in fresh catalyst had

37 nm, while in case of deactivated catalyst Ni� peak for the

same plane (200) disappeared due to covering of coke forma-

tion. Crystallite size in the regenerated catalyst was 40 nm

which was nearly equal to that of the fresh catalyst. Which

represents coke has been gasified from the catalyst surface

after the regeneration process. TheXRDpatterns of deactivated

catalyst after 36 h reaction showed a peak 2q¼ 26.5�, attributed
to graphitic carbon deposition on catalyst during reforming

reaction. Above results lead to the conclusion that the deacti-

vation of catalyst was due to deposition of coke on the surface.

The DTA results, as discussed later, have shown that the

deposited cokewas of two types; i. e, amorphous and graphitic.

Further, any significant sintering of nickel particles was not

observed. Hence, it is not considered to be a cause of deacti-

vation of the catalyst.

TPR analysis

TPR profiles of oxidized nickel supported catalyst and un-

supported nickel oxide are shown in Fig. 5. Reduction of pure

(unsupported), which is referred at free nickel oxide, NiO to Ni

is observed at 329 �C [84]. However a shift in the reduction

peak(s) is observed in catalyst compared to the reduction

temperature of unsupported NiO. The catalyst showed a

reduction peak at a higher temperature of 406 �C with a hump

at 437 �C. In general, the metal support interaction hinders

sintering of metal particles. In the present study, the crystal-

lite size of Ni was almost stable after 36 h of run. This obser-

vation is attributed to the metal-support interaction observed

in the catalyst. The use of metal organic framework precursor

might have resulted into formation of a metal-support inter-

action in the catalyst.

TEM studies

TEM analysis was performed to obtain structural detail of

prepared catalyst. Results of transmission electron micro-

scopy and corresponding electron diffraction patterns of the

catalyst is shown in Fig. 6(A-B). The TEM micrograms clearly

shows homogeneously distributed particles, the small

agglomerated spherical type morphology, corresponds to

CeO2. Moreover, dark road like particles morphology observed

are alumina particles, whereas small black areas could be

marked as metal Ni particles. It is also observed from the

figure that Ni particles in catalyst are well dispersed. Size of

the particles approximately ranged between 12 and 20 nm.

The selected area electron diffraction (SAED) patterns of the

catalyst indicated clean and strong ring pattern which in-

dicates characteristics of polycrystalline nature. Rings anal-

ysis yields de values 2.02, 2.42, 2.71 and 3.15�A. The d values of

2.42, 2.71 and 3.15 �A correspond to planes of g-Al2O3 (311) and

CeO2 (111) and CeO2 (200) with crystalline structure matched

with the corresponding hkl planes from XRD analysis. How-

ever the ring (corresponding to the d value 2.02�A) could not be

ubiquitously assigned to either g-Al2O3 (400) with d value

2.0361 �A or Ni (111) with d value 1.981 �A. However both the

peaks corresponding to g-Al2O3 (400) and Ni (111) were

observed in XRD analysis.

DTA/TG analysis

In order to determine and characterize the deposited coke

over spent catalyst during steam reforming reactions, DT-TGA

analysis of used catalysts was carried out. TGA of the used

catalyst was carried out in the presence of oxygen from room

temperature to 1000 �Cwith a heating rate of 10 �C/min shown

in Fig. 7. The weight loss of the spent catalyst (catalyst after

36 h TOS) was observed 24.1%. Two types of coke species were

found on the catalysts surface. The first peak observed at

lower temperature between 350 and 400 �C has been attrib-

uted to coke combustion/oxidation of amorphous carbon.

While second peak which appeared between 500 and 550 �C is

attributed to oxidation of graphite or filamentous carbon

associated to nickel particles [6,85]. It has been reported that

the amorphous type coke generally unstable and easily

oxidizable. It has been observed that for regenerated catalyst

after 36 h TOS reaction, the coke formed over the catalyst

surface via both type of carbon (amorphous and filamentous/

graphitic) contributed in higher proportion (Fig. 7b). It is in

order to mention that, the filamentous/graphitic coke formed

over metallic sites showed comparatively less effect than

amorphous coke on catalytic performance [6].

Activation, deactivation and regeneration studies

Effect of temperatures
Conversion of acetic acid and yield of products as a function of

temperature are shown in Fig. 8. Experiments were performed

in the temperature range of 400 and 650 �C with 2.5 mL/h

(acetic acid/water mixture as feed) feed flow rate, S/C (steam

to carbon in the feed) ratio of 6.5, and 0.5 g of catalyst. All the

product samples during experiments were collected after

achieving steady state. It was approximately 4 h after starting

the run. All the experiments related to conversion, yield and

stability tests of catalyst were performed at least twice for the

same operating conditions (e.g. temperature, feed flow rate

and S/C ratio) and all the data were collected when the tem-

perature became constant at the desired value for at least
Fig. 5 e TPR profiles of 15%Ni-Comp/ALC catalyst and pure

NiO.
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30 min with a deviation of less than 5 �C in. The experimental

data produced were approximately same with marginal dif-

ference. The average value have been reported in the data. It

could be seen from the Fig. 8, that catalyst showed activity for

the reforming reactions even at initial lower temperature of

400 �C, where conversion of acetic acid reached about 40.44%.

There were four major products; H2, CO, CH4, and CO2. The

conversion of acetic acid increased upon increasing reaction

temperature up to 600 �C. Our resultsmatchedwith the results

obtained by previous research [9]. The production of methane

decreased as temperature increased. During AASR, CH4 is

produced via thermal decomposition of acetic acid as well as

from themethanation of CO and CO2 [86]. However, according

to thermodynamic study CH4 formation occurred mainly via

thermal decomposition at higher temperatures. The forma-

tion of CH4 at high temperatures was almost negligible

because at high-temperature CH4 steam reforming reaction

become favourable [22]. The production of CO increased

monotonously with the increase in reaction temperatures. At

high reaction temperature CO was produced possibly via the

reverse water gas reaction (RWGS) whereas at lower temper-

ature CO production might come from the thermal decom-

position of acetic acid as catalyst showed poor activity

towards RWGS [87]. H2 yield increased with increasing

Fig. 6 e (A) TEM image (B) SAED diffraction of 15% Ni-Comp/ALC.

Fig. 7 e TG-DTA analysis of (a) deactivated and (b) regenerated deactivated catalyst after 36 h of TOS.

Fig. 8 e Conversion and yields of products over 15%Ni-

Comp/ALC: S/C ¼ 6.5, Feed flow rate ¼ 2.5 mL/h, P ¼ 1 atm.
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temperature, in the line of the thermodynamics prediction [9].

In previous research, similar trends were observed when Ni

and Co based catalyst were studied during AASR. The CeC

bond cleavage conversion and gaseous yields (H2, CO, CO2)

were increased with increasing temperatures [88]. From the

results, it was observed that H2 yield increased until 600 �C,
and then decreased. Yield of CO2 also increases up to 600 �C
and decreased slightly after 600 �C. The decrease in H2 and CO2

yield at high temperatures has been attributed to RWGS re-

action. Which is favoured at high reaction temperatures

consequently dropped the concentration of H2 and CO2. In the

temperature range of 400e650 �C, almost complete conversion

of acetic acid was obtained, and H2 yield was 91.36% was

achieved at 600 �C.

Effect of feed rate
The effect of acetic acid mixture flow rate was studied at a

constant carrier gas flow rate and steam to carbonmolar ratio

(S/C¼ 6.5) at 600 �C shown in Fig. 9. Themixture flow rate was

varied between 1.5 and 5.5 mL/h. Although feed flow rate of

AcOH mixture did not have much effect on the conversion of

acetic acid, however, H2 and CO2 yield declined significantly at

higher flow rate due to the reduction in CeC bond cleavage

and due to decrease in contact time between reactants and

catalyst that prevents steam reforming process and dominate

decomposition reaction. Takanabe et al. explained reaction

pathways of AASR and reported that H2, CO, CH4 and CO2were

the main products formed via decomposition of CHx species.

Apparently, CeC bond cleavage played a significant role in

acetic acid steam reforming [89]. With the increase in the flow

rate of feed, the yield of other by-products such as CO and CH4

increased remarkably. At 600 �C, CO was produced as a sec-

ondary by-product, probably due to RWGS reaction. It was

observed from the results that at high feed flow rate, low

conversion and high CO and CH4 production probably, inter-

action between reactants and catalysts decreased which

suppress the steam reforming reaction [4]. From Fig. 9, it is

also observed that increasing the feed flow rate, H2 and CO2

yield percentage decreased, whereas CH4% increased. It is

attributed to the fact that at a low feed flow rate, interaction of

the reactants with the catalysts was excellent which improves

steam reforming reaction dominated over thermal decompo-

sition, leading to higher yield of H2 and CO2.Whereas at higher

flow rates, owing to lesser contact time with catalyst, thermal

decomposition dominated over steam reforming.

Effect of steam to carbon molar ratio
Steam/carbon molar ratio (S/C) is one of the important pa-

rameters in the steam reforming process. A high S/C ratio

prevents coke formation on the catalyst surface, and results in

a better yield towards H2. Therefore, the effect of S/C was

examined at 600 �C (reaction temperature at which yield of

hydrogen was the highest) and constant feed flow rate of

mixture. Fig. 10, showed the results where acetic acid con-

version and product distribution were plotted as a function of

the S/C molar ratio. It is observed from figure that both con-

version and yield of acetic acid increased for H2 and CO2

monotonously with an increase in S/C ratio from 0 to 6.5 and

further increase these levels off. On the contrary, the forma-

tion of by-products (CO, CH4) decreased in high S/C ratio. At

low S/C ratio decomposition reactions of acetic acid are fav-

oured according to Eqs (1) and (2), leading to a large amount of

CO and CH4. During AASR, adsorption of steam on catalyst

surface plays a crucial role not only to suppress the formation

of by-products (CO, CH4, C2H4, CH3COCH3) via promotion of

water gas shift (WGS) reaction but also enhances the removal

of carbonaceous desorption over the catalyst surface. High S/C

ratio promotes the adsorption of steam over the catalyst

surface because of increased partial pressure [37]. It is

observed from the results that additional steam can favor

steam reforming reactions and suppress the generation of by-

products. The similar results have been reported by Mar-

quevich et al. [90] that lower S/C ratio would favor the lower

rate of steam reforming reaction and consequently generation

of a large amount of by-products, due to the low partial

pressure of steam. Phongprueksathat et al. also reported that

Fig. 9 e Effect of the feed flow rate of AcOH mixture on conversion and yield of products over 15%Ni-Comp/ALC; Temp

600 �C, S/C ratio - 6.5: 1, P ¼ 1 atm
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Ni/Ce0.75Zr0.25O2 (CZO) supported catalyst promote CeC bond

cleavage activity as well as increased H2 yield at a higher S/C

ratio [88]. Moreover, it could be seen from the results that at S/

C ¼ 0, the yield of H2 is very low due to the absence of acetic

acid steam reforming reaction, and the governing reactions

are decomposition and ketonization.While, in the presence of

steam, reforming reactions are dominated, and these re-

actions depressed significantly. As S/C ratio increases from

0 to 3, the steam reforming reaction dominated. The conver-

sion and yield of H2 increased remarkably.

However, due to the significant amount of CO generation,

the yield of H2 was still relatively low. The reason for this is

that it was more difficult to remove CO from shift reaction in

low steam ratios. The later runs made in the high S/C ratio

demonstrated that CO yield decreasedwith increasing the S/C

ratios. It is concluded that at higher S/C ratios, not only the

response of the WGS reaction was promoted, but the RWGS

reaction was also interrupted comparatively. As shown in

Fig. 10, S/C ¼ 6.5 and temp 600 �C were required for the

maximum H2 yield during AcOH steam reforming for

hydrogen production.

Catalyst stability and regeneration studies
It has been reported by several researchers that catalyst

deactivation ismainly because of the formation of severe coke

deposition on catalytically active sites [6,90,91]. Keeping in

mind that the catalyst exhibited the best conversion and

selectivity of H2 at T ¼ 600 �C, S/C ¼ 6.5 and mixture flow rate

2.5 mL/h. Stability of the catalyst was performed at these

conditions. The stability test was performed for 36 h, and the

result showed the dependence of the acetic acid conversion

and H2 yield on the reaction time on stream (TOS). As dis-

played in Fig. 11, initially, with the reaction time 20 h, both

conversion of acetic acid and the yield of H2 over the 15%Ni-

Comp/ALC reduced. After 20 h TOS, AcOH conversion and the

yield of H2 did not change much after more than 36 h of

reaction. The conversion on the fresh catalyst declined from

98.69 to 93.73% in 36 h, and the yield of H2 decreased from

91.36 to 87.26% after 36 h of reaction. The deactivation of

catalyst wasmainly due to the coke deposition over the active

sites. Coke deposition takes place mainly due to polymeriza-

tion or thermal decomposition of acetic acid or reaction in-

termediates at high temperatures [4]. The spent 15%Ni-Comp/

ALC catalyst after 36 h were characterized by CHNS analysis;

the total carbon % deposited was 23.46%. The type of coke

deposited on catalyst was further characterized with DT-TGA

in the air as discussed earlier. Lu et al. [92] have studied the

coking and regeneration of Ni/g-Al2O3 catalyst aswell as effect

of coke nature. They reported that catalyst deactivated due to

toluene cracking at 700 �C within 0.5 h. The deactivated

catalyst was repeatedly regenerated by calcining in air at

600 �C for 3 h. Results showed excellent conversion even after

third regeneration and filamentous type of coke was formed

over the catalyst surface. Wang et al. [93] also reported that

supported Ni/Al/Mo spent catalysts after hydrogenation re-

action of hydrocarbon were regenerated by passing oxygen at

550 �C for 3 h and suggested that at lower temperature coke

could not be oxidized completely, whereas, at high-

temperature, sintering of catalyst might occur. Therefore,

regeneration of deactivated catalyst was performed in-situ in

the reactor by passing oxygen with a 60 mL/min flow rate at

500 �C for 3 h and subsequently cooled to room temperature

and reduced in the presence of H2 at 600 �C for 3 h. The con-

version and product distribution of regenerated catalyst is

also displayed in Fig. 12. It was observed that catalyst activity

approximately regained after regeneration. A slightly lower

performance of regenerated catalyst slightly lowered

compared to fresh catalyst may be due to the increase of Ni

crystallite size (from 37 to 40 nm) as well as due to structural

change in the support as observed in pore size analysis.

Fig. 10 e Effect of S/C ratio on conversion of AcOH and product distribution over 15%Ni-Comp/ALC at 600 �C, Feed flow ratee

2.5 mL/h, and P-1 atm
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Conclusions

A new porous ordered Ni-Complex/ALC catalyst was syn-

thesized via MOF process was investigated. At constant

operating conditions (S/C ¼ 6.5, feed flow rate ¼ 2.5 mL/h)

the increase in the temperature range from 400 to 650 �C
conversion increases while in case of H2 yield it increases

up to 600 �C and then slightly decreases after 600 �C due

to RWGS reaction dominating at high temperature. The

results showed that during the AASR, H2, CO, CH4, and

CO2 were main product gases whereas maximum hydrogen

yield of 91.3% was obtained at temperature 600 �C. The

temperatures and S/C ratio were observed to be the key

parameters, while feed flow rate of AcOH/H2O mixture

showed only marginal effect during AASR. The catalyst

was deactivated by coke deposition. Amorphous as well as

graphitic type of coke were found to get deposited on the

surface of deactivated catalyst. Deactivated catalyst had

lower surface area and pores of larger diameter compared

to those of fresh catalyst. The deactivation studies of Ni-

Complex/ALC catalyst showed excellent stability up to

36 h TOS. Catalyst regeneration of spent catalyst was

achieved by flowing oxygen over the catalyst at 500 �C
followed by reduction by H2 gas. Regenerated catalyst

regained the surface area, pore volume and nearly same

activity as that of a fresh catalyst. Sintering of Ni particles

was not significant. It has been attributed to the existence

of nickel-support interaction.

Fig. 11 e AcOH conversion and yield of gaseous product versus reaction time over 15%Ni-Comp/ALC catalyst. Reaction

condition: temperature-600 �C; N2; Feed flow rate-2.5 mL/h; and S/C- 6.5.

Fig. 12 e AcOH conversion and Yield of gaseous products versus reaction time over regenerated 15% Ni-Comp/ALC catalyst.

Reaction condition: temperature-600 �C; N2 flow rate- 30 mL/min; feed flow rate-2.5 mL/h; and S/C- 6.5 mol/mol.
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h i g h l i g h t s g r a p h i c a l a b s t r a c t

� Optimum catalyst composition for

dry hydrogen operation is

obtained.

� Pt loadings are 0.1 and 0.7 mg cm�2

for the anode and cathode,

respectively.

� Nation-to-carbon ratio of 0.5 pre-

sents best cell performance.

� Zeolite-to-carbon ratio of 0.3 in the

anode presents stable cell

performance.

� Mass transport Impedance of the

cell with zeolite is reduced.
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a b s t r a c t

Proton exchange membrane fuel cells (PEMFCs) employ a proton conductive membrane as

the separator to transport a hydrogen proton from the anode to the cathode. The mem-

brane's proton conductivity depends on the water content in the membrane, which is

affected by the operating conditions. A membrane electrode assembly (MEA) that can self-

sustain water is the key component for developing a light-weight and compact PEMFC

system without humidifiers. Hence, zeolite is employed to the anode catalyst layer in this

study. The effect of the gas diffusion layer (GDL) materials, catalyst loading, binder loading,

and zeolite loading on the MEA performance is investigated. The MEA durability is also

investigated through the electrochemical impedance spectroscopy (EIS) method. The re-

sults suggest that the MEA with the SGL28BCE carbon paper, Pt loadings of 0.1 and
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Membrane electrode assembly

Durability

Zeolite

0.7 mg cm�2 in the anode and cathode, respectively, Nafion-to-carbon weight ratio of 0.5,

and zeolite-to-carbon weight ratio of 0.3 showed the best performance when the cell

temperature is 60 �C and supplies with dry hydrogen and air from the environment. Ac-

cording to the impedance variation measured by EIS, the MEA with zeolite in the anode

catalyst layer shows higher and more stable performance than those without zeolite.

© 2021 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.

Introduction

Among all types of fuel cells, the proton exchange membrane

fuel cell (PEMFC) is considered as a promising power source for

unmanned aerial vehicles due to high energy density, higher

efficiency, and low emission [1,2]. Despite these advantages,

cost and degradation of the membrane electrode assemblies

(MEAs) remain as the main issue for PEMFC commercializa-

tion [3,4]. Moreover, the requirement of the cathode humidi-

fier increases the weight and system complexity of PEMFCs

and limits their applications. Since the 1960s [5], continuous

attempts have been made to commercialize PEMFCs by

achieving high-power density for an allocated cost. The

PEMFC performance depends on various factors, such as the

electrocatalytic activity in the catalyst layer (CL), physical

property of gas diffusion layers (GDLs), MEA fabrication pro-

cess, and operating conditions.

Researchers have been focusing on the catalyst loading

reduction to reduce the cost of PEMFCs and to lower the ohmic

resistance of CLs [6,7]. The CL consisting of a metal catalyst

(Pt) and an ionic conductor (Nafion) is considered to be the key

component of theMEA because of the hydrogen oxidation and

oxygen reduction sites [8]. Carbon is a vital support material

acting as a high-surface-area substrate for the structuring and

proper dispersion of Pt or Pt-alloy nanoparticles [9e12].

However, carbon may suffer from low corrosion endurance

because of the electrochemical oxidation of the carbon sur-

face [13e16]. This shortcoming results in a Pt dissolution or

aggregation, which causes the decay of performance and

durability.

Appropriate Nafion content in the CL is also a factor to

achieve high MEA performance. Several studies have been

previously published on the effect of Nafion content in the CL

on MEA performance. Passalacqua et al. [17] and Gamburzev

et al. [18] reported the optimum Nafion content to be 33 wt%,

while Qi and Kaufman [19] reported an optimum Nafion con-

tent of 30 wt%, irrespective of the Pt loading in the electrodes.

Sasikumar et al. [20] have indicated the dependence of opti-

mum Nafion content on Pt loading and independent of

membrane thickness. Nafion loadings of 20, 40 and 50 wt%

resulted in better performance at Pt loadings of 0.5, 0.25 and

0.1 mg Pt cm�2, respectively.

Furthermore, Jeon et al. [21] and Kim et al. [22] studied the

optimum ionomer content and found that it increased with

decreasing humidity. The MEA with 20 wt% ionomer content

at 87% humidity and the MEA with an ionomer content of

25 wt% at a relative humidity of 59% have shown the best

performance. Cho et al. [23] showed the similar result,

presenting MEA drying became prominent over cathode

flooding. Experimental data revealed that compared to that

using a conventional single CL, the power density increased by

135.7% under a low-humidity operation of the PEMFC with a

double-CL MEA. Kim et al. [24] studied the effect of the Nafion

gradient on the CL of PEMFCs and revealed the achievement of

a higher cell performance at higher-density regions.

PEMFC durability is also significantly dependent on the

GDL composition. Various GDL parameters like thickness,

carbon fiber arrangement, and hydrophobicity contribute to

water management in fuel cells. Accordingly, studies on the

influence of different GDLs on fuel cell performances have

been conducted [25,26]. A few studies have shown that ion-

omer incorporation into a gas diffusion electrode (GDE)

significantly increases the performance because of ink vis-

cosity and dielectric constant [27]. The GDL hydrophobicity

loss caused by the PTFE degradation, which results in the

mass transport loss after a long-term operation, is a major

issue [28,29].

The fabrication procedure of the MEA also significantly

affects performance. Benı́tez et al. [30] experimentally showed

that the MEA preparation by the electrospray method

exhibited three times higher power density compared to that

of the conventional impregnationmethod for the Pt loading of

0.5 mg cm�2. Likewise, Millington et al. [31] performed a

comparative study on the use of the ultrasonic spraying

technology for preparing CL with that of hand-painted GDEs.

Consequently, they confirmed that ultrasonic-sprayed GDEs

at a low Pt loading exhibited a better performance compared

to the latter. However, a limited number of reports on the use

of ionomer concentration and additives in the catalyst ink

along with humidification to be maintained during the cell

operation exists. Chen et al. [32] reported about the gradient

design of the Pt/C ratio and the Nafion content through a

double-layer construction in the CL. The optimal gradient

design exhibited a better performance at low-humidity oper-

ating conditions.

To enhance the performance of MEAs under low humidity

environment, water-absorbent has been introduced to theMEA

to keep generated water for membrane humidification. Nano-

composite membranes with inorganic or inorganiceorganic

particles dispersed in perfluorosulfonic acid (PFSA) had also

recently been extensively studied [33e35]. Nowadays, zeolites

are considered potential candidates for water absorbent ma-

terials in the membrane because of their thermostability and

water retention capacity [36], which are attributed to their

cationic mobility [37]. Some studies have shown the dispersion

of the fine particles of zeolites for preparing the composite
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membranes of PEMFCs (i.e., zeolite-PFSA [38], zeolite-

sulfonated polyether ketone [39e41], and zeolite-polyfluoro

ethylene [42,43]), but the particle aggregation and increase in

transport resistance are still major issues [44,45]. To our best

knowledge, the effects of zeolite in the CL on the MEA perfor-

mance and durability have not been widely investigated.

This research presents the development of self-humidified

MEAs for application under low-humidity environments. The

CL is optimized after being sprayed through the ultrasonic

method. Essential parameters, such as catalyst loading, ion-

omer concentration, zeolite addition, and GDL, are investi-

gated. Furthermore, the IeV characteristic curves of the

optimized values of the variables in a single cell with different

operating conditions aremeasured and compared. Finally, the

long-term operation under low-humidity conditions and the

PEMFC impedance variation are studied via electrochemical

impedance spectroscopy (EIS).

Experimental

Catalyst ink preparation

The catalyst inks used in the experiments were prepared

using a 46.4% Pt/C (TEC10E50E, Tanaka K$K., Japan), ethanol,

zeolite, and Nafion ionomer in isopropanol alcohol (IPA). The

mixtures were uniformly stirred in a planetary mixer (ARE-

310, Thinky, Japan) at 2000 rpm for 30 min. The catalyst inks

were then sprayed by an ultrasonic spraying system (Prism

400BT, USI, USA). The spraying parameters were with a liquid

flow rate of 0.4 mL min�1, head speed of 60 mm s�1, spray

pitch of 5 mm, and head-to-substrate distance of 4 mm, as

suggested by the manufacturer of the spraying system. The

sonication power is normally less than 5 W depending on the

spraying loading. The catalyst ink supplied from a syringewas

continuously stirred by a rotating magnet to avoid deposition

during the spraying process. The hot plate temperature was

95 �C to remove IPA during spraying. The catalyst was sprayed

on three substrates individually and the catalyst weight on

each substrate was compared. The weight difference was

ensured to be less than 10% before catalyst was sprayed on

both sides of the 25-mm-thick membrane (Nafion HP, Dupont,

USA) with an active area of 25 cm2. The ink preparation and

spraying procedures have not been optimized but kept

consistent for all tests in this study.

The Pt loading on the anode side was fixed as 0.1 mg cm�2,

whereas that on the cathode side was selected as 0.3, 0.5, 0.7,

and 1.0 Pt mg cm�2. The Nafion solution (D2020, Dupont, USA)

wasmixedwith Pt/C at variousNafion-to-carbonweight ratios

(NC ratio) of 0.5:1, 0.6:1, 0.7:1, and 0.8:1.

Performance evaluation

The fuel cell was prepared by sandwiching the catalyst-coated

membrane and different types of GDLs, flow field plates, cur-

rent collectors, and end plates. In this experiment, the per-

formances of GDLs from two different companies, namely

Sigracet (SGL28BCE, SGL29BCE, and SGL38BCE) and CeTech

(N1S1007 and GDL240), were tested. The cell performances of

different samples of the NC ratio at different humidification

temperatures and cathode Pt loadings were recorded by a fuel

cell testing system (HS330S, Hephase Energy, Taiwan). Pure

hydrogen (99.99%) and air were fed into the anode and cath-

ode with stoichiometric ratios of 1.2 and 2.2, respectively, for

activation and performance evaluation. The MEAs were acti-

vated at a cell temperature of 70 �C for 12 h followed by per-

formance evaluation, during which the fuel cell was operated

at selected current density for 5 min to get stable voltage

before moving to the next current density.

Different testing processes were performed at different cell

and humidification temperatures, called C70H70, C70H60,

C60H60, C60H50, C60H40, and C60H30, where CXHY stands for

the cell temperature at X �C and the humidifier temperature at

Y �C. Table 1 lists the operating conditions of the various cell

and humidifier temperatures.

Results and discussion

Effect of GDL on the cell performance

For the investigation of the effect of GDL types on the cell

performance, the anode and cathode Pt loadings were 0.1 and

0.3 mg cm�2, respectively. The NC ratio was maintained as 0.7

for all the MEAs. Fig. 1 shows the current density of the MEAs

measured at 0.6 V of the IeV characteristic curves for each of

the five GDLs at six different testing cases. SGL28BCE provided

a better performance when operated at C60H40, and C60H30,

whereas GDL240 proved to be the right candidate under the

operating conditions of C60H50, C60H60, C70H60 and C70H70,

which can be attributed to its high air permeability. However,

the cell performance usingN1S1007was inferior among all the

GDLs because of its higher electrical resistivity.

Table 2 presents the typical properties of the GDLs, such as

thickness, air permeability, and electrical resistivity. The

presence of carbon-based microporous layers (MPLs) attached

by sintering to the GDLs enhanced mechanical properties like

shear stress, compression, and bending, which determined

the electrical and thermal conductivities. The hydrophobic

nature of SGL28BCE, SGL29BCE, and SGL38BCE GDLs is attrib-

uted to substrate loading with 5% PTFE of the GDLs. Among

SGL28BCE, SGL29BCE, and SGL38BCE GDLs, SGL29BCE was not

up to the mark in performance for the operating conditions

C60H30 and C60H40, whichmay be attributed to less electrical

conductivity through the plane compared to the other GDLs.

However, SGL28BCE and SGL38BCE had similar performances

at the low humidity conditions (C60H30 and C60H40).

Furthermore, under low-humidity conditions, SGL28BCE and

Table 1 e Operating conditions.

Case Cell
temperature (�C)

Humidifier
temperature (�C)

Relative
humidity (%)

C70H70 70 70 100

C70H60 70 60 63.9

C60H60 60 60 100

C60H50 60 50 61.9

C60H40 60 40 37.0

C60H30 60 30 21.3
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SGL38BCE showed the best performances for C60H30

compared to all mentioned operating conditions. The larger

error bars could be due to unsteady water transport at low

humidity conditions. The current density was up to

0.52 A cm�2 at low humidification, with the possible reason

being the lower air permeability that reduced the water vapor

loss from the CL. For the SGL38BCE, the current density

decreased at the maintained cell temperature of 60 �C as the

humidification temperature increased. This behavior may be

attributed to the high water content at the high humidifica-

tion. The generated water blocked the gas path in the GDL,

resulting in flooding and increase of the concentration

overpotential.

Effect of cathode CL composition on the cell performance

The effect of the cathode Pt loading on the PEMFC perfor-

mances at various NC ratios with fully humidified reactants

was studied using different testing processes. Fig. 2(a)e(d)

show the current densities of the MEAs measured at 0.6 V for

NC ratios of 0.5, 0.6, 0.7, and 0.8, respectively. The current

densities at the NC ratios of 0.5 and 0.6 nearly increased with

the increasing cathode Pt loading for all the testing processes,

but decreased at the cathode loading of 1 mg Pt cm�2, which

could be caused by the thick CL. For the operating condition of

C70H60, the cathode loadings of 0.5 and 0.7 mg Pt cm�2

showed better MEA performances for the NC ratios of 0.5 and

0.6, respectively. Interestingly, the effect of the cathode

loading on the performance decreased as the NC ratio

increased from 0.7 onwards. Fig. 2(c) and (d) depict that the

current density at 0.6 V decreased all throughout as the

cathode Pt loading increased. The current density started to

decrease when the cathode Pt loading was higher than

0.5 mg Pt cm�2 at the NC ratio of 0.8. Nafion is not electrically

conductive; hence, the CL resistance increased with the

increasing CL thickness at the higher NC ratio (Fig. 2(d)). This

study aimed to develop an MEA for low-humidity operations;

thus, the MEA performance at the operating condition of

C60H30 has drawn attention. The optimal CL composition

comprised an NC ratio of 0.5 and a cathode Pt loading of

0.7 mg cm�2.

Fig. 3 depicts the variation in the current density at 0.6 V

with respect to the NC ratio at the Pt loadings of 0.1mg Pt cm�2

in the anode and 0.7 mg Pt cm�2 in the cathode. The perfor-

mance significantly dropped with the increasing NC ratio at

the saturated operating conditions, such as C70H70 and

C60H60. At the high NC ratio, the saturated gases caused

Nafion swelling in the CL, thereby blocking the activation sites

on the catalyst surface. The swelling phenomenon can be

relieved when the supplied gases were less saturated. The

effect of the NC ratio on the MEA performance was less sig-

nificant for the operating condition of C60H30. The optimal NC

ratio for the low-humidity conditions was 0.5, whereas that

for the high-humidity condition was 0.6.

Effect of zeolite on performance

Fig. 4 shows the effect of zeolite on the MEA performance.

The anode and cathode Pt loadings were fixed at 0.1 and

0.7 mg Pt cm�2, respectively. The NC ratio was determined

as 0.5 in the previous section. The current density decreased

with the increasing zeolite amount. The performance

significantly dropped when the zeolite-to-carbon weight

(ZC) ratio was higher than 0.3. Thus, the effect of increasing

Fig. 1 e Current density measured at 0.6 V for different GDLs at different operating conditions.

Table 2 e Typical materials data of GDLs. (Ref: SGL Group and CeTech).

properties Unit N1S1007 GDL240 SGL28BCE SGL29BCE SGL38BCE

Thickness mm 210 240 235 235 325

Air Permeability Gurley sec <225 <85
cm3 cm�2 s�1 0.5e0.7 0.4e1.6 0.2e0.4

Electrical Resistivity (through plane) mU cm2 <15 <15 <11 <12 <11
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the zeolite content on the performance under the operating

condition of C60H30 was negligible. Such phenomenon is

believed to be attributed to the non-electrically conductive

nature of zeolite, which caused the increase of the internal

resistance. Fig. 3 illustrates the measured current density of

more than 0.65 A cm�2 without zeolite for C60H30. Fig. 4

depicts a current density near approximately 0.5 A cm�2 in

the presence of zeolite. Consequently, we found that adding

zeolite in the low-humidity operation negatively affects the

performance. The result is opposite to the investigation

carried out by Mercheri et al. [46], Yun et al. [47], and Devrim

et al. [48]. However, the graph shows that the current den-

sity was nearly constant in the operating condition of

C60H30. The ZC ratio of 0.3 was determined for the dura-

bility test considering the absorption of more water in the

anode.

Durability test

Fig. 5(a) and (b) illustrate the voltage variation during the long-

term operation for the MEAs without and with zeolite in the

anode, respectively. The MEAs used for the durability tests

consisted of 0.1 mg Pt cm�2 with a ZC ratio of 0.3 (or 0) in the

anode and 0.7 mg Pt cm�2 in the cathode. The NC ratios on

both sides were 0.5. To meet practical operating conditions,

hydrogen was not humidified, while air was passed through

the humidifier maintained at a room temperature ranging

between 21 (during the night) and 25 �C (during the day). The

cell was operated at a constant current density of 0.6 A cm�2

with a cell temperature of 60 �C. The voltage was recorded

continuously for 6 days. The EISmeasurement was performed

approximately every 24 h. The voltage of the MEA without

zeolite showed a fluctuation between 0.35 and 0.4 V, as shown

Fig. 2 e Effect of the cathode loading on the constant anode loading of 0.1 mg Pt cm¡2 anode for different operating

conditions at NC ratios of (a) 0.5:1, (b) 0.6:1, (c) 0.7:1, and (d) 0.8:1 in the CL of the MEAs.

Fig. 3 e Effect of the NC ratio on the current density at 0.6 V

for MEAs with Pt loadings of 0.1 and 0.7 mg Pt cm¡2 in the

anode and cathode, respectively.

Fig. 4 e Plot of the current density at 0.6 V and ZC ratios for

different operating conditions at Pt loadings of 0.1 and

0.7 mg Pt cm¡2 in the anode and cathode, respectively.
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in Fig. 5(a). On the contrary, the voltage of theMEAwith zeolite

was always above 0.42 V and comparatively more stable dur-

ing the operation, as shown in Fig. 5(b). The anode was sup-

plied with dry hydrogen; thus, the hydrophilic properties of

the zeolite helped absorb the water diffused from the cathode

to prevent the water from being carried by dry hydrogen,

alleviating the water shortage in the anode.

Fig. 6(a) shows the Nyquist plot for the MEAwithout zeolite

for long term operation. The interception of the first semi-

circle at the high frequency represents the ohmic resistance

of the cell, which showed a nearly stable value of approxi-

mately 0.22 U-cm2 during long term operation. The Bode plot

shown in Fig. 6(b) also presents that change in impedance

magnitudes at high frequency region was independent of

operation time. However, at the low frequency region, the

impedance magnitudes showed fluctuation with operating

time. The slope of asymptotes at the low frequency region

(below 10 Hz) gradually increased with operating time due to

an increase in mass transfer resistance. The phase angle in

both high and low frequency regions presented less variation

with operating time but decreased in the intermediate region.

The same results can be found in Le Canut's study [49]. For the

MEA with zeolite in the anode, the impedance at high fre-

quency showed the similar value of 0.22 U-cm2 during long

term operation, as shown in Fig. 6(c). This implied that the

membrane hydration was maintained at a steady-state con-

dition during the test period, regardless of the zeolite in the

anode CL. The impedancemagnitudes forMEAswith zeolite at

low frequency showed smaller values and less fluctuations

than those without zeolite did, as shown in Fig. 6(d). The less

variation of phase angle in Fig. 6(d) after long term operation

also indicated more stable performance of MEAs with zeolite

than MEAs without zeolite.

An equivalent electric circuit as shown in Fig. 7(a), was

employed to fit the experimental data, in which RU, Ran, Rca,

and Rm represent ohmic resistance, anode charge transfer

resistance, cathode charge transfer resistance, and mass

transfer resistance, respectively. The constant phase element

(CPE), CPEan and CPEca are used to replace capacitors to

improve the fit, whereas the capacitor Cm accounts for the

mass transfer effect [50]. Fig. 7(b) presents the fitted imped-

ance variation of the MEAs with and without zeolite. The

anode impedances were approximately 0.1 Ohm-cm2,

regardless of the zeolite in the anode CL, because of the fast

reaction kinetics of hydrogen oxidation. On the contrary, the

cathode impedance showed a noticeable fluctuation at the

range between 0.6 and 0.7 Ohm-cm2 for the MEA with zeolite

and between 0.5 and 0.7 Ohm-cm2 for the MEA without

Fig. 5 e Durability test for the MEAs (a) without zeolite in the anode and (b) with zeolite in the anode. The MEA was operated

at 0.6 A cm¡2 and supplied with dry hydrogen and air passing a humidifier at room temperature.
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zeolite. The MEA without zeolite showed a concentration

overpotential that was more significant than that of the MEA

with zeolite. This results suggested that zeolite helped reduce

concentration overpotential.

Conclusions

The MEA is one of key components influencing the perfor-

mance of an open-cathode PEMFC, in which air is supplied

from the environment with a low humidity. In this study, the

effect of the manufacturing parameters on the MEA perfor-

mance was investigated to develop MEAs under a low-

humidity operation. The following conclusions can be drawn

herein:

(1) GDLs with lower air permeability and electrical re-

sistivity provide a better cell performance because of

the less water removing rate from the CL and the lower

ohmic overpotential. The MEAs with the SGL28BCE

carbon paper showed the best performance among all

the tested carbon papers at low humidity conditions.

(2) The optimal cathode Pt loading depended on the NC

ratio and operating conditions. At the high NC ratio, the

saturated gases caused Nafion swelling in the CL, which

blocked the activation sites on the catalyst surface. The

effect of the NC ratio on the MEA performance was less

significant for the low-humidity operating conditions.

The optimal cathode CL was composed of 0.7 mg Pt

cm�2 with an NC ratio of 0.5 for low-humidity

conditions.

(3) Although the presence of zeolite in the anode CL nega-

tively affected the cell performance, the influence of

zeolite on the performancewas limited at low-humidity

operations. The voltage of the MEA with zeolite was

comparatively stable under the low-humidity condi-

tions during the long-term operation. According to the

Fig. 6 e (a) Nyquist plots and (b) Bode plots for the MEA without zeolite; (c) Nyquist plots and (d) Bode plots for the MEA with

zeolite. Both MEAs were operated at 0.6 A cm¡2 under dry hydrogen and air passing the humidifier at room temperature.

Fig. 7 e (a) Equivalent circuits of the obtained Nyquist plots

of the MEAs. (b) Impedance variation with respect to

operating time.
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impedance variation measured by EIS, the zeolite in the

anode reduced the concentration overpotential.
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ABSTRACT
Depleting non-renewable energy sources combined with stringent environmental norms
necessitate researchers to search for alternative energy sources. Hydrogen (H2) is one of the
most promising alternatives if produced, stored and harnessed properly. Biomass derived bio-
oil extracted through fast pyrolysis is an alternative source for sustainable H2 generation via the
reforming process. This review summarizes recent work done in the field of H2 generation
using steam reforming of bio-oil and the influence of operating parameters such as
temperature, S/C ratio and type of catalyst used. Other than steam reforming, several other
reforming techniques, such as oxidative steam reforming, aqueous phase reforming and partial
oxidation, have also been discussed. Various catalytic systems with Ni, Pt and Ru on different
supports have been investigated. Coke deposition on the catalyst surface over a long period of
operation is the major shortcoming for reforming reaction which lowers the catalytic activity
and requires frequent regeneration. Use of additives like MgO, K, Ca and addition of a small
amount of O2 reduces coke formation as well as increases the catalytic activity.

KEYWORDS
bio-oil; hydrogen generation;
biomass

Introduction

Dependence on oil and electricity has made energy a
vital component of our everyday needs.[1] At present
continuously growing worldwide energy demand is
largely met by fossil fuel reserves. These reserves are
diminishing and are likely to become expensive in the
near future. In order to meet the increasing energy
demand, we will be forced to seek environmentally
clean alternative energy resources.[2,3] The search for
clean renewable energy sources has been intense over
the last few years. Hydrogen, when produced from
renewable energy resources like bio-oils, can be con-
sidered as a clean, inexpensive and efficient energy
source having a very high energy content of
120.7 MJ/kg.[4]

Hydrogen is not only an energy carrier but also
serves as an important raw material for fertilizers, oil
refineries, methanol production and metallurgical
industries.[2] Currently hydrogen is mainly obtained by
steam reforming of fossil fuels (» 48% from natural
gas, »30% from naphtha and »18% from coal).[5] Out
of the total H2 produced, 49% is consumed during
ammonia synthesis, 37% for petroleum refining, and
8% for methanol production.[6]

The main processes for production of commercial
hydrogen are catalytic steam reforming of natural gas,
light hydrocarbons and naphtha, partial oxidation of
heavy residue as well as coal gasification.[7�9] All
these processes utilize fossil resources and one of the

limitations of the current processes is the depletion of
fossil fuels and CO2 generation during the H2 produc-
tion. Renewable biomass can be an alternative source
for H2 production, as this renewable energy source
does not contribute towards greenhouse emissions.
[10,11] Biomass alludes to plants or plant-based mate-
rials which are explicitly known as lignocellulosic bio-
mass. The major components that have been
investigated in biomass are lignin (18�35%), cellulose
(40�50%), hemicelluloses (20�40%), ash and water
content.[12�14]

In recent years, the technologies that have been
investigated currently for the production of hydrogen
is steam gasification of biomass [15,16] and subse-
quent conversion of biomass to bio-oil via fast pyrolysis
followed by steam reforming of bio-oil.[17�24] The lat-
ter process is one of the well proven and promising
techniques for the production of H2 rich gas.[25]

Bio-oil as a feedstock for H2 generation

Bio-oil also known as pyrolysis oil/pyrolytic liquid is
obtained from thermal decomposition of biomass, and
is usually dark brown in color which is due to the deg-
radation products of three main components namely
cellulose, hemicelluloses and lignin.[26] Bio-oil can be
readily stored and transported more easily in compari-
son to biomass; it is also used as a raw material for
chemical production.[27,28] Bio-oil possesses nearly
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zero sulfur in comparison to crude oil, which makes it
advantageous over the existing transportation fuels. It
is a highly complex mixture of water and more than
300 oxygenated compounds like acids, alcohols, alde-
hydes, ketones, substituted phenolics and other com-
plex oxygenates are obtained from biomass
carbohydrate and lignin.[29,30] The different oxygen-
ated compounds present in the bio-oil depend on the
types of biomass used and also on the process condi-
tions like temperature, residence time and heating
rate. Table 1 shows the variation in physical properties,
such as density, pH, calorific value, water content, solid
content and ash content of the bio-oil derived from
pine wood with variation in temperature

Water is the most abundant component in the bio-
oil, and results from the original moisture present in
the feedstock and as products of the dehydration reac-
tion occurring during pyrolysis. The water content in
bio-oil (15�30%) depends upon the feedstock and
process conditions. There are different reports avail-
able which provides physical and chemical properties
of bio-oil.[31,32] Table 2 shows the variation in elemen-
tal composition of bio-oil derived from different bio-
mass as a feed stock. Bio-mass rich in protein (e.g.
alfalfa, bark and grass hey) is expected to have higher
organic nitrogen content when compared to materials
having low protein content (e.g. debarked wood). The
presence of bio-oil will not only affect the nitrogen
oxide (NOx) content of the combustion product but
also the aging property of bio-oil.[33]

The chemical properties of bio-oils are different
from petroleum derived fuels because of difference in
the oxygen content, sulfur content and pH. The main
elemental constituents of bio-oil are carbon (C), hydro-
gen (H), and oxygen (O), and hence its empirical chem-
ical formula is given as CnHmOk¢xH2O.[34] Crude bio-oil
carries substantial amounts of water insoluble

materials (»50%), which includes lignin derived oligo-
meric phenolic compounds, which are difficult to be
reformed.[2,35] These water insoluble materials are
prone to form carbon over the catalyst surface leading
to the rapid deactivation of the reformer catalysts. In
the light of these limitations most of the work is
focused upon the water soluble and volatile fractions
of bio-oil for H2 generation.[36] Different oxygenated
compounds (acetic acid, ketones, different alcohols
and their mixtures) were used as models of oxygen-
ated organic compounds found in bio-oil to investigate
the reforming behavior of bio-oil.[2,20,28,37�44]

Bio-oil issues

Bio-oil is combustible but is not miscible with conven-
tional liquid fuels like gasoline or diesel due to its high
water content. Because of high water (15�25 wt%)
and oxygen content (35�45 wt% on dry basis) the
lower heating values (LHV) of bio-oil is in the range
14�15 MJkg¡1. This LHV value is similar to that of bio-
mass and is 40�45% of that for hydrocarbon fuels.[32]
There are a series of identified challenges regarding
the bio-oil’s stability, viscosity and solids content. The
high oxygen content in the bio-oil increases its acidity,
and also reduces the stability of the bio-oil as oxygen-
ates present in bio-oil can polymerize under storage.

Polymerization increases viscosity and average
molar weight with time.[45�47] This polymerization
might make upgrading of the bio-oil more difficult as
complex molecules, which are more difficult to con-
vert, could be formed. Aging of the bio-oil reduces the
volatility, and results in phase separation and gum for-
mation.[45] The bio-oil aging process could be acceler-
ated by temperature, oxygen exposure, and UV light
exposure.[48] The acidic nature of bio-oil is another
problem which could corrode piping and process
equipment hence corrosive resistant materials are
needed, which makes the overall process more expen-
sive. Therefore, long-term storage of the bio-oil brings
severe changes in its physical and chemical properties.
Some efforts have been carried out to enhance the
storage stability of the bio-oils by adding additives like
methanol.[49] For the above mentioned reasons, bio-
oil is not suited for direct use as a fuel in engines or
boilers.

Table 1. Physical properties of bio-oil (pine wood) produced at
different temperatures.[111]

Pyrolysis temperature (�C)
Bio-oil properties 425 450 475 500

Density (kg/m3) 1174§ 40 1156 § 17 1142 § 26 1138 § 31
pH 2.1§ 0.09 2.2 § 0.08 2.3 § 0.07 2.4 § 0.07
Water (wt%) 20.8 § 3.9 21.0 § 4.6 20.3 § 2.8 20.6 § 3.9
HHV (MJ/kg) 18.6 § 0.8 19.1 § 1.3 18.4 § 0.5 19.7 § 1.2
Ash (wt%) 0.12§ 0.09 0.10 § 0.06 0.12 § 0.05 0.11 § 0.03
Solid (wt%) 0.3§ 0.17 0.4 § 0.13 0.5 § 0.21 0.7 § 0.36

Table 2. Comparison of elemental composition of bio-oils derived from different feed stocks.
Elements in bio-oil (wt%)

Feed stocks C H O� N S Moisture contents (wt%) Ref.

Beech wood 38.70 7.50 53.4 0.38 0.08 28.80 [29,107]
Pine wood 36.07 8.45 55.37 0.11 - 36.00 [36,84]
Corn stalk 47.34 7.29 42.70 2.63 0.05 71.57 [112]
Rice hull 31.70 8.40 59.80 0.13 0.05 - [71]
Poplar 48.10 7.20 44.70 - - 17.00 [85]
Hardwood 45.00 6.90 48.10 - - 29.00 [85]
Cotton stalk 42.30 7.90 49.40 - - 24.40 [4]
�Determined by difference

2 A. KUMAR ET AL.

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
C

al
if

or
ni

a,
 S

an
 D

ie
go

] 
at

 0
2:

20
 0

1 
A

pr
il 

20
16

 



There are different methods for production of H2

from bio-oil. This paper reviews the state of the art
methods for H2 production from bio-oil using different
reforming techniques. Bio-oil contains large amounts
of oxygenated organic compounds with a wide range
of molecular weights. During storage, the chemical
composition of the bio-oil changes towards thermody-
namic equilibrium under storage condition, which
results in a change in viscosity, molecular weight and
solubility of its many compounds.[33] Bio-oil carries
two main fractions. One is the hydrophilic carbohy-
drate or aqueous phase which contains a certain
amount of water from dehydration reactions and mois-
ture. The other is the hydrophobic phase composed of
furan and aromatic based species, generally called
pyrolytic lignin. The term pyrolytic lignin refers to the
water insoluble phase oligomers that precipitate when
water is added.

Steam reforming of bio-oil

Catalytic steam reforming of bio-oil is a technically via-
ble process for production of H2 as bio-oil has much
higher energy density in comparison to biomass. It is
an endothermic process in which hydrocarbons react
with steam in the presence of a catalyst resulting in
the formation of a mixture of CO and H2 followed by a
water gas shift reaction.[50] Standard Oil Co., USA,
commissioned the first steam reforming plant of bio-
oils in 1930.[51] The general chemical reaction scheme
for the steam reforming of bio-oil is:

CnHmOk C ðn¡ kÞH2 !nCOC ðnCm=2¡ kÞH2 (1)

nCOC nH2O!nCO2 C nH2 (2)

The overall reaction can be represented as:

CnHmOk C ð2n¡ kÞH2O!nCO2 C ð2nCm=2¡ kÞH2

(3)

Because of formation of undesired product, due to
side reactions (i.e. thermal decomposition of oxygen-
ates, methanation, reverse water gas shift reaction), H2
yield is lower than the stoichiometric yield.

Thermal decomposition of oxygenates

CnHmOk !CxHyOzC gasesðH2;CO;CO2;CH4ÞC coke

(4)

Reverse water gas shift reaction

nCO2 C nH2 ! nCOC nH2O (5)

Catalyst selection for steam reforming (SR)

The ideal bio-oil reforming catalyst must have high
activity for reforming. In addition, it should also be
highly selective towards hydrogen generation. The cat-
alyst formulation should show resilience towards deac-
tivation by coke formation which is one of the major
challenges in bio-oil reforming reaction. Coke blocks
the metal atoms and hence reduces activity. The steam
reforming reaction for bio-oil has been widely explored
via various catalysts, e.g., Ni-based catalysts,[19,23,42]
Mg-doped catalysts [19,52] and noble metal-loaded
catalysts.[20,53,54] Nickel based catalysts, being cost
effective and also having high C-C bond breaking activ-
ity, are widely used for steam reforming of bio-oil in
comparison to other reported metals.[55,56] The con-
version of the oxygenates increases with the increasing
Ni content in the catalytic system but a 10�15% Ni
loading is generally preferred as higher loading results
in significant catalyst deactivation due to sintering.[57]
Noble metals (Pt, Ru, and Rh) are generally more effec-
tive than Ni-based catalysts and show less carbon
deposition. They are not used in practical applications
because of their high cost.[56] Specific activities of
metals are reported to decrease in the order Rh, Ru >

Ni, Pd, Pt > Re > Co.[58] As reported in literature,
organic molecules dissociatively adsorb on metal sites
whereby water molecules are adsorbed on the support
(metal oxide i.e. Al2O3, MgO, etc.) surface. Hydrogen is
produced via dehydrogenation of adsorbed organic
molecules and reaction of adsorbed organic fragments
with hydroxyl groups, which migrate from the alumina
support to the metal/support interfaces.[58] In compar-
ison to hydrocarbons, bio-oils are more reactive as they
carry some C-O bonds. At elevated temperatures, the
chance of carbon deposition increases because of the
large size and thermal instability of constitutive mole-
cules (cresol, furans, and phenols). Crude pyrolysis bio-
oil as a feedstock was also used for H2 generation. A
major drawback of crude bio-oil reforming is coke
deposition on the catalyst surface, which is mainly due
to the presence of heavier molecules of olefins and
aromatics. It was observed that incorporation of small
amounts of K and La as additives prevents sintering
and coke formation.[29,59�61] The use of ceria as sup-
port modifier in a Ni based catalyst improves hydrogen
yield because of increased dispersion of metal over
support. The presence of ceria promotes coke gasifica-
tion which reduces the catalyst deactivation through
coking.[57] Incorporation of MgO to Al2O3 support
improves the adsorption and H2O dissociation capac-
ity, helping to keep the nickel metal surface free from
carbon.[62] Basagiannis AC et al. [63] investigated cat-
alytic steam reforming of the aqueous fraction of bio-
oil over a series of Ru/MgO/Al2O3 catalysts supported
on cordierite monoliths, ceramic foams and g-Al2O3

pellets. Among all the investigated structured
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materials, catalyst supported on Al2O3 pellets showed
best performance because of efficient contact between
gas phase and solid phase. Rioche C et al. [20] investi-
gated the steam reforming of bio-oil (beech wood)
over Pt and Rh catalysts over alumina and ceria-zirco-
nia support. Use of ceria-zirconia leads to higher H2

yield in comparison to alumina supported catalysts. As
mentioned in previous literatures,[21] redox oxide
plays a major role in steam activation. CeO2 and
CexZr1-xO2 facilitates water dissociation and supplies O
for the oxidation of carbon on the surface because of
their redox properties.[64�68] Magnesium and cal-
cium aluminates as a catalyst support have less num-
ber of acidic sites in comparison to Al2O3, which
reduces the chances of carbon formation due to
decomposition of oxygenated compounds present in
bio-oil.[68] Selective poisoning of Ni-CeO2/MgAl2O4

with sulfur in the form of SO4 decreases the carbon
deposition as well as the overall activity of the catalyst
due to blockage of step sites on the Ni particles.[68]
Incorporation of basic oxides like MgO and La2O3 to a
Ni/Al2O3 catalyst increases the activity of the catalyst
due to synergetic effect. Synthesized catalyst showed a
maximum hydrogen yield of 71.42% at 800�C, with
very slow deactivation in comparison to Ni/Al2O3 cata-
lyst.[69]

Addition of Ru or MgO to Ni/Al2O3 catalyst increases
the yield of H2 production. The promotional effect to
increase the H2 yield was found considerably less for
MgO in comparison to Ru. Maximum H2 yield (80%)
was achieved at 950 �C over Ru-Ni/Al2O3 catalyst (Ru D
0.5%) when Ni content was equal or greater than
10.7%.[70] A series of composite Ni/CeO2-ZrO2 catalyst
performance for H2 generation by steam reforming of
bio-oil aqueous fraction was examined in a laboratory
scale fixed bed reactor; the results were compared
with commercial nickel based catalyst (Z417). Ni and
Ce loading of 12 wt% and 7.5 wt% show the best
performance for Ni/CeO2-ZrO2 catalyst. Maximum H2

yield of 69.7% was obtained at W/B D 4.9 and T D
800�C. Under the same operating conditions, com-
posite catalyst (Ni/CeO2-ZrO2) provides higher H2

yield in comparison to commercial nickel-based cat-
alysts (Z417).[71] Comparison of Pt/Ce0.5 Zr0.5O2 and
Rh/Ce0.5 Zr0.5O2 monolithic catalysts for H2 produc-
tion in steam reforming of bio-oil shows that under
similar reaction conditions Pt catalyst achieves
higher H2 yield in comparison to Rh.[72]

Due to the chemical complexity of the bio-oil with
the additional issue of polymerization and aging makes
it challenging to develop an effective catalyst. It is also
difficult to establish kinetic modeling and reaction
mechanism of the overall reforming process of bio-oil.
[26,73] Since bio-oil is a complex mixture of many
organic and lignin-derived oligomeric materials its
steam reforming is studied either using its aqueous
fraction of bio-oil or by using model compounds such

as methanol, ethanol, acetic acid, phenol, glycerol and
cresol.[21,74�79]

Hu and Lu [80] investigated the steam reforming of
acetic acid for H2 generation using Ni, Co, Fe and Cu/
Al2O3 catalysts. The catalytic activity decreases in the
following order: Ni > Co > Fe > Cu. The difference in
catalytic activity can be explained on the basis of differ-
ence in activities of metallic phases for cracking the
bonds present in acetic acid molecules. Ni and Co
metal species are active for cracking both C-C and C-H
bonds. Fe is active to crack only the C-C bond while Cu
can crack only the C-H bond. In comparison to Ni/
Al2O3, Co/Al2O3 suffers the major drawback of coke for-
mation which restricts its long term usage.

Reactor for steam reforming

Choice of reactor plays an important role in steam
reforming of bio-oil. A fixed bed reactor is the com-
monly used reactor for steam reforming with both liq-
uid and gas feeds.[21,37,81�83] Even though it is
required to carry out the bio-oil steam reforming reac-
tion at high S/C ratio, the reforming catalyst lasts no
more then 3�4 h, after which the catalyst needs to be
regenerated. Formation of carbonaceous deposition
over the catalyst surface limits the operating time and
hence fixed bed reactors are more susceptible to coke
formation during steam reforming of bio-oil. Coking
lowers the hydrogen yield and causes severe catalytic
deactivation and reactor blockage. In contrast fluidized
beds can be operated continuously by gasification of
carbonaceous deposits on the catalyst surface.
[18,35,75,84] In comparison to oxygenated model
compounds such as ethanol and acetic acid, bio-oil
(carrying larger compounds) does not vaporize
completely when fed into the reactor and leaves
behind a considerable amount of residual solid result-
ing in blockage of the feeding line along with the reac-
tor.[22] The rapid heating rate of bio-oil causes thermal
decomposition and coke formation resulting in deacti-
vation of the catalyst. Researchers attempted different
feeding techniques to overcome these problems.
Using a spray nozzle to spray the bio-oil onto the cata-
lyst bed helps in lowering the thermal decomposition
and coke formation of bio-oil.[63,85] Adding the bio-oil
drop wise has also been investigated to minimize the
thermal decomposition of the bio-oil before the cata-
lyst bed.[86] A triple-nozzle spraying system was
employed for the aqueous bio-oil fraction in a labora-
tory reforming model which reduced the char forma-
tion in the reactor inlet.[22] Figure 1 shows the
schematic diagram of a nozzle fed reactor.

Kechagiopoulos et al. [41,87] investigated the steam
reforming of ethylene glycol, acetic acid and aqueous
phase bio-oil over Ni/olivine catalysts in a pilot scale
spouted bed reactor. In a spouted bed, rapid and suffi-
cient mixing of hot particles and cold injected
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reactants along with continuous cyclic movement of
solid particles lowers the coke buildup over the catalyst
surface. Figure 2 shows the schematic representation
of a spouted bed reactor.

Effect of operating parameters on steam reforming
of bio-oil

Different operating parameters (temperature, space
velocity and S/C) play a very important role in catalytic
steam reforming of bio-oil. Steam reforming of bio-oil
is an endothermic process and requires high reaction
temperatures. Higher bio-oil conversion is favored at
high reforming temperature, low pressure and high
steam to hydrocarbon ratio.[20,88,89] As reported in
literature, carbon conversion and hydrogen yield
increases with increase in reaction temperature. The
water gas shift reaction is exothermic in nature, carry-
ing out the reaction at higher temperature (i.e.
»950�C) increases CO yield because of reverse water
gas shift reaction.[4,90,91] Thermodynamic studies
show that high steam to carbon ratio (S/C) favors the

hydrogen formation.[72,78] Increase of steam favors
both reforming as well as water-gas shift reaction.
Higher S/C also improves carbon gasification (elimi-
nates carbon deposition) on the catalyst surface.[4,92]
The decrease in WbHSV (from 5.0 h¡1 to 0.5 h¡1) at
700�C results in an increase in H2 yield from 35% to
60.6%.[86] In a similar experiment, decrease in WbHSV
from 0.8 h¡1 to 0.2 h¡1 resulted in an increase in H2

yield from 33% to 57%.[93]

Other reforming techniques for H2 production

To reduce the coke formation during steam reforming
of bio-oil a higher S/C is required which makes the pro-
cess less economically feasible for large scale genera-
tion of hydrogen. The few other reforming methods
that are practiced for H2 generation from bio-oil are
briefly discussed below.

Partial oxidation (POX)

Partial oxidation is a highly exothermic catalytic/non-
catalytic process and widely used method for produc-
tion of hydrogen rich gas from organic molecules.[94]
POX does not require any external heat supply. Com-
pared with that in SR, bio-oil can be converted at rela-
tively lower temperatures in POX.[94,95] Catalytic POX
is advantageous over the non-catalytic process due to
the heterogeneous reaction requiring lower tempera-
tures and resulting in low soot formation.[96] The gen-
eral reaction formula for partial oxidation (POX) is [85]:

CxHyOz C ðX=2¡ Z=2ÞO2 ! ðy=2ÞH2 C xCO (6)

CxHyOz C ðXC Y=4¡ Z=2ÞO2 ! ðY=2ÞH2OC xCO2;DH< < 0

(7)

Poplar wood oil mixed with methanol was used for
non-catalytic POX to synthesis gas with a hydrogen
yield as low as »25%.[97] Hu and Lu [60] investigated
POX of bio-oil alone and further coupled it with dry
reforming (DR) at atmospheric pressure. POX of bio-oil
gives almost 100% conversion and »50% H2 yield at a
temperature of 700�C. While coupled with dry reform-
ing it also gives the same result at the same operating
parameters. Rennard et al. [98] performed catalytic
POX of bio-oil using ester and acids as a model com-
pound over platinum and rhodium based catalysts for
the production of synthesis gas.

Oxidative steam reforming (OSR)

The oxidative reforming process is a combination of
endothermic steam reforming (SR) and exothermic cat-
alytic partial oxidation (CPO) reactions.[99] In this pro-
cess hydrocarbon fuel is reacted with both air and
steam simultaneously to produce hydrogen.[100,101]

Figure 1. Schematic diagram of the nozzle fed reactor (Basa-
giannis AC et al., [63]): (1) liquid inlet (bio-oil), (2) gas inlet, (3)
excess liquid outlet, (4) catalyst bed or ceramic monolith/foam,
(5) thermowell, (6) products, (7) furnace, (8) nozzle.
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The general reaction formula for OSR, using air as the
oxygen source and assuming that the products are
only CO2 and H2, can be expressed as follows:

CnHmOp C aO2 C bH2O! cH2 C dCOC eCO2 C fCH4

(8)

CnHm C xðO2 C 3:76N2ÞC 2ðn¡ xÞH2O!
nCOC 2ðn¡ xCm=4ÞH2 C 2:76x N2

(9)

The heat generated by this reaction can be con-
trolled directly by adjusting the proportions of fuel, air/
oxygen, and steam in the feed.[102] Oxidative steam
reformers are simpler, smaller and lighter than steam
reformers. The concentration of hydrogen produced
by OSR reaction is higher than that of POX.[103] In oxi-
dative steam reforming, the POX and SR take place in
one reactor and oxygen facilitates a fast OSR reaction.
The presence of oxygen suppresses cracking of hydro-
carbons; consequently long chain hydrocarbons can
also be reformed which otherwise yield coke.[98] Com-
bination of oxidation reaction along with SR improves
the reactor temperature control and in the process
reduces the chances of hot spot formation. It also helps
in protecting the catalyst from deactivation by carbon
deposition.[104] However, the presence of any amount
of O2 lowers both the experimental and theoretical H2

yield.[20,87,104,105] This is because in the presence of

molecular O2 the following reactions take place.[106]

H2 C 1=2O2 !H2O (10)

CC 1=2O2 !CO (11)

COC 1=2O2 !CO2 (12)

Vagia and Lemonidou [104] studied the effect of
temperature and pressure on H2 production. They
found out that with an increase in pressure from 0 to
20 atm, H2 fraction decreases from 0.6 to 0.47. The
maximum H2 yield was obtained at 900 K combining
with low CO and CH4 production. They also observed
that at optimum reaction conditions (T D 900 K, P D 1
atm and S/C D 3), 1 kmol of H2 is produced from 0.245
kmol of simulated bio-oil (acetic acid/ethylene glycol/
acetone) which is 20% lower than the H2 yield
achieved by SR method because part of the fuel is con-
sumed during oxidation.

Sequential cracking/two stage reforming

It appears that carbon deposition on the catalyst sur-
face is a key issue in bio-oil steam reforming. Therefore,
a different concept has been applied. In this process,
two steps were investigated for the conversion of
crude pyrolysis bio-oil for H2 production. In the first
step, bio-oil is converted into synthesis gas without
addition of water followed by catalytic steam reform-
ing of generated gases.[29,107] A two stage reactor

Figure 2. Schematic diagram of the spouted bed reactor [87]: (1) gas and steam inlet, (2) preheating zone, (3) inlet/outlet of electri-
cal connections and thermocouples, (4) preheating zone thermocouples, (5) externally cooled injection nozzle, (6) reactor, (7) ther-
mocouples, (8) products exit, (9) reactor shell, (10) cooling coil, (11) heating zones, (12) externally cooled organics inlet.
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Table 3. Comparative study of bio-oil reforming.
Catalyst Experimental conditions Outcome Type of feed Ref.

Pt, Pd, Rh (supported on
CeO2, ZrO2 and Al2O3)

Fixed bed reactor. O/C: 0.54, S/C:
5�11 GHSV: 3090 h¡1 liquid feed
rate: 14 ml/min, Temp:
650�950oC

H2 yield>50% maintained over 9 h for 1% Pt-
CeZrO2

Catalytic activity:
1% Rh-CeZrO2>1% Pt-CeZrO2̴ 1%Rh-Al2O3>1%
Pd-CeZrO2>1% Pt-Al2O3>1% Pd-Al2O3.

The ceria�zirconia supports were globally much
more efficient than the alumina.

Beech wood oil [20]

Commercial Ni based
catalyst, ICI 46-4, UCI G-91

Fixed dual bed reactor, S/C: 5�10,
GHSV: 1680 h¡1 Temp:
500�900oC

Increase in S/C ratio increases H2 yield; based on
ASPEN plus modeling established the
thermodynamic model for typical bio-oil.

Poplar wood oil [23]

Ni based catalyst (C11 NK) Fixed bed reactor, S/C:2�7, Temp:
500�800oC, GHSV: 600 h¡1 (for
bio-oil), GHSV: 1500 h¡1 (for
model compounds).

Maximum H2 yield at 850
oC (» 60%) and at S/C: 6

(bio-oil), H2 yield up to 90% at temp 600oC and
at S/C: >3 (acetone) among three analyzed
model compounds acetone showed higher
tendency towards coke formation.

Aqueous bio-oil (beech
wood), acetone,
ethylene glycol and
acetic acid

[35]

Ni/CNT Fixed bed reactor, S/C: 2�6, Temp:
350�550oC, GHSV: 1200 h¡1

Higher Ni dispersion leads towards good low
temperature reforming.

Bio-oil (saw dust, rice
husk, cotton stalk)

[4]

Ni/Al2O3 modified with Ca,
Ce, Mg, Mn and Zn

Two stage fixed bed reactor, S/C:
3.5�9.0, Zone I Temp: 400oC,
Zone II Temp: 600�900oC.

Modified Ni-Al catalysts showed excellent carbon
deposition resistance.

Ni-Mg-Al catalyst exhibited the highest stability of
hydrogen production (56.46%) among the
studied catalysts.

Aqueous bio-oil (corn
stock)

[112]

Ni/modified dolomite Fluidized bed, S/C: 2�5, Temp:
600�800oC

The increase in S/C from 2 to 5 results in increase
in H2 yield with further increase in S/C does not
show any pronounced effect on H2 yield.

Increase in S/C decreases coke yield.

Aqueous bio-oil (saw
dust)

[90]

Ni based catalyst (C11 NK) Fluidized bed, S/C: 7�14, Temp:
800�850oC, GHSV: 700�1000
h¡1

Maximum hydrogen yield from the aqueous bio-
oil was about 80% of theoretical yield.

Maximum hydrogen yield from the hemicellulose
solution of a lignocellulosic biomass was about
70% of that for stoichiometric conversion.

Aqueous bio-oil (pine
saw dust), aqueous
bio-oil (hemi cellulose
rich solution of poplar
wood)

[18]

Cl2A7-O¡/M, (M D Mg, K,
Ce)

0 wt%<Mg�36 wt%
Fixed bed reactor, S/C: 1.5 �9,
Temp: 200�800oC, GHSV D
4000�20000 h¡1

C12A7-O¡/18% Mg catalyst, shows H2 yield as
high as 80%, and the maximum carbon
conversion was 96% under the steam reforming
condition (S/C >4.0, GHSV D 10,000 h¡1,T D
750oC).

Bio-oil [92]

Ni/CeO2-ZrO2 & Z417
(commercial), 5 wt%
�Ce�10 wt%

5 wt% �Ni�12 wt%

Fixed bed reactor, Temp:
400�850oC, W/B: 3.2�5.8.

Ni/CeO2-ZrO2 catalyst with Ni and Ce loading of
12 wt% and 7.5 wt% shows best result at W/B:
4.9, TD 800oC with maximum H2 yield of 69.7%,
surpassing the H2 yield of commercial (Z417)
catalyst at same reaction conditions.

Bio-oil (rice-hull) [71]

Dolomite (primary)
Ni/MgO (secondary)

Two stage fixed bed reactor, T:
700�900oC, S/C: 1�16, WbHSV:
0.5�5.0 h¡1, GHSV: 3600 h¡1, S/
CH4: 1�4

Maximum H2 yield of 81.1% was obtained at
800oC with GHSV� 3600h¡1

.

Bio-oil [86]

Pt and Rh/Ce0.5Zr0.5O2

(powder and deposited on
cordierite monolith)

H2 yield of » 18 mmolgm¡1 of bio-
oil, double envelope stainless
steel tubular reactor, T:700oC, liq.
feed rate: 1�15 ml/h.

Monolithic supported catalyst gives stable and
constant H2 production because of better soot
gasification in comparison to packed bed.

Crude bio-oil (beech
wood)

[107]

5% Ru dispersed over
15%MgO/Al2O3

Nozzle fed reactor, Temp:
700�800oC, S/C: 7.2, W/
morganic:0.05�0.2 gcatalyst.min/g
organic, GHSV: 4880�16570 h¡1

High activity was obtained for catalyst in pallet
form; MgO in the catalyst enhances the O and/
or-OH anion spill-over from the carrier onto the
metal particles. High (GHSV) results in decrease
in H2 selectivity because of formation of by
products like CH4 and C2H4.

Aqueous bio-oil (beech
wood)

[63]

Commercial C11-NK and
NREL#20

Fluidized bed, S/C: 5.8, Temp:
850oC, GHSV: 920 h¡1

Maximum H2 yield of 70�80% Bio-oil (hard wood) [59]

Ni/MgO, NiO: 7.2 wt% Fluidized bed, S/C: 8�20, Temp:
500�800oC, WbHSV: 0.2�0.8 h¡1.

H2 yield increases with increase in S/C. Maximum
H2 yield of » 55% was obtained at S/C:20 and
Temp D 800oC and WHSV 0.5 h¡1.

Bio-oil (rice husk) [93]

Ni based commercial
catalyst

Fixed bed reactor, S/C: 8�20, Temp:
650�850oC, liq. feed rate: 30 ml/h

Mole fraction of H2 and CO2 increases with
increase in temperature from 650�850oC.

Maximum H2 yield of 45% was obtained by
incorporation of water at 850oC.

Bio-oil (rice husk) [113]

Ni/Al2O3 modified by Ca,
Mg.

Bench scale fluidized bed reactor
(U/Umf D 10), Temp: 650oC, W/m
organic: 4�9 gcatalyst.min/g organic.

Mg modified catalyst shows the best performance
because of less coke deposition.

Aqueous bio-oil (pine
wood)

[84]

Ru-Ni/Al2O3, Ni-MgO/Al2O3. Fixed bed reactor, liquid feed rate:
2.13 ml/h, Temp: 750�950oC,
WbHSV: 131 h

¡1.

Addition of Ru and MgO to Ni/Al2O3 increases H2

yield.
H2 yield of 85% was obtained at 850oC over Ru-
Ni/Al2O3.

Commercial bio-oil
supplied by BTG group

[70]

Ni/Al2O3, Ni/ZrO2 Fixed bed tubular reactor, S/C: 5,
liquid feed rate: 2.13 ml h¡1,
Temp: 750�950oC, WbHSV: 131
h¡1

H2 yield of 60% was obtained for Ni/ZrO2 catalyst.
Ni/ZrO2 based catalyst shows higher carbon
formation tendency in comparison to Ni/Al2O3

catalyst.

Commercial bio-oil
supplied by BTG group

[114]

Ni/Al2O3, Ni: 23, 28, 33
(relative atomic %)

28% is the optimum Ni content for maximum H2

generation.
Aqueous bio-oil (pine
wood)

[36]

(continued)
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system was chosen to reform bio-oil. Ni based catalyst
Ni/MgO was used in the second stage to increase the
yield of H2 and also decrease the deactivation of the
catalyst.[86] Bio mass derived crude oil is used for the
production of H2 via sequential cracking and steam
reforming process using Pt/Ce0.5Zr0.5O2 and Rh/
Ce0.5Zr0.5O2 catalyst deposited on cordierite monoliths.
The best H2 yield (70%, corresponding to »49 mmol of
H2/g of bio-oil) was obtained with Pt catalyst at S/C
ratio 10 at 780�C.[72] An efficient and promising
approach for the production of H2 from crude bio-oil
was carried out via gasification-reforming dual fixed
beds system using NiCuZnAl catalyst. The best H2 yield
of 81.4% with carbon conversion of 87.6% was
obtained through the integrative process. The hydro-
gen productivity in sequential cracking is lower in com-
parison to continuous steam reforming. On the other
hand catalyst regeneration due to coke deposition is
comparatively easier.[29]

Aqueous phase reforming

Aqueous phase reforming (APR) is another process to
generate H2 using oxygenated hydrocarbons at low
temperatures (» 270�C) and high pressures (» 60
bars). Similar to steam reforming, APR involves the
breaking of C-C, C-H and O-H bonds.[2] Hydrogen pro-
duction using this process produces low levels of CO in
the effluent gases. Furthermore, steam generation and
preheating of feed is not required which lowers the
energy consumption during the process.[37] The main
products in this reforming are H2, CO2, CO and small
amounts of light alkanes.[42] Davada and co-workers
[108] studied silica supported Ni, Pd, Pt, Ru, Rh, and Ir
catalysts at temperature 483�498 K and high pressure
of 22 bar using ethylene glycol for the production of
hydrogen. Ni/olivine catalyst was tested for reforming
of pine derived bio-oil in a fludized bed reactor. Low
surface area of support restricts higher Ni loading over
olivine.[87] Shabaker et al. [109] studied the APR of
methanol and ethylene glycol over Pt/Al2O3 catalysts.

They observed that at constant C/H2O feed ratios,
methanol and ethylene glycol shows similar reactivity
over Pt/Al2O3 catalysts, which shows that for ethylene
glycol the C-C bond cleave is not the rate determining
step. However, H2 generation was found to be higher
for methanol in comparison to ethylene glycol. Huber
et al. [11] investigated a series of Pt and Ni base cata-
lysts including Sn-modified Raney Ni catalyst for the
production of hydrogen from ethylene glycol, sorbitol
and glycerol at a temperature of 225�265�C and pres-
sures of 5�26 bar. The results obtained from the
experiments depict that the Sn-modified Raney Ni cat-
alyst achieved high activity equivalent to those found
for the Pt/Al2O3 catalyst. Lehnert and Claus [110] stud-
ied the APR of glycerol with different particle sizes
(1.6�3.2 nm) of Pt/Al2O3 catalyst; with no change in
glycerol conversion (20%) enhanced hydrogen selec-
tivity was observed for bigger catalyst particles size
(3.2 nm) in comparison to smaller ones (1.6 nm), sug-
gesting the structure dependency of the APR reaction.
An increase in particle size results in an increase in the
number of face atoms of metal crystallites whereas the
number of edge and corner atoms decreases. The low
degree of conversion and low production rate for APR
requires large reactor volume and large recycle loops.
Deactivation is also a major challenge with APR during
the processing of heavier compounds.[73] A detailed
comparative study of bio-oil reforming from the litera-
ture is discussed in Table 3.

Summary and conclusions

Hydrogen generation from renewable energy sources
is needed to meet future energy demands. Steam
reforming of bio-oil in the presence of an active cata-
lyst is a promising route for sustainable hydrogen pro-
duction. The catalyst formulation should show
resilience towards deactivation by coke formation
which is one of the major challenges in the bio-oil
steam reforming reaction. The use of ceria as support
modifier in a Ni based catalyst promotes coke

Table 3. (Continued )

Catalyst Experimental conditions Outcome Type of feed Ref.

Fixed bed tubular reactor, S/C: 5.6,
Temp: 600�800oC, W/m organic :
0�5.0 gcatalyst.min/g organic

Maximum H2 generation was obtained at 700oC
further increase in temperature to 800oC results
in decrease in H2 yield.

Ni/La2O3-aAl2O3 Fluidized bed, S/C: 12, Temp:
600�800oC, space time: 0.10
-0.45 g.catalyst .h (g.bio-oil)

¡1

Ni/La2O3-aAl2O3 catalyst was found highly stable,
with high capacity for reforming coke precursor
and high resistance to sintering with both
properties being attributed to the presence of
La2O3.

Aqueous bio-oil (pine
wood)

[5]

Ni based commercial
catalyst

Fixed bed tubular reactor, S/C: 8.2,
Temp: 600�900oC, GHSV:
300�600 h¡1

In comparison to investigated model compounds,
aqueous phase of bio-oil gives 60% H2 yield
because of high extent of coke formation.

Aqueous bio-oil (pine
wood)

[35]

Ni/MgO-La2O3-Al2O3 Fixed bed, S/C: 5�10, Temp:
700�900oC, LHSV: 0.8�2.5 h¡1

Incorporation of basic oxide like MgO and La2O3

to a Ni/Al2O3 catalyst increases the activity of
the catalyst due to synergetic effect.

Maximum H2 yield of 71.42% at 800oC was
obtained for Ni/MgO-La2O3-Al2O3 catalyst

Bio-oil [69]
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gasification which reduces the catalyst deactivation
through coking. Incorporation of MgO to Al2O3 support
improves the adsorption and H2O dissociation capacity
helping to keep the nickel metal surface free of carbon.
Addition of a small amount of lanthanum also
improves catalyst stability and decreases coke forma-
tion. Introduction of small amounts of O2 also helps in
bringing down coke formation, gasifying the carbona-
ceous material over the catalyst surface. Reactor choice
plays an important role in steam reforming of bio-oil.
The fixed bed reactor is the most commonly used reac-
tor for steam reforming for both liquid and gas feeds.
In comparison to different model compounds, reform-
ing of aqueous phase of bio-oil yields less H2 due to
the high extent of coking. The use of fluidized bed and
spouted bed reactors showed less coke formation in
comparison to fixed bed reactors. Use of nozzle spray
helps in uniform distribution of bio-oil over the catalyst
bed. Other reforming techniques are also in the early
stages of the study. Further investigation and research
is required for industrial production of H2 from bio-oil.

Nomenclature

GHSV Ratio of volumetric flow rate to gas to
volume of catalyst

WbHSV Ratio of mass of mass flow rate of bio-
oil to mass of catalyst

Organics Organic compounds contained in the
aqueous fraction of pyrolysis liquids

S/C moles of steam/moles of carbon
U/Umf Superficial gas velocity/velocity for min-

imum fluidization
wt% Weigh percentage

W/m organic Catalyst weight/organic mass flow rate
W/B Water/Bio-oil
O/C moles of O2/moles of carbon in the feed

HHV (MJ/kg) High heating value
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Abstract
In this study, pyrolysis of agricultural residues, such as rice straw (RS), wheat straw (WS), and sugarcane bagasse (SB), was 
performed in a fixed-bed reactor. The experiments were carried out at varying operating conditions, such as temperature, 
heating rate, biomass particle size and sweeping gas flow rate, such that the bio-oil yield could be maximized. Small particle 
size and high heating rate contributed to more bio-oil yield as compared to large particle size and low heating rate. Physico-
chemical properties of bio-oil samples, evaluated in a comparative manner with maximum focus devoted on analyzing the 
chemical constituents through GC–MS and FTIR analysis. Biochar was also examined through different physicochemical 
techniques (e.g., HHV, pH, SEM–EDX, FTIR, CHNS, ICP-AES) for understanding pyrolysis mechanism and its practical 
usability. Analysis of non-condensable gas through GC-TCD, revealed co-existence of  H2, CO,  CO2 and  CH4 molecules, 
with greater percentage of  H2 and  CH4 at high temperature resulted enhancement in calorific value.

Keywords Pyrolysis · RS · WS · SB · Fixed-bed

Introduction

Maximum of the world’s energy resources are non-renewa-
ble and fulfilling through fossil fuel sector, those are deplet-
ing day by day due to their extensive uses, and also there is 
a rising concern for greenhouse gas emissions [1, 2]. These 
fundamental problems have created a tremendous amount 
of interest in the field of alternative and renewable fuels, 
which are environmentally benign as well as economically 
viable [3]. Biomass is a major source of energy; it provides 
approx. 10–14% energy demand of world [4]. Biomass, such 
as materials produced from microbial, animal, algae, agri-
cultural waste, and forestry residues, is the renewable energy 
source, which converted into liquid fuels and value-added 
chemicals and used as high-potential feedstock for con-
ventional petroleum-based energy sector around the world 

[5–9]. Biomass has gained more attention because of its 
wide availability and low cost in comparison to other renew-
able energy sources [10–12]. Agricultural biomasses mainly 
comprise cellulose (30–60%), hemicellulose (20–35%) and 
lignin (15–30%) along with some resins and inorganic con-
stituents and possess high-energy content [13]. They can be 
used for getting heat, power, synthesis gas, and chemicals 
through different thermo-chemical routes, such as combus-
tion, gasification, pyrolysis, liquefaction, and enzymatic 
route, such as fermentation [14–19]. Among the various 
methods available for agricultural biomass conversion to the 
biofuels, pyrolysis is a promising technique which incurs 
lesser amount of cost and leads to the generation of high-
energy-density bio fuel, performed in an inert atmosphere 
[20]. It is a thermo-chemical process that can efficiently pro-
duce bio-oil, gases and biochar. The yield and properties of 
products obtained from pyrolysis strongly depend on various 
factors viz. reactor design, operating conditions (tempera-
ture, heating rate, particle size, and sweeping gas flow rate 
etc.) as well as on type of biomass used [21–23]. Due to 
the diversity and heterogeneity in biomass composition and 
its typical thermal decomposition nature makes, resulting 
pyrolysis mechanism is very much complex [24]. Studies 
explained that there are three stages of pyrolysis reactions: 
(1) removal of free moisture (2) initial decomposition of 
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long-chain molecules (3) followed by bio-oil decomposi-
tion and re-polymerization [25]. Since cellulose present 
in abundance amount in agricultural biomass, a simple 
decomposition mechanism explained by Waterloo helps to 
understand the reaction pathways for pyrolysis process [26]. 
Accordingly, at low temperature, cellulose gets depolym-
erized (300–450 °C) and subsequently defragmented at a 
higher temperature (~ 600 °C), and finally turns into car-
boxylic acid, alcohol, aldehyde, ketone, and anhydrosugars, 
etc. which are the major compounds found in bio-oil [24].

Indian economy is mostly agricultural-based because 
60.6% of the cultivable land is being used by 53% of peo-
ple, those belonging to rural India and who earn their liveli-
hood through farming. So, a lot of agricultural wastes are 
generated every year, which are utilized directly for animal 
consumption or used as raw material for pulp and paper 
industry. However, storage, collection and transportation of 
residual biomass are very difficult and expensive. Therefore, 
it remained unutilized as a waste or directly burned in house-
hold stove or farms, causing serious environmental pollution 
and health hazards. A simple solution of this acute envi-
ronmental problem arising from burning crop residues and 
unused biomass waste can be to solve through production 
of bio-oil and other value-added products locally through 
pyrolysis [11]. Bio-oil produced by pyrolysis of biomass is 
a free-flowing complex organic liquid dark brown in color, 
contains highly oxygenated organic compounds and having 
smoky odor [21, 27]. Bio-oil has an advantage over fossil 
fuel because it contains a very low amount of bonded nitro-
gen and sulfur resulting in lesser amount of greenhouse gas 
emission during combustion [19, 28]. However, it contains 
variety of value-added chemicals that can be used in differ-
ent applications. The non-condensable gases produced dur-
ing pyrolysis mainly comprise  H2, CO,  CH4, and  CO2 up to 
95% [29, 30], which has high calorific value and further can 
be utilized for energy generation.

Apart from bio-oil and non-condensable gases, biochar 
(also called charcoal) is also the valuable solid product 
containing unconverted organic, inorganic and carbona-
ceous residues obtained from pyrolysis. According to the 
previous literatures [31, 32], biochar is mainly a carbon-
rich compound with composition ranging from 53 to 96%, 
heating values ranging from 20 to 36 MJ/kg, and yields of 
biochar obtained from pyrolysis of different feedstock varied 
between 30 and 90%. The high HHV of biochar makes it a 
valuable combustible product, which can be substituted for 
coal also [33]. The highly porous surface structure of biochar 
confers it as a low-cost adsorbent material for removal of 
various organic and inorganics pollutants [25, 32] as well 
as in catalysis application also [34]. Biochar can also act as 
a fertilizer for soil amendment application [35] and can also 
contribute in carbon sequestration process [36].

Agricultural residues, such as wheat straw (WS), rice 
straw (RS), sugarcane bagasse (SB), are the largest and 
abundant by-products produced in the developing countries 
like India, Brazil, China, etc. [37, 38]. A lot of research has 
been carried out on pyrolysis of RS, WS and SB previously. 
Wang et al. [39] pyrolysed RS in a simple closed reactor 
at 523–773 K with 10 K/min heating rate. The maximum 
yield of liquid products was obtained at 693 K with H/C 
molar ratio of 1.65 and O/C molar ratio of 0.058 just in 
the range of petroleum. Park et al. [40] carried out slow 
pyrolysis of RS at different temperature range from 300 to 
700 °C with a 10 °C/min heating rate. The yield of bio-oil 
and biochar obtained was same above 500 °C temperature. 
At 700 °C temperature, yield of bio-oil declined while gas 
yield increased. Balagurumurthy et al. [41] also performed 
pyrolysis of RS in the presence of hydrogen and nitrogen 
atmosphere. They observed that, higher yield of bio-oil was 
obtained under nitrogen atmosphere as compared to hydro-
gen environment. Pottmair et al. [42] performed pyrolysis 
of rice husk and WS in the wide temperature range from 
290 to 900 °C at constant flow of nitrogen 100 mL/min with 
50 °C/min heating rate. They reported that the bio-oil yield 
increases with rise in temperature from 290 to 900 °C for 
both the biomass. Varma et al. [43] conducted pyrolysis of 
SB in a semi-batch reactor at different temperature range 
of 350–650 °C with two heating rates (10 and 50 °C/min) 
and biomass particle sizes (< 0.25 to 1.7 mm). They con-
cluded that maximum bio-oil yield of 45.23% was obtained 
at temperature 500 °C with heating rate 50 °C/min, parti-
cle size of 0.5–0.6 mm and nitrogen flow rate of 100  cm3/
min. Gonclaves et al. [44] evaluated the pyrolysis of SB 
in a fixed-bed reactor to investigate the product distribu-
tions at various operating conditions, such as temperature 
heating rate, particle size of biomass samples and sweep-
ing gas flow rate of nitrogen. They reported highest bio-oil 
yield (0.5 g/g of biomass) at 600 °C, 15 °C/min heating rate 
and  N2 flow rate of 200 mL/min, with particle size ranging 
from 0.5 to 1.0 mm. Temperature and particles’ sizes were 
the most significant factors for the maximum bio-oil yield. 
Also, Biswas et al. [11] performed a comparative study on 
fixed-bed pyrolysis of various agricultural residues, such as 
RS, husk, corn stover, WS at different temperatures range 
300–450 °C with a fixed heating rate of 20 °C/min and nitro-
gen flow rate 50 mL/min and analyzed bio-oil produced dur-
ing experimentation. Maximum bio-oil yields were varied 
for corn cob, WS, RS and rice husk were 47.3, 36.7, 28.4 
and 38.1%, respectively [11]. Apart from this, Duong et al. 
[45] carried out thermal degradation of four types of Viet-
namese biomasses, e.g. bagasse, corncob, rice husk and rice 
straw, through pyrolysis reaction for bio-oil production. This 
study has revealed that the bio-oil yield greatly depended on 
temperatures and sweeping gas flow rate, not the biomass 
particles size. Moreover rice husk and straw shown greater 
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production of bio-oil than bagasse and corn cob. Similarly, 
pyrolysis of agricultural residue has been extensively studied 
for bio-char production and those have specific uses. Adi-
naveen et al. [46] prepared porous biochar from rice straw 
by two-stage pyrolysis process and prepared porous carbons 
have been employed for fabrication of super-capacitor elec-
trode. The physicochemical and nutrient properties of bio-
char have been investigated by several researchers for their 
plausible application in bioremediation, improvement of soil 
fertility, etc. Bera et al. [47] prepared biochar by pyrolysis of 
rice straw, wheat straw, maize stover and pearl millet stover 
by only variation of pyrolysis temperature. Temperature and 
biomass residue modified biochar properties significantly, 
those in turn improved soil nutrient on their application. 
Similar to above findings, Tan et al. [48] and Do et al. [49] 
reported in their investigation that the agronomic proper-
ties of biochar prepared by pyrolysis of agricultural residue, 
greatly influenced by reaction temperature and pyrolysis 
reaction atmosphere. Tan et al. in their research found that 
the limited oxygen cracking conditions improvised the bio-
char morphology and nutrient content as compared to inert 
nitrogen atmosphere. Also, Do et al. reported that at higher 
reaction temperature (> 500 °C) improved biochar poros-
ity but their calorific value was reduced. Derakhshan-Nejad 
et al. [50] prepared biochar from the pyrolysis of rice husk 
and maple leaves. The prepared biochar sample was used 
in soil amendment application for heavy metal immobiliza-
tion. They found that phytoavailability of heavy metals Cd, 
Cu, Pb, Zn present in soil extensively declined in biochar-
amended soil due to their immobilization process. The over-
all conclusion showed that all the biomasses are suitable to 
be used as a feedstock for bio-oil production in Indian sub-
continent, due to abundant availability and very low sulfur 
and nitrogen contents.

Though a number of these types of studies have been 
performed till date, however, none of the work focused on 
the slow pyrolysis of different types of agricultural residues 
(crop residues) in addition to detailed and comparative anal-
ysis of all three pyrolysis products (bio-oil biochar, gases) 
through operating parameter variation. Moreover, there were 
only a few reports available regarding physicochemical prop-
erties of all three pyrolysis products in comparative manner 
with application oriented approach. This work also wanted 
to address issues with waste management as stubble burn-
ing poses serious threat to the environment. Hence, pyroly-
sis of surplus biomass available locally offers a sustainable 
solution.

The focus of this research is to study pyrolysis of three 
different kinds of biomass (SB, WS, RS) abundantly avail-
able in the campus of Banaras Hindu University, in a 
fixed-bed reactor. A comparative study regarding the yield 
of three primary pyrolysis products (bio-oil, biochar and 
non-condensable gases), along with variation in the yield 

at various operating parameters viz. temperature, heating 
rate, sweeping gas flow rate, particles sizes were also stud-
ied extensively. Various physical properties of bio-oil and 
biochar were evaluated and significant focus was devoted 
on the chemical characterization through FTIR, GC–MS, 
ICP-AES, SEM and CHNS analysis for application oriented 
approach. Similarly, effect of inorganic constituents present 
in biochar on pyrolysis mechanism and product distribu-
tion were also thoroughly explained. Detailed composition 
of non-condensable gases (mainly producer gases) analyzed 
through gas chromatography (GC-TCD) techniques and vari-
ation of their energy values with temperature were studied 
carefully.

Materials and methods

Feedstock preparation

Feedstock chosen for this experiment was SB, RS, and WS, 
collected from agriculture farm of Banaras Hindu Univer-
sity. Each biomass was subjected to initial size reduction in 
a cutting mill (SM 300 Retsch Germany), washed thoroughly 
and sun-dried for 4–5 days followed by drying in an oven 
at 105 °C for 4 h. The dried biomass was ground into small 
sizes in a disintegrator and sieved into three different sizes 
of 0.2–0.4 mm, 0.4–0.6 mm, and 0.6–0.8 mm.

Characterization methods

Characterization of biomass

The proximate analysis of biomass includes moisture con-
tent, volatile matter, ash content, and fixed carbon con-
tent and these were determined according to standards 
ASTMD1037 (1991), ASTMD3172, ASTMD2017 (1998), 
ASTM E1755, respectively. The ultimate analysis of three 
biomass samples was carried out in Euro-vector Elemental 
Analyzer. The functional groups present in biomass were 
also investigated at room temperature in the frequency range 
of 4500–500 cm−1 using a Fourier-transform infrared (FTIR) 
spectrometer (Thermo Electron Corporation, USA, FTIR 
procedure: S1, ESI). TGA of three biomass samples was 
carried out in the NETZSCH STA 449 F3 instrument. Dur-
ing each run, 7 mg of the sample was heated up to 900 °C at 
a heating rate of 10 °C/min starting from room temperature. 
The carrier gas used was argon with flow rate maintained at 
100 mL/min.

Characterization of liquid and gaseous products

Bio-oil samples were characterized by measuring their phys-
ical properties, such as density, pH, viscosity, ash content, 
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and calorific value. The pH of the bio-oil samples was meas-
ured with the digital pH meter (Eutech Instrument) and vis-
cosity was measured with the help of Redwood Viscometer 
(I.P. 70/46, Gallenkamp, British Made) present in the labora-
tory. Ash content of bio-oil was determined by burning 10 g 
of bio-oil at around 600 °C in a muffle furnace overnight 
[51, 52]. The higher heating value of bio-oil was measured 
by a digital bomb calorimeter (model no. RSB-7, Rajdhani 
Scientific Instruments Corporation, New Delhi, India). 
The chemical characterization of bio-oil was performed by 
determining the organic functional groups present in it by a 
Thermo electron FTIR analyzer. GC–MS analysis of three 
bio-oil samples was performed in a GC–MS-QP 2010 plus 
ultra (Shimadzu company) equipped with a capillary column 
(HP-INNOWAX, 60 m × 0.25 mm id × with 0.250 µm film 
thickness) for determination of organic compounds present 
in them. Operating conditions and library specification for 
GC–MS analysis are provided in supporting information 
(S2, ESI). Non-condensable gases were collected in gas 
holders at different temperatures and analysis was carried 
out in a Centurion Scientific Gas chromatography thermal 
conductivity detector (GC-TCD). The GC was equipped with 
a Carbosieve SII column (40–60 mesh range) with a ther-
mal conductivity detector. Column, detector, and injector 
temperatures were maintained at 60 °C, 80 °C, and 100 °C, 
respectively.

Characterization of biochar produced

Produced biochar samples were characterized through deter-
mination of their higher heating value (HHV) and pH. For 
measurement of pH 0.5 g of biochar, the sample was dis-
solved in 50 mL of distilled water and stirred for 30 h in a 
magnetic stirrer [30]. HHV was measured with the help of 
digital bomb calorimeter (model no. RSB-7, Rajdhani Scien-
tific Instruments Corporation, New Delhi, India). Chemical 
characteristics of biochar samples were observed with the 
help of FTIR analysis, SEM/EDX (Evo 18 Research, Carl 
Zeiss, Oxford Instruments, Germany), CHNS (EuroEA ele-
mental analyzer) and ICP-AES analysis (Thermo scientific 
model no. ICAP 6200 Duo). Prior to ICP analysis, biochar 
samples were dissolved in aquaregia solution and subjected 
to repeated filtration by diluting with deionized water fol-
lowed by passing through Whatman #1 filter paper. Details 
regarding ICP-AES analysis procedure are provided in sup-
plementary information (S3, ESI).

Experimental procedure

The experiment was performed in a tubular fixed-bed reac-
tor made of quartz with the help of a split-tube single-zone 
furnace (NSW-104, New Delhi) programmed with a linear 
ramping rate. The reactor was made of quartz having length 

65 cm and 2.5 cm in diameter. The height of the biomass 
bed was approx. 10 cm; id of the quartz reactor was 22 mm. 
The amount of biomass loaded was fed manually from the 
upper side of reactor by gently tapping the wall such that a 
packed bed shape could be obtained. The bed temperature 
was measured by inserting a thermocouple which touched 
the top portion of the biomass bed. The bed temperature was 
measured by inserting a thermocouple (temperature sensor) 
which touched the top portion of the biomass bed. Since 
the bed height is small and biomass particle has powder 
texture, the temperature variation due to thermal gradient 
can be overcome easily and biomass bed has nearly uniform 
temperature, sensed by thermocouple. The reactor had a pro-
vision of feeding line for carrier gas and thermowell (with 
K type thermocouple) for measurement of bed temperature. 
The sweeping gas (nitrogen) flow rate was controlled by 
a mass flow controller. A real-time picture of reactor set-
up has been provided in the supplementary information 
file (Fig. S1, ESI). For every run 5 g of the biomass, the 
sample was taken, and produced vapors were condensed in 
a condenser placed at the bottom of reactor maintained at 
4 °C with the help of re-circulation bath (Eyela, Japan). For 
the reproducibility of the result, every result was performed 
twice, and the average value was reported in the results. The 
condensable vapors were collected in the form of bio-oil in 
the separator. Condenser and its accessories were washed 
with acetone at the end of every run so as to collect the 
residual if any present in it. Acetone was evaporated in an 
oven at 70 °C and the calculated weight of residual bio-oil 
was added to the weight of bio-oil produced to obtain the 
final yield of bio-oil weight percentage. It was found that 
the residual bio-oil was present in condenser and its acces-
sories within 5% of total product yield. The schematic of the 
experimental set-up is shown in Fig. 1. Pyrolysis of biomass 
samples of given sizes (mentioned earlier) was carried out at 
a temperature range of 350–650 °C in an interval of 50 °C 

Fig. 1  Schematic diagram of experimental set-up
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with heating rates maintained at 20 °C/min and 100 °C/min 
and sweeping gas flow rate ranging from 30 to 100 mL/min.

Product yield was calculated using the following 
equations:

Yield of the products (on weight basis) was calculated 
as follows:

Results and discussion

Characterization of biomass samples

The data for proximate and ultimate analyses of selected 
biomass samples are shown in Table 1. FTIR results of three 
biomass samples are provided in Fig. 2. Thermogravimet-
ric analysis was carried out (Fig. 3) to identify the thermal 

(1)

Yield of bio-oil (wt%)

=
[

(bio-oil formed)∕(biomass-fed into the reactor)
]

× 100,

(2)

Yield of biochar (wt %)

= (biochar formed∕biomass-fed into the reactor) × 100,

(3)
Yield of non-condensable gas (wt %)

= 100 − (yield of bio-oil + yield of biochar).

decomposition behavior of three biomass samples which in 
turn specify the suitable temperature range within which 
experiment has to be performed [53].

Proximate and ultimate analyses

As shown in Table 1, SB has the lowest ash content, mois-
ture content and O/C ratio compared to other biomass sam-
ples. RS found to contain high amount of ash as compared 
to other biomass samples. All results are compared with the 
other works listed in Table 2 [1, 54, 55].

FTIR analysis

From Fig. 2, it is observed that the absorbance peak at 
3490 cm−1 in the case of three biomass samples corre-
sponds to OH stretching vibration which in turn confirms 
the presence of alcoholic and phenolic functional groups 
associated with cellulose as well as hemicellulose and lignin 
components, respectively, present in them. Cellulose is a 
homo-polymer of cellobiose monomers and hemicellulose 
is branched heterogeneous polymer of various sugar mono-
mers like hexose, pentose, etc., all are associated with OH 
groups in their basic structures. Similarly, lignin is a highly 
branched 3D heteropolymer of hydroxyl- and methoxyl-sub-
stituted phenyl propane units mainly contribute to phenolic 

Table 1  Proximate and ultimate 
analyses of selected biomass 
samples (wt%)

a Not detected

Biomass Moisture Volatile matter Ash Fixed carbon N C H S O H/C O/C

SB 6.0 89.50 1.90 8.60 0.88 44.04 6.18 Nda 48.90 1.68 0.83
WS 7.0 81.00 7.53 11.47 1.15 42.16 5.57 Nd 51.12 1.58 0.90
RS 8.0 77.50 11.6 10.9 1.07 40.30 5.53 Nd 53.10 1.64 0.98

Fig. 2  FTIR spectra of three biomass samples Fig. 3  TG and DTG analysis of three biomass samples as a function 
of temperature
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functional groups in all three biomass samples. C–H stretch-
ing vibration at wave no. 2910 cm−1 indicates the presence 
of alkanes, resulted from various carbohydrate monomers 
in three biomass samples [51, 56, 57]. The absorbance peak 
at 2140 cm−1 indicates the presence of alkyne functional 
group in 3 biomass samples [58]. Apart from this, the aver-
age intense absorption band at 1720 cm−1 indicates C=O 
stretching vibration, which confirms the presence of Qui-
none, aldehyde, and ketonic functional groups [51, 56, 57]. 
Its presence also validated from the fact that hemicellulose 
associated with various acetylated sugars. The medium-
intense absorption band at 1620 cm−1 indicates C=C stretch-
ing vibration, which confirms the presence of alkenes and 
aromatic functional groups in above three biomass samples 
associated with lignin [56]. The absorbance peak at wave 
no. 1440 cm−1 in three biomass samples indicates O–CH3 
(methoxyl) functional groups contributing to the basic struc-
ture of phenyl propane units of lignin [58]. Infrared vibra-
tion at 1030 cm−1 which corresponds to C–O stretching or 
OH deformation, indicates the presence of ethers, esters 
in all three biomass samples those act as a connecting link 
between various monomers of lignocellulosic components 
as well as components of phenyl propane units associated 
with lignin. The more intense absorption band at wave no. 
694 cm−1 in all three biomass samples indicates the presence 
of mono-, polycyclic, and substituted aromatic compounds 
contributing to the basic structure of lignocellulosic compo-
nents of biomass [51].

Thermogravimetric analysis

The entire TGA profile (Fig. 3) can be distinguished into 
three stages. During the first stage between 50 and 220 °C, 
there is a slight change in the slope of TG curves for all 
three biomasses. This is an indication of slight decay in bio-
mass weight (within 10%) due to the drying procedure and 
release of lighter volatiles in addition to bound moisture 
[59]. The second stage demarcated within a temperature 
range of 220–500 °C in TG curves contributed significantly 
to a drop in weight of biomass (~ 50%). This rapid weight 
loss is mainly because of the thermal decomposition of cel-
lulose, hemicellulose, and lignin [58, 60]. During the third 
stage (500–900 °C), there is no significant loss in biomass 
weight due to thermal decomposition as indicated by the flat 
profile of the TG curve. Maximum weight loss rate occurs 

at a temperature of 340 °C for SB and WS, while in case of 
RS, it is 320 °C. Maximum weight loss rates are 7%/min, 
7.8%/min and 6.5%/min for SB, WS, and RS, respectively.

In lignocellulosic biomass, thermally degradable poly-
mers are hemicellulose, cellulose, and lignin. Hemicellulose 
decomposed readily at a temperature range of 210–315 °C. 
Cellulose is more robust due to a long polymer of glucose 
without branches, thermally stable, and its pyrolysis tem-
perature revolves around high temperature (315–400 °C). 
Lignin is full of aromatic rings with various branches 
hence, its degradation occurs at a wide temperature range 
(100–900 °C) [58]. Figure 3 consists of one major deriva-
tive weight loss peak in between 310 and 400 °C for all 
biomasses, and it is mainly due to the decomposition of 
cellulose. DTG curves consist of shoulder observed at a 
temperature < 300 °C, mainly due to hemicellulose decom-
position. Small degradation peaks in DTG curve of three 
biomass samples at wide temperature range mainly due to 
decomposition of lignin.

Effect of pyrolysis reaction conditions on products 
distribution

Effect of temperature

The pyrolysis yield of products at different temperatures 
having a particle size of 0.2–0.4 mm, using a sweeping gas 
flow rate of 30 mL/min and a heating rate of 100 °C/min is 
shown in Fig. 4. The temperature had a significant effect on 
pyrolysis product distribution. The bio-oil yield was lowest 
at a temperature of 350 °C, and the yield increased up to 
550 °C, and after that, there was a decreasing pattern. The 
maximum yield was obtained at a temperature of 550 °C 
in the case of SB and WS, but in the case of RS, maximum 
yield of bio-oil was obtained at 450 °C. SB produced high-
est bio-oil yield nearly 52.5%, and in the case of WS and 
RS maximum, bio-oil yield percentage is 37.2% and 33.3%, 
respectively. These results are similar to results obtained by 
several other researchers [51, 52, 57, 61, 62]. The evolve-
ment of minimum bio-oil yield and maximum char yield 
at 350 °C are due to the rigidness and lower thermal con-
ductivity of biomass that inhibits its decomposition at low 
temperature [63]. At low-temperature pyrolysis, high char 
yield and low liquid yield are also reasonable because of the 
polymerization of volatilized organics [51]. But among three 

Table 2  Proximate and ultimate 
analyses of selected biomass 
samples (from literature) (wt%)

Biomass Moisture Ash N C H O S Ref

SB 6.21 2.98 0.15 45.39 7.92 46.67 – [1]
RS 5.68 14.11 1.07 47.50 6.55 44.88 – [54]
WS 6.60 8.19 1.4 41.19 5.34 51.97 0.096 [55]
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biomasses, char yield was highest in the case of RS, since it 
contains a high amount of lignin [56, 64]. As the tempera-
ture increased, bio-oil yield also increased due to the rapid 
de-volatilization of biomass by primary decomposition with 
rising temperature. But at high temperature, i.e. after 550 °C 
in the case of SB and WS and 450 °C in the case of RS, the 
bio-oil yield started to decrease due to thermal and catalytic 
cracking of bio-oil or in other words, secondary reactions 
of the liquid fraction of volatiles [53, 62]. As temperature 
increased, the biochar yield decreased due to the decomposi-
tion of char at high temperature [62, 65]. Figure 4 also shows 
the increasing pattern of non-condensable gases with the rise 
in temperature, just because of the primary decomposition of 
biomass and secondary decomposition of biochar [62]. At a 
temperature above 550 °C, the rate of increase in gas yield 
was higher with the highest rate obtained at 650 °C because 
of secondary cracking of pyrolysis vapors or secondary reac-
tions of bio-oil in vapor phase [53, 62, 66].

Effect of particle size

Effects of biomass particle size in the range of 0.2–0.8 mm at 
a heating rate of 100 °C/min, sweep gas flow rate of 30 mL/
min and temperature of 550 °C for SB and WS and 450 °C 
for RS were studied on the pyrolysis product distribution, 
and results are shown in Fig. 5. It was observed that big-
ger particle size maximized the formation of char and non-
condensable gases. But in the case of small-sized biomass 
particles, there was maximum amount of bio-oil produced 
instead of char and non-condensable gases. For small-size 

particles, solid to solid heat transfer is faster and pyrolysis 
governs the reaction mechanism. Therefore, faster volatili-
zation leads to higher liquid yield which was observed in 
case of all three biomass samples having small particle size 
(0.2–0.4 mm).

Similarly, as particle size increases, there is interaction 
among char produced and volatiles generated that lead to 
simultaneous cracking of bigger volatiles and polymeriza-
tion of smaller volatiles [51]. This phenomenon was also 
observed in our experiment, as particle size increased 
char and non-condensable gas yield increased and reached 
maximum in case of biggest size biomass particles (i.e., 
0.6–0.8 mm). Char and gas yields were highest in pyrolysis 
of all three kinds of biomass samples having particle size 
(0.6–0.8 mm). Moreover, as particle size increased from 
0.2–0.4 to 0.6–0.8 mm, bio-oil yield decreased because large 
particle does not enhance the mass transfer and heat transfer 
associated with the cracking mechanism and non-uniform 
heating of particle as shown in the Fig. 5 [65–67]. Another 
reason for high char yield and low liquid yield with the 
increase in particle size is the rise in heat transfer resistance 
with distance from particle surface to center that impedes 
the quick heat transfer from a hot material to cold biomass, 
and thus reaction is not completed [68].

Effect of heating rate on product distribution

Pyrolysis experiment was conducted at two different heat-
ing rates of 20 °C/min and 100 °C/min at a sweep gas flow 
rate of 30 mL/min. It was found that bio-oil and gas yield 
increased with heating rate while char yield decreased. Fig-
ure 6 indicates that as the heating rate increased, bio-oil 

Fig. 4  Yield of pyrolysis products at different temperatures (heating 
rate of 100  °C/min, sweep gas flow rate of 30 mL/min and particle 
size of 0.2–0.4 mm)

Fig. 5  Yield of pyrolysis products at different particle size (heating 
rate of 100 °C/min, sweep gas flow rate of 30 mL/min and tempera-
ture of 550 °C for SB and WS and 450 °C for RS)
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yield increased. With the increase in heating rate from 20 
to 100 °C/min, bio-oil yield increased from 47.2 to 52.5% 
in case of SB, 31.9 to 37.2% in WS and 27.3 to 32.6% in 
case of RS. Similarly, biochar yield decreased from 39.2 to 
32.6%, 45.5 to 38.9%, and 46.7 to 40.1% in the case of SB, 
WS, and RS, respectively. Figure 6 also shows that non-con-
densable gas yield increased from 33.35 to 34.65% in case of 
SB, 36.7 to 38% in case of WS and 37.45 to 38.75% in case 
of RS. Rapid heating rate leads to rapid de-polymerization 
of solid biomass into primary volatiles those upon conden-
sation produce more bio-oil hence, its yield was increased 
[66, 67]. While at low heating rate, dehydration to more 
stable anhydrous cellulose is limited and very slow that leads 
to more char formation. Moreover, the actual heating rate 
measured was 38 °C/min, for a theoretical heating rate of 45 
°C/min in the furnace. Hence, we may expect that the actual 
heating rate was maintained within the bed around 85–90 
°C/min, when the set value in the furnace was 100 °C/min. 
The thermal gradient within the bed was 4.35 °C/min in the 
radial direction. Hence, the predicted heating rate difference 
between two set values of experimentation mentioned in 
this manuscript was definitely responsible for the observed 
difference in product yield as contrary to some researchers 
[69], who those claimed that variation of heating rate does 
not have significant influence on product yield within the 
selected testing range.

Effect of the flow rate of sweeping gas on product 
distribution

For slow-to-moderate pyrolysis conditions as per this experi-
ment, the carrier gas flow rate has significant influence on 
product distribution [51]. Hence, to ascertain the effect 

of this reaction parameter on pyrolysis product yields, an 
additional experiment was designed for a certain biomass 
sample. Influence of the sweeping gas flow rate on product 
distribution of SB was carried out at 550 °C temperature, 
the particle size of 0.2–0.4 mm and fixed heating rate of 
100 °C/min by varying the sweeping gas flow rate from 20 
to 100 mL/min. The same effect can be observed for WS and 
RS not represented here.

It is observed from Fig. 7 that bio-oil yield was highest 
at a flow rate of 30 mL/min, and then it decreased. For bio-
char and non-condensable gas, there is an initial decrease 
and then increase pattern, respectively, with an increase in 
flow rate. At low flow rate, the residence time of released 
volatiles in the reactor is high which influences more vapor-
phase secondary cracking and re-polymerization reactions 
that lead to more char, gas and low liquid yield [70, 71]. 
To increase the bio-oil yield, the produced vapors should 
be quenched immediately to inhibit the onset of secondary 
reactions. As flow rate increased, bio-oil oil yield increased 
due to inhibition of cracking and re-polymerization reaction 
of vapors by rapid quenching [36, 51]. But at high sweeping 
gas flow rate, the yield of bio-oil decreased, whereas non-
condensable gas and char yield increased as the effective 
time required for condensation of vapors was not sufficient 
enough. The increased amount of biochar at high sweep-
ing gas flow rate may be correlated with the fact that, low 
availability of vapor-phase residence time slowed down the 
cracking of long polymeric chains of lignocellulosic biomass 
and smaller hydrocarbons [62, 65].

Fig. 6  Yield of pyrolysis products at a different heating rate (sweep 
gas flow rate of 100 mL/min)

Fig. 7  Effect of sweep gas flow rate on pyrolysis product distribution 
of SB
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Bio‑oil characterization

Physical characterization

Table 3 demonstrates that bio-oil produced from three bio-
mass samples is acidic in nature. The acidity of bio-oil is 
mainly due to the presence of carboxylic acids, phenolic 
compounds, and its derivatives [22]. The density of bio-oil 
found to be comparable or slightly heavier than diesel and 
fuel oil [62, 72]. This is mainly because of the presence of 
oxygenated heavy organic compounds, such as phenol [51]. 
The viscosity of produced bio-oil samples is lower as com-
pared to the viscosity of diesel (1.58–4.99 cSt), biodiesel 
(1.66–5.24 cSt) [62]. The higher heating values (HHV) of 
bio-oil produced from all three biomass samples were inves-
tigated and found that in case of SB, it is maximum that may 
be correlated with its low moisture content and O/C ratio.

Chemical characterization

FTIR analysis From Fig.  8, it is illustrated that absorb-
ance peak at 3370 cm−1 and 3390 cm−1 present in all bio-
oil samples conforms to OH group which is an indication 
of the presence of phenol, alcohol, polymeric OH and to 
some extent water impurity [57, 73]. The strong absorb-
ance peak at 1710 cm−1 in 3 bio-oil samples confirms the 
C=O stretching vibration, which in turn designates the pres-
ence of ketones, quinones, aldehyde, and carboxylic acid 
compounds. The slight absorbance peak at wave numbers 
1660 cm−1 and 1510 cm−1 indicates C=C stretching so that 
there is a confirmation of alkene bond present in three bio-
oil samples [74]. The medium-intense absorption band in 3 
bio-oil samples at 1380 cm−1 is a simultaneous indication of 
C–H bending (alkane) and substituted aromatic compounds 
in bio-oils [51, 73, 75]. The broad peaks at 1260 cm−1 and 
1050 cm−1 confirm the presence of alcohols, phenols, ether, 
and ester with CO stretching and OH deformation in 3 sam-
ples. The sharp absorbance peaks at wave numbers 775 and 
727 cm−1 in case of SB bio-oil, at 739 cm−1 in case of WS 
oil, at 710 cm−1 in case of RS bio-oil specify the presence of 
mono-, polycyclic and substituted aromatic compounds in 
them [51, 75]. The high-intensity absorption peak at wave 
number 633 cm−1 in case of bio-oil produced from WS and 

RS indicates the presence of aromatic compounds in them 
[76].

As mentioned previously, bio-oil contains various 
amounts of oxygenated organic compounds, such as acids, 
phenols, sugars, hydroxy aldehyde, hydroxy ketones, and 
alcohols, which are also substantiated from FTIR analysis. 
This leads to heterogeneity in bio-oil, which in turn affects 
the energy density, storage stability of bio-oil, miscibility 
with hydrocarbon fuels [77].

GC–MS analysis Table  4 presents a comparison of impor-
tant compounds present in bio-oils (identified by GC–MS) 
obtained from pyrolysis of SB, WS, and RS. All three bio-
oil samples mainly composed of benzene derivatives, nitro-
genated, oxygenated, and aliphatic organic compounds in 
abundant quantities as inferred from their area % data in 
mass spectra. Tables S1–S3 (presented in ESI) give a list of 
all compounds identified by GC–MS for bio-oils obtained 
from pyrolysis of these three biomass samples. It was 
observed from Table  4 that ketones and ester compounds 
were found to be maximum in bio-oil obtained from WS, 
whereas furans and guaiacols were maximum in case of SB. 
Anhydro-sugars were available in significant quantity from 
SB, and it was also observed by David et al. [78]. Besides, 
alcohol was very high in bio-oil obtained from WS as well 

Table 3  Physical characteristics 
of bio-oil produced from 
selected biomass samples

Bio-oil from 
biomass

pH (25 °C) Density (g/mL) 
(40 °C)

Viscosity (cSt) 
(40 °C)

Ash content 
(wt%)

HHV (MJ/kg) 
pyrolysis at 
550 °C

SB 2.71 1.09 2.80 0.2 22.31
WS 2.87 1.05 1.89 0.2 18.12
RS 3.58 1.04 2.40 0.1 16.35

Fig. 8  FTIR spectra of bio-oil produced from three biomass samples
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as RS. It was also found that phenolic compounds and their 
derivatives comprised a greater portion of all three bio-oil 
samples. These mainly consist of phenol, 2-methoxyphenol, 
3-methyl-phenol, 3-ethyl-phenol, 4-ethyl-guaiacol, 2-meth-
oxy-4 vinyl phenol, 2,6 dimethoxy phenol, 2-methoxy-4-phe-
nol, 2,6-dimethoxy-4(-2propenyl)-phenol, 2,6-dimethoxy-
4(prop-1-en-1-yl) resulted from decomposition of lignin in 
all biomass samples. Decomposition of lignin and cellulose 
simultaneously gives rise to the production of aldehyde, 
ketone, and ester-related compounds, including also some 
oxygenated organic compounds. Acidic compounds found 
in all three bio-oil samples, such as 2,4-hexadienedioicacid, 
2,4-benzene dicarboxylic acid, acetic acid, and butanoic 
acid, mainly evolved from the decomposition of hemicellu-
lose in raw biomass. Cellulose decomposition also produces 
levoglucosan compound, such as 1,6-anhydro-beta-d-glu-
copyranose, which is found in produced bio-oil samples 
along with furan and its derivatives. Aliphatic, aldehyde, 
ketone, ester, alcohol (cyclopropyl methanol) and some of 
the carboxylic acid compounds present in all three bio-oil 
samples also formed from the decomposition of cellulose 
and hemicellulose as investigated by some researchers [78]. 
Presence of nitrogenous compound in bio-oil samples, such 
as 4-methyl pyridine, 3,5-dimethyl-1H-pyrazole, dinitro-
glycoluril, guanosine, 6H-dipyrrole [1,2-A:1,2-D] pyra-
zine, 2,4-pyrimidinediamine,5-[(3,4,5)-(trimethoxy phenyl)
methyl], etc. is due to the presence of protein-based com-
pounds in biomass. Presence of straight-chain hydrocarbon 
compound, such as 2-isocyanatopropane, is due to cracking 
of acidic compounds present in raw biomass samples [65, 
78].

Non‑condensable gas product distribution 
during pyrolysis

The non-condensable gases produced during pyrolysis of 
three types of biomass samples mainly comprised CO,  CO2, 
 H2 and  CH4 as analyzed by GC-TCD (Fig. S2, ESI). Since 
these gases contributed majority of producer gases used in 

fuel applications, hence, non-condensable gases produced as 
a by-product could have better fuel application. The CO and 
 CO2 content was found to be high in non-condensable gases 
produced below 450 °C unlike high temperature. Maximum 
evolution of CO and  CO2 obtained at a very low temperature 
(~ 300 °C) and then there was a decreasing trend continued 
up to 650 °C. High yield of CO and  CO2 at low temperature 
mainly resulted due to cleavage of the C=O bond present in 
biomass samples. In addition to major CO and  CO2 contribu-
tion to gases, resulted from cracking of carbonyl (C–O) and 
carboxyl (–COOH) groups, respectively, some researchers 
also claimed that high yield of CO and  CO2 at low tempera-
ture is mainly due to decomposition of cellulose and hemi-
cellulose [79], which was previously verified through TGA. 
Evolution of  CH4 gas started near 300 °C and continued 
rising up to 600 °C, then was a decreasing trend at high tem-
perature. Major contribution towards  CH4 release was from 
O–CH3 (methoxyl) group associated with basic structure 
of phenyl propane units of lignin [80] unlike cellulose and 
hemicellulose. Amount of  CH4 in non-condensable gases 
was less compared to quantity of CO and  CO2. Hydrogen 
 (H2) gas was produced at much higher temperature ~ 500 °C, 
and then it followed an increasing trend with rise in tempera-
ture and was expected to rise above 650 °C (Fig. S2). The 
increasing evolution trend of  H2 at higher temperature was 
mainly due to cracking and reforming reaction of aromatic 
rings present in biomass. One noticeable observation from 
entire analysis of non-condensable gases, that temperature 
below 600 °C was responsible for the production of more 
amounts of CO,  CO2,  CH4 as a result of primary pyrolysis 
process, whereas at high temperature (650 °C and above), 
secondary pyrolysis and thermal cracking reactions domi-
nated, resulting more amount of  H2 [76].

Non-condensable gas higher heating value (HHV) was 
evaluated with the help of mathematical formula provided 
by [81] by taking into consideration volume percentage of 
gases and represented as:

According to Eq. (4), the higher heating value was cal-
culated and found that with rise in temperature, the higher 
heating value of gases produced increased (Table 5) and at 
temperature above 600 °C, there was a decreasing trend. 
Increase in higher heating value with rise in temperature 
may have resulted due to increase in  H2 and  CH4 content in 
non-condensable gases, but at high temperature,  CH4 yield 
decreased ultimately reducing higher heating value. SB 
produced non-condensable gases with higher heating value 
less compared with RS and WS. This type of result may be 
ascertained from the fact that SB contained more amount of 

(4)

HHV
(

MJ∕Nm
3
)

=
(

H
2
% × 30.52 + CO% × 30.18

+CH
4
% × 95

)

× 0.0042

Table 4  GC–MS analysis of bio-oil obtained from pyrolysis of SB, 
WS (pyrolysis temperature 550 °C); and RS (pyrolysis temperature 
450 °C); heating rate 100 °C/min; 0.2–0.4 mm particle size

Compound SBa WSa RSa

Ketone 15.51 30.04 25.13
Furans 22.75 6.58 16.68
Ester 3.46 12.38 4.39
Guaiacol 11.66 8.26 7.04
Phenolics 10.91 10.99 1.38
Anhydro-sugar 23.99 0.33 4.58
Alcohols – 26.96 27.54
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cellulose/hemicellulose and less amount of lignin, ultimately 
resulting gases devoid of high quantity of  H2 and  CH4, those 
that contribute more to HHV. Moreover, SB produced gases 
enriched with  CO2 as a result of cellulose decomposition.

Carbon conversion efficiency (CCE) related to production 
of non-condensable gases can be calculated according to 
formula provided by [82] and represented in Eq. (5):

�C = carbon conversion efficiency, mbiochar = amount of bio-
char produced, mbiomass = amount of biomass fed to reactor, 
%C = elemental carbon percentage in biomass.

Carbon conversion efficiency in case of SB biochar was 
found to be slightly higher than CCE of two other biomass 
samples (Table 5).

Biochar characterization

Physical characterization

Calorific values of biochar samples were measured with 
the help of laboratory bomb calorimeter and represented in 
Table 6. Interestingly, biochar calorific value is higher as 
compared to corresponding raw biomass. Hence, biochar can 

(5)�C =

[

1 −
mbiochar

mbiomass × % C

]

× 100,

be used in combustion, co-firing, and briquette application 
for providing heat energy. HHV of biochar is comparable to 
coal [83, 84], so it can be used as a substitute for fossil fuel 
in energy generation applications like running a boiler or 
stationary power generation. As three biochar samples are 
alkaline in nature (Table 6), their use as bio-fertilizer will 
help in controlling soil acidity for availing important plant 
nutrients and maintaining healthy environment for smooth 
functioning of beneficial soil bacteria [52]. Less pH value of 
biochar prepared from SB as compared to WS and RS may 
have resulted due to ample presence of acidic functional 
groups (–COOH, –OH) on its surface [85]. High acidity 
SB biochar among WS and RS may act as possible cation 
exchange site, from where cationic macro- and micronu-
trients may be readily available for plant intake purpose, 
hence, ultimately improving soil fertility and nutrient hold-
ing capability.

Chemical characterization

CHNS/ultimate analysis CHNS analysis of three biochar 
samples is described in Tables 7 and S4–S5. High percent-
age of carbon (as a major element) has been reported in 
produced biochar samples. Data regarding C and H weight 
percentage presented here have similar trends with that of 
represented earlier by Mullen et al. [83]. Within the pyro-
lytic temperature range of 350–50 °C, the concentration of 
carbon increases due to increase in degree of carboniza-
tion [86] and O, H decrease with rise in temperature due to 
decarboxylation and dehydration reactions [56]. Increased 
degree of carbonization with reduced oxygen content could 
have harnessed biochar in several fuel applications. Apart 
from this, high amounts of C, N contents in biochar make 
them good fertilizer application, which can replenish these 
elements in soil [83]. Moreover, probability of inducing soil 
nitrogen deficiency through biochar fertilizer application 
caused by microbial breakdown of carbon-rich substrates 

Table 5  HHV of non-
condensable gases and carbon 
conversion efficiency of biochar 
prepared from different biomass 
samples

a ƞc: carbon conversion efficiency

Temperature Biomass

SB WS RS

HHV (MJ/Nm3) ƞc (%) HHV (MJ/Nm3) ƞc (%) HHV (MJ/Nm3) ƞc (%)

300 4.24 – 4.55 – 4.90 –
350 4.35 99.875 5.08 99.823 5.12 99.826
400 4.55 – 5.36 – 5.67 –
450 5.04 99.883 7.83 99.83 7.10 99.835
500 7.25 – 12.18 – 11 –
550 10.86 99.891 13.93 99.837 15.78 99.842
600 13.87 – 16.61 – 17.96 –
650 12.70 99.897 16.00 99.842 17.55 99.847

Table 6  Physical characteristics of produced biochar samples from 
selected biomass

Biochar Heating value 
(HHV) (MJ/kg)

pH (25 °C) HHV(MJ/kg) 
raw biomass

SB 27.77 8.03 16.80
WS 17.72 10.07 13.93
RS 14.08 9.53 13.37
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can be countered by the fact that the carbon present in bio-
char is in condensed aromatic form, which is hardly easy 
to degrade. Since char contains little amount of nitrate as 
well as not balanced elementally, it is always advisable to 
use along with any nitrogenous fertilizer for soil amendment 
application. Another noticeable observation is that N con-
tent of biochar is high as compared to raw biomass, may 
be contributed due to adsorption  N2- or N-bearing organic 
compounds on the surface of solid char [76]. With increase 
in pyrolysis temperature, there is decrease in O/C and H/C 
ratio of biochar samples collected (Table 7). Generally, with 
rise in temperature, there is enhancement in carbonization 
as well as aromatization process, ultimately making the bio-
char more hydrophobic and non-polar in nature. This is also 
verified from the fact that there is a decremental nature of 
O/C and (N + O)/C ratio with rise in temperature in case 
of biochar. Biochar produced at high temperature with low 
H/C and O/C ratio is very much desirable during combus-
tion process since it leads to reduction in energy losses and 
smoke generation. Similar type results have been reflected 
in case biochar generated at high temperatures, having high 
HHV with reduced polarity, thus making it as good-quality 
solid fuel as explained earlier. Van Krevelen diagram (Fig. 9) 
shows that biochar samples produced at high temperature 
(> 600 °C) have coordinates shifted towards region of fossil 
fuel [84]. Hence, their potential usability in energy genera-
tion by combusting individually or with synergistic man-
ner in combination with lignite type fossil fuel in coal fired 
plant is highly desirable as confirmed through Van Krevelen 
diagram [87]. Carbon in biochar is highly stable and may 
be sequestered for thousands of years [88, 89]. Infact bio-
char produced from three biomass samples with H/C < 0.6 
and O/C < 0.4 can be used in soil amendment applications 
[90]. Energy density and energy yield of biochar produced 
at different temperatures are evaluated according to formula 
developed by [91]. These are defined as:

(6)
Energy density ∶ energy of biochar∕energy of raw biomass,

(7)Energy yield (%) ∶ yield of biochar × energy density.

From Tables 7 and S4–S5, it has been found that the 
energy yield of biochar decreases with increase, whereas 
energy density increases with rise in temperature. Energy 
density of biochar samples is highest at high-temperature 
conditions with maximum energy density going up to 1.60, 
1.23 and 1.86, respectively, for SB, WS and RS at high 
temperature. The increasing trend of energy density with 
rise in temperature may be attributed to the minimization 
of low energy bonds, such as C–H, C–O and increment in 
high-energy C–C bond, during pyrolysis process due to car-
bonization process. Similarly, energy yield varies in between 
39.45–36.32, 40.22–39.11, and 56.73–54.94% for SB, WS, 
and RS biochars. Variation of energy yield from biomass to 
biomass can be correlated with the biomass structure as well 
as amount of char resulted during pyrolysis process. Since 
RS produced maximum amount of biochar during pyroly-
sis process, hence, its energy yield found to be maximum. 
Biochar due to greater amount of fixed carbon, low H/C and 
O/C ratio as well as high-energy density can have better fuel 
property as compared to raw biomass.

Table 7  CHNS/ultimate analysis of biochar produced from SB

a Not detected

Char at tem-
perature (°C)

C H N S O H/C O/C (N + O)/C HHV (MJ/kg) Energy density Energy yield %

350 68.42 3.81 0.98 Nda 26.79 0.66 0.29 0.30 24.22 1.44 39.45
450 70.01 3.02 1.97 Nd 25.00 0.51 0.26 0.29 23.89 1.42 36.35
550 78.20 2.62 2.43 Nd 16.75 0.40 0.16 0.18 27.34 1.62 38.88
650 80.12 1.81 2.22 Nd 15.85 0.27 0.14 0.17 26.97 1.60 36.32

Fig. 9  Van Krevelen plot for different biomass samples with its bio-
char produced at different temperatures
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FTIR analysis of  biochar samples Pyrolysis is nothing but 
thermal decomposition of biomass at a specific temperature, 
ultimately resulting in breaking/cleavage of chemical bonds 
present in them and release of volatile gases corresponding 
to that temperature. So, a relationship established between 
the chemical structure of biochar produced (identified by 
FTIR) and composition of released gases at different final 
temperatures. Herein FTIR results of biochar produced at 
different temperatures are represented in comparison with 
raw biomass, to study the chemical changes occurring in 
biomass during pyrolysis process and its effect on released 
gases. As the chemical structures (functional groups) pre-
sented in three biomass samples shown similar representa-
tion in FTIR analysis (Fig. 2), thus the comparison is pro-
vided for only one biomass type, and same analysis can be 
followed for others.

Figure 10 shows that the sharp absorbance peak at wave 
number 3500 cm−1 (OH functional group) of raw biomass 
eventually diminishes to zero in case of biochar produced 
at 350 °C. This is an indication of dehydration reaction 
occurred during the pyrolysis process, which started near 
300 °C and produced a large amount of water that goes 
directly to the bio-oil. Medium intense absorption band 
between 2860 and 2970 cm−1 (C–H stretching) in the IR 
spectra of raw biomass diminishes to a very minimal value 
near 550 °C as shown in spectra of biochar produced at that 
temperature. This mainly results due to the breaking of weak 
C–H (alkyl) bond and the formation of more  CH4 gases 
during pyrolysis within that temperature range. Slightly 
broad absorption band in raw biomass between 1700 and 
1730 cm−1 is an indication of C=O functional group (car-
boxylic acid). The FTIR spectra of biochar (Fig. 10) col-
lected within temperature 450 °C show that this absorption 
band becomes narrow and its intensity also diminishes. This 

type of pattern appeared due to the formation of more CO 
and  CO2 gases within 450 °C by breaking of C=O bond. 
Another interesting fact observed from the figure is that 
absorption band of functional groups, such as C–O (1450 
and 1080 cm−1) and CH aromatic ring (1440 and 890 cm−1), 
increases with a rise in temperature. This increasing trend 
originated due to decreasing peaks of OH and CH alkyl 
groups. But after the final temperature reaching near about 
650 °C, this increasing trend discontinued, and peak inten-
sity decreased. These functional groups broke in a stepwise 
manner to produce more volatiles. Cracking and re-polymer-
ization of aromatic rings gave rise to more  H2 gas evolution 
at high temperature (600 °C) [53, 56, 76].

SEM analysis SEM analysis of biochar samples was car-
ried out to study the textural property, surface morphology, 
and porous structure. The SEM images of biochar produced 
from SB, WS and RS, at low and high temperatures are 
shown in Fig. 11 along with SEM images of raw biomass for 
comparison purpose. From the SEM images, it is concluded 
that there was no porosity present on biomass surface, but 
with temperature rise, porosity and pore sizes increased. At 
350 °C, small numbers of pores appeared on the surface of 
char. This is mainly due to low decomposition of volatile 
matter at that temperature when temperature increased and 
reached near 550 °C, a large number of fine pores developed 
on the surface of solid char as shown in Fig. 10 also pore 
size increased. In fact, at high temperature (~ 550 °C), there 
was the opening of more numbers of micro-sized pores 
which lead to the high surface area of produced biochar 
samples. These results were mainly due to the rapid release 
of volatile compounds during pyrolysis at this temperature 
[56]. Results obtained in this experiment were in accord-
ance with the detailed study on biochar produced at differ-
ent temperatures as previously reported by Yang et al. [76]. 
They explained the effect of pyrolysis temperature on the 
porosity and pore size of prepared biochar samples through 
SEM and BET analysis simultaneously. The trend regard-
ing biochar porosity obtained in this pyrolysis reaction 
matches closely well with that of results obtained by Yang 
et  al. But at a higher temperature, not studied here, these 
pores might block and combined, thus, shrunk in sizes due 
to plastic nature of char. Also, there will be large numbers of 
pore blockages due to melting and combination of minerals 
which were the main constituents of char produced at high 
temperature. Maximum de-volatilization occurred below 
550 °C, therefore, maximum porosity developed within that 
temperature. The presence of large pores at the surface of 
biochar has many applications. It can be used as activated 
carbon for decolorization in the sugar industry, increase 
metal adsorption capacity by chemisorption method, etc. If 
this highly porous char is applied to the soil, it will contrib-Fig. 10  FTIR spectra of SB biochar at different temperatures and its 

comparison with raw biomass
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ute more to the enhancement of soil quality and act as to 
subsequent sites for nutrient exchange [83].

EDX analysis The EDX analysis (Fig. S3, ESI) confirmed 
that biochar contains several inorganic elements, such as 
Ca, Si, K, P, Mg, Na. Biochar enriched with these elements, 
when applied to soil (especially acidic soil) as a fertilizer, 
provides important plant nutrients to soil [30, 56]. N P K 
present in biochar samples are the essential plant macro-
nutrients that help in plant growth and fertility. Oxide and 
carbonate form of K and Na, whereas phosphate and sulfate 
form of Ca and Mg present in biochar are readily water-sol-
uble, thus providing important macro- as well micronutrient 
contribution towards soil while being used as fertilizer, thus 

promoting plant growth without any additional induction of 
toxicity [85]. Similarly, silica present in all the biochar sam-
ples in ample amount helps prevent drying up plant leaves 
and improves pollen fertility [92]. In addition, inorganic ele-
ments act as surface-charged species in the biochar, which 
help in removal of several pollutants from wastewater, such 
as Cd, Ni, Cu, and Zn, through chemisorption method [83]. 
Alkaline nature of biochar as previously described may be 
attributed to presence of these inorganic elements especially 
Ca, Mg carbonate along with organic hydroxyl and carboxyl 
functional groups [93].

ICP‑AES analysis The inorganic elements present in stud-
ied biochar samples have been provided in Table 8. Most 

Fig. 11  SEM analysis of raw biomass and biochar produced at 350 °C and 550 °C (a) SB (d) WS (g) RS (b) SB biochar @ 350 °C (c) SB bio-
char @ 550 °C (e) WS biochar @ 350 °C (f) WS biochar @ 550 °C (h) RS biochar @ 350 °C (i) RS biochar @ 550 °C

Table 8  ICP-AES analysis of 
different biochar samples

Biochar K Ca P Zn Na Cu Mn Mg Si

SB 4.023 0.9014 0.3461 0.1511 4.8664 0.0365 0.0321 3.82 7.65
WS 2.492 1.1650 0.0586 0.2115 3.3493 0.0243 0.4210 1.49 8.81
RS 3.050 1.4010 0.3062 0.1498 4.2295 0.0031 0.0351 1.65 9.16
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abundant constituents of biomass minerals are Si, Ca, K, 
Na, and Mg with a lesser amount of S, P, Cu, Zn, Mn, and 
Al. These constituents remain as oxides, silicates, carbon-
ates, sulfates, chlorides, and phosphates from [94] Miner-
als/inorganic salts majorly present in biomass ash, decrease 
organic liquid yield with minimization of de-volatilization 
and initial decomposition temperature. They also catalyti-
cally promote char-forming secondary reactions [95]. Potas-
sium and calcium catalyze biomass decomposition and char 
formation. The heterogeneous reaction between the mineral 
(Na + K) and pyrolysis vapor affects oil production. ICP 
analysis of biomass ash reveals that potassium concentra-
tion of SB is higher as compared to the other two biomass 
samples. Potassium is a strong catalyst for char gasification 
promoted in the presence of  CO2 and  H2O, thereby mini-
mizing char yield as observed in case of SB. Similarly, com-
bined effect K and Zn in SB also resulted in the production 
of more volatiles as compared to char. Similar trends were 
also observed in case of WS which resulted in more vola-
tiles in terms of non-condensable gases unlike RS which 
ended up producing more char due to high lignin content. 
Due to the presence of Zn in biomass, there is a rise in initial 
decomposition temperature during pyrolysis whereas potas-
sium has its reverse effect on biomass. TGA profile for three 
types of biomass samples indicated that the initial decom-
position temperature of WS (~ 240 °C) is more as compared 
to other two biomasses due to presence of high amount of 
zinc in it. The initial pyrolysis decomposition temperatures 
were ~ 220 °C and ~ 230 °C for SB and RS, respectively, due 
to the high concentration of potassium in them as compared 
to zinc. Also, the combination of zinc and potassium played 
significant role in enhancing the number of volatile prod-
ucts produced during pyrolysis. SB has a moderately high 
amount of Na + K as compared to WS and RS; hence, there 
was larger decomposition and production of greater amount 
of volatiles clearly visible from SB weight loss profile in 
TGA. The weight loss was nearly (~ 50%) higher than WS 
(~ 47%) and RS (~ 42%). Another important finding is that 
the presence of Zn in biomass leads to generation of more 
gases while minimizing liquid yield.WS, on pyrolysis reac-
tion produced higher gas yield as compared to the other two 
biomasses due to the high percentage of Zn in it. Ca and Mg 
present in biochar samples have concentration lower than 
Na and K since they have less solubility in water, hence not 
properly detected. Presence of nitrogen in prepared biochar 
samples along with all these inorganic elements mentioned 
above is important in plant nutrients, and those on subse-
quent application towards soil enhances soil fertility and 
promotes plant growth owning to their high solubility nature 
in water.

Generally, silica present in biomass has the property of 
arresting the carbon present in it, and thus reducing its con-
version efficiency during formation of producer gas. Slight 

increase in carbon conversion efficiency in case of biochar 
prepared from SB may have resulted due to presence of 
lesser amount of silica in its biomass as compared to WS 
and RS.

Pyrolysis product distribution 
and corresponding utilization

Though we have already discussed regarding wide usability 
of pyrolysis products obtained for different biomass samples, 
in this paragraph, we have briefly discussed each product 
quality based on their physiochemical properties. Based on 
yield % and heating value, sugarcane bagasse produced best-
quality bio-oil which makes it suitable for best alternative 
liquid fuel in boiler and combustion engines after moder-
ate upgrading. Bio-oil produced has comparable density 
and viscosity with diesel/fuel oil. Hence, greater volume 
of fuel injection, better atomization of fuel in burner, and 
uniform cylinder temperature ultimately lead to less  NOx 
emission while using in combustion engine. Though low 
viscosity enhances the shelf life of bio-oil; however, acid-
ity and slightly higher ash content (~ 0.1%) can have issues 
with corrosion or kicking problem in engine, hence requiring 
moderate upgrading before use [96]. GC–MS analysis of 
bio-oil also revealed that it contains alcohol, anhydrosugar, 
furan and ketone compounds, those that can be directly con-
sumed as fuel [97]. Also, phenolic compounds identified in 
bio-oil samples have attracted special attention due to their 
use in applications like fuel additives and chemical precur-
sors [98, 99]. Detailed applications of identified chemical 
compounds present in bio-oils have been discussed in sup-
plementary file (section S4, ESI). Biochar is produced in 
larger amounts for WS and RS and specifically maximized 
at bigger biomass particle size and low-temperature heating 
conditions. The yield of biochar was maximum for reaction 
carried out at low temperature; however, char produced at 
high temperature (> 600 °C) with low H/C and O/C ratio 
and high-energy density has calorific value comparable to 
fossil fuel (e.g. coal), hence it can be used in several energy 
generation applications like running a boiler furnace, co-
firing, and briquetting etc. Apart from this, high porosity of 
biochar generated at moderate pyrolysis conditions and alka-
line nature of biochar can be useful in applications like bio-
fertilizer for providing important soil nutrients and carbon 
sequestration process. Apart from these, inorganic elements 
like (Si, Ca, K, Na, and Mg) are rich in biochar produced, 
hence can also be utilized in soil amendment application and 
use of it as an excellent adsorbent for waste water purifica-
tion. Non-condensable gases generated at high-temperature 
pyrolysis conditions with less amount of  CO2 can be used 
as a fuel (synthesis gas) in combustion process and can be 
recycled and combusted to run the pyrolysis system [100]. 
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In fact, non-condensable gases with relatively higher yield 
and enhanced HHV, generated from pyrolysis of WS and RS, 
can be used for energy generation applications.

Conclusion

Pyrolysis of three biomass samples was accomplished at 
different operating conditions to maximize bio-oil yield. 
The maximum bio-oil yield was obtained at a temperature 
of 550 °C for SB and WS, whereas for RS, it was 450 °C. 
Variation of the heating rate from 20 °C/min from 100 °C/
min had no significant influence on optimizing the prod-
uct yield in the chosen range. Biomass particle size had 
a great influence on the optimization of pyrolysis product 
yield. Bio-oil, which is the principal product in this experi-
ment, was obtained at higher percentage within the particle 
size of 0.2–0.4 mm. The bigger particle size (0.6–0.8 mm) 
maximized the formation of char and gas during pyroly-
sis reaction. The flow rate of 30 mL/min was found to be 
best for maximizing bio-oil yield. TGA analysis of 3 bio-
mass samples showed the similarity between decomposi-
tion behavior of SB and WS. RS showed slightly different 
thermal decomposition property, and maximum decompo-
sition occurred within a temperature range of 220–500 °C. 
SB produced more CO,  CO2 as compared to other biomass, 
while RS exhibited the maximum yield of  H2 and  CH4. The 
bio-oil produced from three biomasses found to be acidic 
in nature and measured calorific value goes up to 10 MJ/
kg. The comparable density with commercial fuel, low ash 
content, the low viscosity of produced bio-oil makes it suit-
able for use in an application like boiler combustion and IC 
engine. FTIR and GC–MS analysis of bio-oil showed that it 
contains chemical compounds, such as phenol, acids, alco-
hols, ester, ether, aromatic compounds, ketones, those can be 
exploited for commercial extraction purpose. CHNS, SEM/
EDX, pH analysis of produced biochar indicated that it could 
be used as a commercial fertilizer in soil by replenishing soil 
nutrients. FTIR, CHNS, ICP-AES analyses data of biochar 
correlate biochar composition well with the pyrolysis prod-
uct distribution. High calorific value of produced biochar 
samples compared to their precursor makes them suitable 
in combustion application with low  NOX and  SOX emission.
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ABSTRACT. This work investigates the performance of hybrid satellite terrestrial cooperative 
relaying communications network (HSTCN) over time-selective fading links arising due to the 
node mobility. Both satellite–to-destination (SD) and Satellite-to–relay (SR) links undergo the 
independent and identically distributed (i.i.d.) time-selective shadowed Rician fading, the 
terrestrial relay-to-destination links are assumed to be i.i.d. time-selective Nakagami-m faded. 
It evaluates the performance of such a network using multiple-input multiple-output (MIMO) 
space-time block-code (STBC) based selective decode-forward (S-DF) cooperation with 
imperfect CSI. An analytical approach is derived to evaluate the performance of the system in 
terms of per-frame average pairwise error probability (PEP) and asymptotic PEP floor. 
Further, a framework is developed for deriving the diversity order (DO). It demonstrates that 
full DO for cooperation protocol can be achieved when there is a knowledge of perfect CSI. A 
convex optimization (CO) framework is formulated for obtaining the optimal source-relay 
power allocation factors which significantly improve the end-to-end reliability of the system 
under power constraint scenarios. The results show the time selective nature of the links and 
imperfect CSI significantly degrades the system performance. Further, the impact of the 
satellite elevation angles at the terrestrial nodes is explicitly demonstrated through simulations. 
The error rate of the system is seen to reduce significantly with increasing satellite elevation 
angle at the relay when the SD link experiences frequent heavy shadowing and the RD links are 
relatively strong. However, for other scenarios when the RD links are relatively weak and SR 
links experience frequent heavy shadowing, significant performance improvement can be seen 
by increasing the satellite elevation angle at the destination user equipment. The analytical 
expressions show excellent agreement with the simulation results. 

RÉSUMÉ . Cet article étudie la performance du réseau de communication de relais coopératif 
terrestre par satellite hybride (HSTCN, le sigle d’« hybrid satellite terrestrial cooperative 
relaying communications network» en angla is) sur les liaisons à évanouissement temporel 
sélectif en raison de la mobilité des noeuds. Les liaisons de satellite à destination (SD) et de 
satellite à relais (SR) s ont soumises à un évanouissement temporel sélectif de Rician ombré 
indépendant et ident ique, les liaisons terrestres de relais à destination (RD) sont considérées 
indépendant et identique dans Nakagami -m à évanouissement temporel sélectif. Il évalue les 
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performances d'un tel réseau en utilisant une coopération de décodage -transfert sélectif basée 
sur un codage de bloc espace-temps ayant des entrées multiples et sorties multiples (MIMO, le 
sigle de « Multiple -Input Multiple-Output » en anglais) avec un CSI i mparfait. Une approche 
analytique est dérivée pour évaluer les performances du système en termes de probabilité 
d'erreur par paire (PEP, le sigle de « Pairwise Error Probability » en anglais ) moyenne par 
image et de plancher PEP asymptotique. En outre, un cadre est développé pour dériver l’ordre 

de diversité (OD). Cela démontre que l’OD complet pour la coopération de protocole peut être 
atteint lorsqu'il existe une connaissance du CSI parfait. Un cadre d'optimisation convexe (OC) 
est formulé pour obtenir l es facteurs d'allocation de puissance source-relais optimaux qui 
améliorent de manière significative la fiabilité de bout en bout du système dans des scénarios 
de contrainte de puissance. Les résultats montrent la nature sélective et temporelle des liaison s 
et du CSI imparfait dégrade considérablement la performance du système. De plus, l'im pact 
des angles d'élévation des satellites terrestes aux nœuds est explicitement démontré par des 

simulations. Il semble que le taux d'erreur du système diminue considér ablement avec 
l'augmentation de l'angle d'élévation du satellite au niveau du relais lo rsque la liaison SD subit 
de fortes ombrages fréquents et que les liaisons RD sont relativement fortes. Cependant, pour 
d'autres scénarios où les liaisons RD sont relati vement faibles et que les liaisons SR subissent 
souvent une forte ombrage, une améliora tion significative des performances peut être constatée 
en augmentant l'angle d'élévation du satellite au niveau de l'équipement utilisateur de 
destination. Les résultat s analytiques montrent un excellent accord avec les résultats de la 
simulation. 

KEYWORDS: node mobility, selective decode-forward, space-time block code, hybrid satellite 
network, pairwise error probability. 

MOTS-CLÉS : mobilité de nœud, décodage sélectif, codage de bloc espace-temps, réseau de 
satellites hybrides, probabilité d'erreur par pa ire. 

DOI:10.3166/ TS.35.103-120 © 2018 Lavoisier 

1. Introduction 

HSTCN are used in the context of mass broadcasting and navigation due to their 
ability to provide satellite coverage inside buildings and other shadowed areas. 
However, due to the rain, fog, poor angle of inclination, non-availability of line-of-
sight (LOS), and low transmit power, the satellite coverage area is limited by the 
masking effect between the satellite and a terrestrial user. The masking effect becomes 
more severe in the case of low satellite elevation angles or when the user is indoor. 
The masking aberration also affects outdoor communication scenarios and its effect 
becomes more pronounced at lower satellite elevation angles. Further, mobility of the 
destination user-equipment (UE) and other cooperative UEs serving as relay nodes 
induces Doppler, which results in time-selective fading and the ensuing degradation 
of the end-to-end system performance (Varshney and Puri, 2017). Relay technology 
has thus become one of the core techniques in next-generation wireless 
communication systems. Therefore, HSTCN has been developed more recently to 
improve the performance as well as the coverage of the satellite networks (Ruan et al., 
2017).  
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In (Yang and Hasna, 2015), HSTCN is proposed, to avoid the masking effect. 
However, the work therein considers the amplify-and-forward (AF) protocol, which 
introduces noise amplification at the relay nodes. In (Sreng et al., 2013), the authors 
investigated the symbol error rate (SER) performance of HSTCN. The closed form 
(CF) formulations for SER of quadrature phase shift keying (QPSK) and Quadrature 
amplitude modulation (QAM) signaling with maximum likelihood (ML) decoding 
over independent but not necessarily identically distributed shadowed rician fading 
channel are derived. These CF expressions are represented in terms of a finite sum of 
Lauricella hypergeometric functions. However, this work does not consider the 
impact of node mobility, elevation angles and imperfect CSI and on the PEP 
performance. In (Iqbal and Ahmed, 2011), the authors investigated the SER for a 
variable gain AF relaying network. Later, in (Bhatnagar and Arti, 2013), the authors 
investigated the performance of a fixed gain AF relaying system. Compared with 
variable-gain relaying, fixed-gain relaying appeals in practical applications for its 
ability to lower the implementation complexity since only statistic CSI is required. 
Further, several works such as (An et al., 2014; Sharma et al., 2016; Iqbal and Ahmed, 
2015) have analyzed dual-hop HSTCN considering either AF or conventional decode-
forward cooperative communication protocols at the relay node. However, in these 
works do not consider node mobility and imperfect CSI. In the authors investigated 
the node mobility and its impact on the per frame average PEP performance, 
especially employing the SDF cooperative protocol. However, in this work the authors 
do not consider MIMO and STBC and authors have not analyzed the diversity order 
and optimal power allocation. In (Halber and Chakravarty, 2018; Srikanth et al., 2018) 
the author has desribed about the relay optimization. 

This work investigates the performance of HSTCN over time-selective fading 
links with MIMO and STBC. Based multiple relays SDF cooperative communication 
system. It is observed that the node mobility and imperfect CSI lead to degradation of 
the system performance. Further, in case of static nodes and perfect CSI system gets 
full DO. 

The rest of this paper is organized as follows. The system and channel models are 
discussed in Section II. In Section III, the moment generating function (MGF) and the 
average SEP are derived for different types of modulation schemes. The simulation 
and numerical results are presented in Section IV. The conclusion is finally drawn in 
Section V. 

2. System model  

We consider a HSTCN employing MIMO STBC S-DF relaying protocol, where 
𝐾 earth stations (terrestrial relay nodes) with 𝑁𝑅  antennas selectively forwards the 
data received from the satellite to the destination. The schematic representation of 
HSTCN system is shown in Figure 1. 
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Figure 1. Schematic representation of HSTCN 

In this work, we consider time-selective fading channel due to node mobility and 
imperfect CSI conditions. We assume all the fading channel links are time-selective 
in nature. Also, we assume links will not vary for one STBC to another STBC 
codeword matrix. It differs in a time-selective way from one STBC codeword to 
another STBC codeword within a block. Moreover, in contrast to previous papers 
(Varshney and Puri, 2017), the presence of a direct SD fading link with an elevation 
angle 𝜃𝑆𝐷  is also assumed. The elevation angle for the fading link between SR is 
denoted by 𝜃𝑆𝑅𝑟 , where 𝑟 = 1,2,3, . . . . , 𝐾. The time selective MIMO fading links can 
be modeled using first order autoregressive channel model (AR1) as (Varshnet and 
Hagannatham, 2017), 

 2( ) ( 1) 1 ( ); , , .i i i i i r rp p E p i SD SR R D = − + − 
       (1) 

Where the terms 𝜐𝑆𝐷 , 𝜐𝑆𝑅𝑟 and 𝜐𝑅𝑟𝐷 denote the correlation coefficients for the SD, 
SR and RD fading links respectively. These correlation coefficients can be evaluated 
using Jakes model as, 𝜐 = 𝐽0(2∏𝑓𝑐𝑣𝑝/𝑅𝑆𝑐), where 𝑣𝑝, 𝑅𝑆, 𝑇𝑆 = 1/𝑅𝑆, 𝑐, 𝑓𝑐 and 𝐽0(. ) 
denote the relative velocity, symbol transmission rate, number of time slots, speed of 
light, carrier frequency and zeroth-order Bessel function of the 1st kind respectively. 
The random process 𝐸𝑖(𝑝) denotes the time-selective component of the associated 
link, distributed as zero mean circular shift complex Gaussian noise (ZMCSCG) 
{𝑖. 𝑒. , ∼ ℂℕ(0, 𝜎𝑒𝑖

2 )}. In this system model, we consider that the DN employs low 
complexity maximal ratio combiner (MRC) receiver. However, it is difficult to get 
instantaneous CSI corresponding to the transmission of every STBC codeword due to 
the time-selective nature of the fading links. Hence, like works we assume imperfect 
CSI at the 𝑟𝑡ℎ relay node (RN) and DN.  
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The estimated channel matrices for RD, SR and SD links can be written as 

ℤ̂𝑅𝐷
(𝑟)
(1) = ℤ𝑅𝐷

(𝑟)
(1) + ℤ∈𝑅𝐷

(𝑟)
(1), ℤ̂𝑆𝑅

(𝑟)
(1) = ℤ𝑆𝑅

(𝑟)
(1) + ℤ∈𝑆𝑅

(𝑟)
(1)  and ℤ̂𝑆𝐷(1) =

ℤ𝑆𝐷(1) + ℤ∈𝑆𝐷(1) respectively, estimated at the beginning of each block and in this 
way used to detect each STBC codeword 𝑋𝑆(𝑝), 1 ≤ 𝑝 ≤ 𝑀𝑏 in the consequent block. 

The MIMO channel matrices ℤ𝑆𝑅𝑟
(𝑟)
(1) ∈ ℂ𝑁×𝑁 ,ℤ𝑅𝑟𝐷

(𝑟)
(1) ∈ ℂ𝑁𝐷×𝑁  and ℤ𝑆𝐷(1) ∈

ℂ𝑁𝐷×𝑁  are comprised of entries ℎ𝑙,𝑚
(𝑆𝑅𝑟)(𝑝), ℎ𝑛,𝑙

(𝑅𝑟𝐷)(𝑝)  and ℎ𝑛,𝑚
(𝑆𝐷)(𝑝)  which are 

ZMCSCG with variance (𝛿𝑆𝑅
(𝑟)
)2, (𝛿𝑅𝐷

(𝑟)
)2

( ) 2 ( ) 2( ) , ( )r r
SR RD  and 

2
SD  respectively. 

The channel error matrices ℤ∈𝑆𝑅
(𝑟)
(1),ℤ∈𝑆𝐷(1) and ℤ∈𝑅𝐷

(𝑟)
(1) comprise of entries, which 

are ZMCSCG with variance (𝜎∈𝑆𝑅
(𝑟)
)2, 𝜎∈𝑆𝐷

2  and (𝜎∈𝑅𝐷
(𝑟)
)2  respectively. By using (1), 

ℤ𝑆𝐷(𝑝) can be modeled as, 

( ) ( ) ( ) ( )
1

1 1 2 1

1

ˆ 1 1 1 .
SD

p
p p p i

SD SD SD SD SD SD SD
i

p v E i  
−

− − − −



=

= − + −  (2) 

Let 𝑁𝐷 and 𝑁𝑆 are the number of antennas employed at the DN and satellite node 
(SN) respectively. In order to keep the data rate of the SR link same as that of the RD 
link, we employ the same STBC at the RN and SN. This also means that 𝑁𝑅 = 𝑁𝑆 =
𝑁 . The MIMO STBC S-DF based HSTCN relaying system can be described as 
follows. Let 𝐶 = {𝑋𝑗[𝑝]} denotes the STBC codeword set, where each codeword of 

the set C is expressed as, 𝑋𝑗(𝑝) ∈ ℂ𝑁×𝑇𝑆  and 1 ≤ 𝑗 ≤ |𝐶|,  where |𝐶|  denotes the 
cardinality of the codeword set 𝐶. The received symbol block at the DN in case of 
direct SD transmission mode is modeled as, 

1 ˆ[ ] / [1] [ ] [ ].p
SD S C SD SD S SDY p P NR X p W p −= +                     (3) 

Where 𝑃𝑆, 𝑁 and 𝑅𝐶 denote the total available power budget at the SN, number of 
antennas at the SN and STBC code rate respectively. For cooperation mode, the 
received symbol blocks at the RN and DN can be modeled as,      

( ) 1 ( ) ( ) ( )[ ] / ( [1] [1]) [ ] [ ],
r SR

r p r r r
SR S C SR SR S SRY p P NR X p W p −

= + +
         (4) 

( ) 1 ( ) ( ) ( )[ ] / ( [1] [1]) [ ] [ ].
r RD

r p r r r
RD r C R D RD S RDY p P NR X p W p −

= + +
         (5) 

Where, {
�̃�𝑟 = 𝑃𝑟; 𝑖𝑓𝑟𝑒𝑙𝑎𝑦𝑟𝑑𝑒𝑐𝑜𝑑𝑒𝑠𝑡ℎ𝑒𝑠𝑦𝑚𝑏𝑜𝑙𝑐𝑜𝑟𝑟𝑒𝑐𝑙𝑦

�̃�𝑟 = 0; 𝑖𝑓𝑟𝑒𝑙𝑎𝑦𝑟𝑑𝑒𝑐𝑜𝑑𝑒𝑠𝑡ℎ𝑒𝑠𝑦𝑚𝑏𝑜𝑙𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑙𝑦.
 

In (4), 𝑃𝑟  denotes the power available at the 𝑟𝑡ℎ relay.  
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The channel noise matrices �̃�𝑆𝐷[𝑝], �̃�𝑆𝑅
(𝑟)
[𝑝] and �̃�𝑅𝐷

(𝑟)
[𝑝] comprise of noise terms 

emerging because of the mobile nodes and imperfect CSI respectively. The effective 

noise variances 𝑁𝑆𝐷 , 𝑁𝑆𝑅
(𝑟) and 𝑁𝑅𝐷

(𝑟) for SD, SR and RD links can be modeled as, 

( )1 2( 1) 2 1 2( 1) 2
0 ( ) ( ) 1 ,

SD eSD

p p
SD S C SD a S C SD aN N P NR N P NR N   − − − −

= + + −
 

( )( ) 1 2( 1) ( ) 2 1 2( 1) ( ) 2
0 ( ) ( ) ( ) 1 ( ) ,

r SR r SR

r p r p r
SR S C SR a S C SR a eN N P NR N P NR N   − − − −

= + + − (6) 

( )( ) 1 2( 1) ( ) 2 1 2( 1) ( ) 2
0 ( ) ( ) ( ) 1 ( ) ,

r RD r RD

r p r p r
RD r C R D a r C R D a eN N P NR N P NR N   − − − −

= + + −
 

respectively. Where 𝑁𝑎 denotes the number of non-zero M-PSK symbols transmitted 
per codeword. The advantage of using STBC code-word is that, it orthogonalizes the 
vector channel into a constant scalar channel by creating virtual parallel paths. The 

effective instantaneous signal to noise ratio (SNR) 𝛾𝑆𝐷(𝑝), 𝛾𝑆𝑅
(𝑟)
(𝑝) and 𝛾𝑅𝐷

(𝑟)
(𝑝) for the 

SD, SR and RD fading links respectively can be modeled as,  

2
2( 1)

2
ˆ (1)( ( ) ( ))

ˆ( ) ( ) (1) ,
2

p
S SD SD S j

F
SD SD SD

F
C SD

P X p X p
p C p

NR N




− −
= =

 

2
2( 1) ( )

2
( ) ( ) ( )

( )

ˆ (1)( ( ) ( ))
ˆ( ) ( ) (1) ,

2
r

p r
S SR SR S jr r rF

SR SR SRr F
C SR

P X p X p
p C p

NR N




− −
= =

         
(7) 

2
1 ( )

2
( ) ( ) ( )

( )

ˆ (1)( ( ) ( ))
ˆ( ) ( ) (1) .

2
r

p r
r R D RD S jr r rF

RD RD RDr F
C RD

P X p X p
p C p

NR N




− −
= =

 

The effective SNRs 𝛾𝑆𝐷(𝑝), 𝛾𝑆𝑅
(𝑟)
(𝑝) and 𝛾𝑅𝐷

(𝑟)
(𝑝) 𝛾𝑅𝐷

(𝑟)
(𝑝) are Gamma distributed 

in nature, having a cumulative distribution function (CDF) and probability distribution 
function (PDF) are modeled as,  

( ) ( ) ( )  ( ) ( ) 
1 11, , .tF t t f t t e 
− − − −=     =   

         (8) 

Where 𝛾(. , . ) denotes the lower incomplete Gamma function and the quantities 

(𝛩, 𝛬)  will be equal to [𝑁𝑁𝐷 , {𝐶𝑆𝐷(𝑝)𝛿𝑆𝐷
2 }

−1
] , [𝑁2, {𝐶𝑆𝑅

(𝑟)
(𝑝)(𝛿𝑆𝑅

(𝑟)
)2}

−1

]  and 

[𝑁𝑁𝐷, {𝐶𝑅𝐷
(𝑟)
(𝑝)(𝛿𝑅𝐷

(𝑟)
)2}

−1

]  for the SR, SD, and RD SNR’s respectively. Where 

𝐶𝑆𝐷(𝑝), 𝐶𝑆𝑅
(𝑟)
(𝑝) and 𝐶𝑅𝐷

(𝑟)
(𝑝) are given as,  
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( ) ( ) ( )  ( ) ( ) ( ) ( )( ) 
11 1 12 1 2 1 2 12 21 1 ,

SD SD

p p p
SD SD SD C SD C SD SD C SD eC p NR NR NR       

−
− − −− − −

= + + −

( )  ( ) ( ) ( ) 
11 1 1( ) 2( 1) 2( 1) ( ) 2 2( 1) ( ) 2( ) 1 ( ) 1 ( ) ,

r r SR r SR

r p p r p r
SR SR SR C SR C SR SR C SR eC p NR NR NR       

−
− − −− − −

= + + −

( )  ( ) ( ) ( ) 
11 1 1( ) 1 1 2 1 2( ) 1 1 ,

r r RD r RD

r p p p
RD RD R D C RD C R D RD C R D eC p NR NR NR       

−
− − −− − −

= + + −
(9) 

respectively.  

The quantities (�̃�∈𝑆𝑅
(𝑟)
)2, (�̃�𝑒𝑆𝑅

(𝑟)
)2, (�̃�∈𝑅𝐷

(𝑟)
)2  and (�̃�𝑒𝑅𝐷

(𝑟)
)2  are equivalent to 

𝑁𝑎(𝜎∈𝑆𝑅
(𝑟)
)2, 𝑁𝑎(𝜎𝑒𝑆𝑅

(𝑟)
)2, 𝑁𝑎(𝜎∈𝑅𝐷

(𝑟)
)2 and 𝑁𝑎(𝜎𝑒𝑅𝐷

(𝑟)
)2 respectively.  

The parameters 𝛾
𝑆𝑅
, 𝛾
𝑅𝐷
 𝛾
𝑆𝑅
, 𝛾
𝑅𝐷

 and 𝛾
𝑆𝐷

 are given as 𝛾
𝑆𝑅
= 𝑃𝑆/𝑁0, 𝛾𝑅𝐷 = 𝑃𝑟/

𝑁0  and 𝛾
𝑆𝐷
= 𝑃𝑆/𝑁0  respectively. The quantities (𝛿𝑆𝑅

(𝑟)
)2, 𝛿2𝑆𝐷  and (𝛿𝑅𝐷

(𝑟)
)2  are 

defined as, (𝛿𝑆𝑅
(𝑟)
)2 = (𝛿𝑆𝑅

(𝑟)
)2 + (𝜎∈𝑆𝑅

(𝑟)
)2, 𝛿2𝑆𝐷 = 𝛿𝑆𝐷

2 + 𝜎∈𝑆𝐷
2  and (𝛿𝑅𝐷

(𝑟)
)2 =

(𝛿𝑅𝐷
(𝑟)
)2 + (𝜎∈𝑅𝐷

(𝑟)
)2  respectively. The terms �̃�∈𝑆𝐷

2  and �̃�𝑒𝑆𝐷 
2 are equivalent to 𝑁𝑎𝜎∈𝑆𝐷

2  
and 𝑁𝑎𝜎𝑒𝑆𝐷

2 ,  respectively, 𝜆𝑙1, 𝜆𝑙2, . . . . , 𝜆𝑙𝑁  represents the singular values (SVs) 
obtained after performing the singular value decomposition (SVD) of the STBC 

codeword difference 𝑋𝑆(𝑝) − 𝑋𝑗(𝑝), ℎ̃𝑙,𝑛
𝑆𝐷

 represents the (𝑙, 𝑛)  coefficient of the 
matrix ℤ̃𝑆𝐷(1) = ℤ̂𝑆𝐷(1)𝑈𝑗for 1 ≤ 𝑙, 𝑛 ≤ 𝑁 and 𝑈𝑗 ∈ ℂ𝑁×𝑁 is a unitary matrix, i.e., 
𝑈𝑗𝑈 = 𝑈𝑈𝑗 = 𝐼𝑁×𝑁and for Alamouti-STBC, 𝜆𝑙1 = 𝜆𝑙2 =. . . . = 𝜆𝑙𝑁 = 𝜆.  

In this work we consider that SR and SD fading links are distributed as Shadowed-
Rician and RD fading links are modeled as Nakagami-m fading channels. The SR 
channel matrix 𝐻𝑆𝑅[𝑝] ∈ ℂ𝑁𝑆×𝑁𝑅  contains independent and identically distributed 
(i.i.d.) Shadowed-Rician random variables (RVs), can be expressed as, 

( ) ( ) ( )( ) ( ) ( ) .r r r
SR SR SR

LOS COMPONENT SCATTERED COMPONENT

p p p= +

                        (10) 

The minimum antenna spacing for uncorrelated multipath scattered waves is 𝜆/2, 
where 𝜆  denotes the wavelength. Very dense surrounding environment plays an 
important role in the correlation of the scatter component. Following the system model 

given in, the channel coefficients of LOS component ℤ̄𝑆𝑅
(𝑟)
(𝑝) are i.i.d. Nakagami-𝑚𝑖 

as RVs with variance 𝛺𝑖 , where 𝑚𝑖 denotes the shape parameter and its values ranges 

from 0.50 to ∞. The scatter component channel matrix ℤ̃𝑆𝑅
(𝑟)
(𝑝) is comprised of entries 

which are distributed as i.i.d. complex Gaussian RVs with zero average value and 
variance 2𝑏𝑖 . 
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3. Performance analysis of MIMO STBC S-SF based HSTCN relaying system  

The instantaneous received SNR for SR link is modeled as, 

2
( ) ( ) ( )ˆ( ( )) ( ( )) ( [1]) ; 1,2,..., .r i r i r i
SR SR SR S Rp C p i N N = =

        (11) 

By employing M-PSK modulation, the average PEP for the SR link is modeled as  

( ) ( )( ) ( )

1 1

( ( )) , , ( ( )) , , , .
S RN NM

S R r i S R r i
E SR i i M E SR i i

k i

P C p m p C p m k


→ →

= =

 
   

 
 

(12) 

Where 

𝑝𝐸
𝑆→𝑅((𝐶𝑆𝑅

(𝑟)
(𝑝))𝑖 , 𝑚𝑖 , Ω𝑖 , 𝑘) = ∫ 𝑄(√𝑔𝑘𝑥)

∞

0
𝑓
(𝛾𝑆𝑅
(𝑟)
(𝑝))𝑖

(𝑥)𝑑𝑥.      (13) 

𝑄(⋅) denotes the 𝑄 − 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 which is the tail probability of the Gaussian PDF; 
modulation specific parameters are defined as: 𝜉𝑀 = 2/𝑚𝑎𝑥(𝑙𝑜𝑔2𝑀 , 2) , 𝜂𝑀 =
𝑚𝑎𝑥(𝑀/4,1) , M is equal to 4 for QPSK and 2 for BPSK, and 𝑔𝑘 =
2 𝑠𝑖𝑛2((2𝑘 − 1)𝜋/𝑀). Also, 𝑚𝑎𝑥{⋅,⋅} selects greatest of the two positive integers; 
(𝛾𝑆𝑅(𝑝))

𝑖 and 𝐶𝑆𝑅
𝑖 (𝑝) denote the instantaneous and average SNR, respectively, for the 

SR link, and 𝑓
(𝛾𝑆𝑅
(𝑟)
(𝑝))𝑖

(𝑥)denotes PDF of (𝛾𝑆𝑅
(𝑟)
(𝑝))𝑖 . 

In Appendix A, it is presented that the PDF of (𝛾𝑆𝑅
(𝑟)
(𝑝))𝑖is modeled as, 

( )
( )

( )
( )

( )

( ( )) ( )

, , , ( ( ))
.

, , 1, ( ( ))

i

i i i
r i

SR
i

r i
c

i i SRiN c l
i ip r i

i i i i i i SR

J x l d C pc
f x

l J x l d C p


 


−
  
   
 + +   


(14) 

Where  

( )
  ( )

( )

1
( )

( )

1 1 ( )

, , , ( ( ))
( ( ))

; ;
( ( ))

i i

i i

d l
r i

i i SR d lr i
SR i i

i i
i i i r i

SR

x
J x l d C p

C p d l

x
F d d l

C p

 

− −

−
=

 −

− 
 − − 

          (15) 

𝛼𝑖 = 0.5(2𝑏𝑖𝑚𝑖/(2𝑏𝑖𝑚𝑖 + 𝛺𝑖))
𝑚𝑖/𝑏𝑖 , 𝛽𝑖 = (0.5/𝑏𝑖), 𝛿𝑖 = 0.5𝛺𝑖/(2𝑏𝑖

2𝑚𝑖 +

𝑏𝑖𝛺𝑖), 2𝑏𝑖 denotes the multipath component’s average power, 𝑐𝑖 = (𝑑𝑖 − 𝑁𝑖)
+, ∈𝑖=

𝑚𝑖𝑁𝑖 − 𝑑𝑖, 𝑑𝑖 = 𝑚𝑎𝑥{𝑁𝑖 , [𝑚𝑖𝑁𝑖]} and ⌊𝑧⌋denotes the largest integer not greater than 
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z; (𝑧)+  indicates that if 𝑧 ≤ 0,  then use 𝑧 = 0;  𝑧 = 0;  𝛤(⋅)  denotes the Gamma 
function, and 𝐹1 1(. ; . ; . ) denotes the confluent hypergeometric function.  

Substituting (14) in (13), we obtain, 

( )

( ) ( )( )

( )

( ) ( )

0

( ( )) , , ,

, , ( ( )) , 1, ( ( )) ,
i

i i i

i

S R r i
E SR i i

c
iN c l r i r i

i i i i SR i i i i SR
i i

p C p m k

c
l d C p k l d C p k

l
    

→

−

=

 

 
 + + 

 


(16) 

Where, 

( )

  ( )
( )

( )

( )

1
1 1 ( )( )

0

, , ( ( )) ,

1
; ; .

( ( ))( ( ))
i i

i i

r i
i i SR

d l i i
k i i id l r ir i

SRSR i i

l d p k

x
x Q g x F d d l dx

C pp d l

 

 





− −

− −

=

− 
 − − 

 −  


 (17) 

Using the relation given in 𝑄(√𝑔𝑘𝑥)can be written as, 

( ) 20
12

11 1

0,1/ 22 2 22
k k

k

g x g x
Q g x erfc G



   
= =    

     (18) 

( ) ( )

( )

( )11
1 1 12( ) ( )

1
; ;

0,1( ( )) ( ( ))
ii i i i i i

i i i r i r i
i iSR i SR

dx d l x
F d d l G

d lC p d C p

    −−  − − 
− − =     − +       (19) 

Where 𝑒𝑟𝑓𝑐(⋅)  and 𝐺𝑝,𝑞
𝑚,𝑛(⋅|

…
…)  denote the complementary error function and 

Meijer-G function respectively.  

Substituting (18) and (19) into (17), 𝜅(𝑙𝑖 , 𝑑𝑖 , (𝐶𝑆𝑅
(𝑟)
(𝑝))𝑖 , 𝑘) is given as, 

( )

( )( )

( )

( )

1
1 22 11

12 12 ( )( )
0

, , ( ( )) ,

1 12
.

0,1/ 2 0,1/ 22 ( ( ))2 ( ( ))

i i

i i

i i

r i
i i SR

d l
d l i ik

d l r ir i
SRi SR

l d C p k

xg x
x G G dx

C pd C p



 



− −
− −

−

=

 − 
    

   


 
(20) 

The PEP for SR link can be obtained by substituting (16) into (12), as given below, 
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𝑃𝐸
𝑆→𝑅 = 𝜉𝑀 ∑

(

 
 
∑ 𝛼𝑖

𝑁𝑖 ∑ (
𝑐𝑖
𝑙𝑖
)

𝑐𝑖
𝑖𝑖=0

𝛽𝑖
𝑐𝑖−𝑙𝑖 ×

𝑁𝑆𝑁𝑅
𝑖=1

𝜂𝑀
𝑘=1

(

 
 

2𝑑𝑖−𝑙𝑖−1

2√𝜋𝛤(𝑑𝑖)((𝐶𝑆𝑅
(𝑟)
(𝑝))𝑖)

𝑑𝑖−𝑙𝑖
∫ 𝑥𝑑𝑖−𝑙𝑖−1

∞

0
𝐺12
22 (

𝑔𝑘𝑥

2
|

1
0,1/2

)𝐺12
11 (

(𝛽𝑖−𝛿𝑖)𝑥

(𝐶𝑆𝑅
(𝑟)
(𝑝))𝑖

|
1

0,1/2
)𝑑𝑥 +

∈𝑖 𝛿𝑖
2𝑑𝑖−𝑙𝑖−1

2√𝜋𝛤(𝑑𝑖)((𝐶𝑆𝑅
(𝑟)
(𝑝))𝑖)

𝑑𝑖−𝑙𝑖
∫ 𝑥𝑑𝑖−𝑙𝑖−1

∞

0
𝐺12
22 (

𝑔𝑘𝑥

2
|

1
0,1/2

)𝐺12
11 (

(𝛽𝑖−𝛿𝑖)𝑥

(𝐶𝑆𝑅
(𝑟)
(𝑝))𝑖

|
1

0,1/2
)𝑑𝑥

)

 
 

)

 
 
.  (21) 

Following the similar approach, the PEP for the SD link can be written as, 

𝑃𝐸
𝑆→𝐷

= 𝜉𝑀∑

(

  
 
∑𝛼𝑖

𝑁𝑖∑(
𝑐𝑖
𝑙𝑖
)

𝑐𝑖

𝑖𝑖=0

𝛽𝑖
𝑐𝑖−𝑙𝑖

𝑁𝑆𝑁

𝑖=1

𝜂𝑀

𝑘=1

×

(

  
 

2𝑑𝑖−𝑙𝑖−1

2√𝜋𝛤(𝑑𝑖)(𝐶𝑆𝐷
𝑖 (𝑝))

𝑑𝑖−𝑙𝑖
∫ 𝑥𝑑𝑖−𝑙𝑖−1

∞

0

𝐺12
22 (

𝑔𝑘𝑥

2
|

1
0,1/2

)𝐺12
11 (

(𝛽𝑖 − 𝛿𝑖)𝑥

𝐶𝑆𝐷
𝑖 (𝑝)

|
1

0,1/2
)𝑑𝑥 +

∈𝑖 𝛿𝑖
2𝑑𝑖−𝑙𝑖−1

2√𝜋𝛤(𝑑𝑖)(𝐶𝑆𝐷
𝑖 (𝑝))

𝑑𝑖−𝑙𝑖
∫ 𝑥𝑑𝑖−𝑙𝑖−1

∞

0

𝐺12
22 (

𝑔𝑘𝑥

2
|

1
0,1/2

)𝐺12
11 (

(𝛽𝑖 − 𝛿𝑖)𝑥

𝐶𝑆𝐷
𝑖 (𝑝)

|
1

0,1/2
)𝑑𝑥

)

  
 

)

  
 
. 

                (22) 

Instantaneous PEP for the event when 𝑋𝑆[𝑝] ∈ ℂ
𝑁×𝑇𝑆is transmitted and 𝑋𝑗[𝑝] ∈

ℂ𝑁×𝑇𝑆 is detected conditioned on the RD fading link instantaneous SNR 𝛾𝑅𝐷
(𝑟)
(𝑝) is 

modeled as, 

( )( ) ( )( [ ] [ ] / ( )) 2 ( ) .r r
R D S j RD RDP X p X p p Q p → → =

                   (23) 

Where 𝑄(. ) denotes the Gaussian 𝑄  function, it is the area under the tail of a 

Gaussian curve, defined as, 𝑄(ℏ) =
1

√2𝑝𝑖
∫ 𝑒𝑥𝑝( − 𝑢2/2)𝑑𝑢

∞

ℏ
.  Average PEP 

𝑃𝑅→𝐷(𝑋𝑆[𝑝] → 𝑋𝑗[𝑝]) be derived by averaging (23) over the PDF of 𝛾𝑅𝐷
(𝑟)
(𝑝), we use 

the MGF based approach. It can be modeled as, 

( )

/2
2

( )
0

1
( [ ] [ ]) 1/ sin ( ) .r

RD

pi

R D S j p
P X k X k M d

pi 
 →

 → =  
            (24) 

Where 𝑀
𝛾𝑅𝐷
(𝑟)
(𝑝)
(. )denotes the MGF and is modeled as, 
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( )

2
2 ( ) ( ) 2( )

2

1
1/ sin ( ) .

( )( )
1

sin ( )

RD D

r
RD

m N N

r rp
j RD RD

RD D

M
C p

m N N




 



 
 
   =   
+  

     (25) 

Following the detailed solution of (25) given in Appendix B, the average PEP for 
RD link is modeled as,  

2 ( ) ( ) 2

2

2 1 2 ( ) ( ) 2

( 1)!1 1
( [ ] [ ])

2 ( )!( )( )
1

sin ( )

1
,0.50; 1;1 .

( )( )
1

RD Dm N N

RD D
R D S j r r

RD Dj RD RD

RD D

RD D RD D r r
j RD RD

RD D

m N N pi
P X p X p

pi m N NC p

m N N

F m N N m N N
C p

m N N

 



 

→

 
 

− → =
 
+  

 

 
 
  + −
 

+ 
  (26) 

The average PEP union bound can write as the summation of all PEP terms over 
the STBC codes 𝑋𝑗[𝑝] ∈ 𝐶as, 

[ ] , [ ] [ ]

[ ] ( [ ] [ ]).
j j S

R D R D S j
X p C X p X p

P p P X p X p→ →

 

 →
              (27) 

In relaying phase when relay correctly decodes the signal received from the source 
node then at the destination, we get the signal path from the source node as well as 
from the relay node. Using (22) and (27), the average PEP for cooperation modes, 
𝑃𝑆→𝐷,𝑅→𝐷[𝑘] can be written as, 

𝑃𝑆→𝐷,𝑅→𝐷[𝑘] = 𝜉𝑀 ∑

(

 
 
∑ 𝛼𝑖

𝑁𝑖 ∑ (
𝑐𝑖
𝑙𝑖
)

𝑐𝑖
𝑖𝑖=0

𝛽𝑖
𝑐𝑖−𝑙𝑖 ×

𝑁𝑆𝑁
𝑖=1

𝜂𝑀
𝑘=1

(

 
 

2𝑑𝑖−𝑙𝑖−1

2√𝜋Γ(𝑑𝑖)(𝐶𝑆𝐷
𝑖 (𝑝))

𝑑𝑖−𝑙𝑖
∫ 𝑥𝑑𝑖−𝑙𝑖−1
∞

0
𝐺12
22 (

𝑔𝑘𝑥

2
|

1
0,1/2

)𝐺12
11 (

(𝛽𝑖−𝛿𝑖)𝑥

𝐶𝑆𝐷
𝑖 (𝑝)

|
1

0,1/2
) 𝑑𝑥 +

∈𝑖 𝛿𝑖
2𝑑𝑖−𝑙𝑖−1

2√𝜋Γ(𝑑𝑖)(𝐶𝑆𝐷
𝑖 (𝑝))

𝑑𝑖−𝑙𝑖
∫ 𝑥𝑑𝑖−𝑙𝑖−1
∞

0
𝐺12
22 (

𝑔𝑘𝑥

2
|

1
0,1/2

)𝐺12
11 (

(𝛽𝑖−𝛿𝑖)𝑥

𝐶𝑆𝐷
𝑖 (𝑝)

|
1

0,1/2
) 𝑑𝑥

)

 
 

)

 
 
×
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∑

{
 

 
1

2𝑝𝑖
(

1

1+
𝜆𝑗
2𝐶𝑅𝐷
(𝑟)

(𝑝)(�̃�𝑅𝐷
(𝑟)

)2

𝑚𝑅𝐷𝑁𝐷𝑁𝑠𝑖𝑛
2(𝜃)

)

𝑚𝑅𝐷𝑁𝐷𝑁

(𝑚𝑅𝐷𝑁𝐷𝑁−1)!√𝑝𝑖

(𝑚𝑅𝐷𝑁𝐷𝑁)!
×𝑋𝑗[𝑝]∈𝐶,𝑋𝑗[𝑝]≠𝑋𝑆[𝑝]

𝐹2 1 [𝑚𝑅𝐷𝑁𝐷𝑁, 0.50;𝑚𝑅𝐷𝑁𝐷𝑁 + 1; 1 −
1

1+
𝜆𝑗
2𝐶𝑅𝐷
(𝑟)

(𝑝)(�̃�𝑅𝐷
(𝑟)

)2

𝑚𝑅𝐷𝑁𝐷𝑁

]

}
 

 
.              (28) 

Therefore, the end-to-end PEP for HSTCN system can be written as, 

, [ ] (1 ).S R S D S R
E E E S D R D EP P P P k P→ → →

→ →=  +  −
                   (29) 

Substituting (28), (22) and (21) into (29), we will get the end-to-end PEP for 
HSTCN system. 

4. Diversity order  

The HSTCN system performance can be easily understood by assuming high SNR 
regimes. Coding gain (CG) and diversity gain (DG) are the two important parameters 
which help in analyzing the PEP performance of the system. CG is the measure in the 
difference between the SNR levels between the uncoded system and coded system 
required to reach the same PEP levels when used with the error correcting code (ECC). 
DG is the increase in signal-to-interference (SINR) ratio due to some diversity scheme, 
or how much the transmission power can be reduced when a diversity scheme is 
introduced, without a performance loss. DG is usually expressed in decibels, and 
sometimes as a power ratio. In general, the asymptotic value of the PEP can be written 
as, 

( )
lim .

DG

E DG
x

CG
P



−

→



                                                  (30) 

Where �̄� denotes the average SNR. The average PEP expression is expressed in 
terms of Meijer-G function. To find the system's asymptotic PEP, we need to find the 

asymptotic value of the Major-G function. For (𝐶𝑆𝑅
(𝑟)
(𝑝))𝑖 → ∞ and 𝐶𝑆𝐷

𝑖 (𝑝) , 
asymptotically tight expression for Meijer-G function is given as,  

( ) ( ) ( )

( )
13
33

1 ,1 ,1/ 22 1/ 2
,

0, ,( ) 1
i i i i ii i i i i

i
i i i iSD k i i

d d l d l d d l
G

d l d lC p g d l

  − − + − +−   − +
→  − + − +  − +  (31) 

At very high SNR, the term containing the product of probabilities can be ignored 
in (29). In addition, by using (31), assuming that 𝐶𝑆𝐷(𝑝) = 𝐶𝑆𝐷

𝑖 (𝑝), and after some 
algebra, we can write the asymptotic average PEP of the system as, 
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( ) ( )
2

1

( ), , ( ), , ,
ie SD i i M e SD i i

i

p C p m p C p m
=

  
                     (32) 

Where, 

( )

( )

( )

( )

( )

1
1

0 1

( ), ,

1/ 2 2 1/ 22
1

( ) 1 1 ( )

i

i i i i ii

i i

i i

i

e SD i i

N l d d lc
i c l i i i i i ii

i d l
i i SD i i i i SD

A

p C p m

c d l d lg

l C p d l d l C p g






− − −
−

−
=



  − +  − + 
= +     − + − +   



    (33) 

For very large 𝐶𝑆𝐷(𝑝), in (33), the term 𝐴𝑖 → 1; therefore, we obtain [ ], 

( )

( )

( )

( )

1
1

0

lim ( ), ,

1/ 2 1
2 ,

1 ( )

i
SD

i i

i i i i i i

i i

e SD i i
C p

N c
i c l l d d l i ii

i d l
i i i i SD

p C p m

c d l
g

l d l C p






→

− − − −

−
=



 − + 
=  

 − + 


       (34) 

At very high SNR, the decay of the term 𝑝𝑒𝑖(𝐶𝑆𝐷(𝑝),𝑚𝑖, 𝛺𝑖) is dominated by the 
lowest power of 𝐶𝑆𝐷(𝑝); therefore, after some algebra, we obtain the asymptotic PEP 
of the considered scheme from (33) and (34), i.e. 

( )
( )

( )

( )

( )

2

1
1 1

( )

1
2 1

1/ 2 2 1
lim ( ), ,

( )1

1/ 2 2 1
.

( )1

S SD

S
SD

D D

D

N NN
M S

e SD i i NC p
SDS

N N N
M D

N
SDD

N g
p C p m

C pN

N g

C pN

 



 



−−

→

− −

 +
 

 +

 +
+

 +
         (35) 

It can be seen from (35) that the DO of the satellite relay system is 𝑚𝑖𝑛{𝑁𝑆, 𝑁𝐷} +
𝑁𝑁𝐷 . This result indicates that if the relay has 𝑁𝑅transmit antenna, then no diversity 
gain can be achieved in the HSTCN by installing multiple antennas at the destination 
Earth station. Similarly, if the destination has 𝑁𝐷 receive antenna, then it will 
experience no diversity gain due the MIMO based source Earth station. Hence, to 
experience the diversity advantage, the source and the destination must use multiple 
antennas, i.e., 𝑁𝑖 > 1. 

5. Simulation results  

Simulations have been conducted in various conditions of node mobility over time 
varying channel. Simulation parameters are given as, 𝑀 = 4,𝐾 = 2, noise variance 
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𝑁0 = 1. This section presents simulation results to demonstrate the performance of 
the HSTCN relaying network in various mobility scenarios. Figure 2 demonstrates the 
impact of the satellite elevation angles on the end-to-end PEP performance of the 
system for a scenario when all the links are quasi-static i.e., 𝜌 = 1 and all elevation 
angles equal i.e., 𝜃𝑆𝑅1 = 𝜃𝑆𝑅2 = 𝜃𝑆𝑅. It can be seen in Figure 2 that increasing the 
elevation angles results in a significant improvement in the end-to-end performance. 
This is because high elevation angles lead to favorable channel with infrequent light 
shadowing (ILS) in satellite-terrestrial links. 

  

Figure 2. PEP versus SNR in dB performance of the MIMO STBC S-DF based 
HSTCN relaying network for various values of satellite elevation angle with 
𝜃𝑆𝐷 , 𝜃𝑆𝑅1 = 𝜃𝑆𝑅2 = 𝜃𝑆𝑅 ∈ {21

0, 310, 510, 820}, 𝑃𝑆 = 𝑃1 = 𝑃2 = 1/3, 𝑚𝑅1𝐷 =

𝑚𝑅2𝐷 = 𝑚𝑅𝐷 = 0.60and𝑓𝐶 = 5.9𝐺𝐻𝑧, 𝑅𝐶 = 9.6𝐾𝑏𝑝𝑠, 𝑃𝑆 = 𝑃1 = 𝑃2 = 1/3, 𝜌𝑆𝐷 =
𝜌𝑆𝑅1 = 𝜌𝑆𝑅2 = 𝜌𝑅1𝐷 = 𝜌𝑅2𝐷 = 𝜌 ∈ {0. .9856,0.9889,0.9989}, 𝜎𝑒𝑆𝐷

2 = 𝜎𝑒𝑆𝑅𝑟
2 =

𝜎𝑒𝑅𝑟𝐷
2 = 𝜎𝑒

2 = {0.09,0.02}∀𝑟 

6. Conclusion 

This paper presents the performance analysis for a selective DF cooperative hybrid 
satellite-terrestrial system with multiple relays where the satellite-to-relay links 
experience non-identical time-selective shadowed Rician fading and the relay-
destination terrestrial links are assumed to be nonidentical time-selective generalized 
Nakagami faded. Closed form expressions have been derived for the per-frame 
average SER and the asymptotic SER floor. Simulation results show the impact of 
terrestrial node mobility as well as the satellite elevation angles on the end-to-end 
performance. 
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Table 1. Lms channel parameters 

Shadowing 𝑏𝑖 𝑚𝑖 𝛺𝑖 

Frequency heavy shadowing 0.063 0.739 8.97 × 10−4 

Average shadowing 0.126 10.10 0.835 

Infrequent Light Shadowing 0.158 19.40 1.29 

 

APPENDIX A 

The 𝑗𝑡ℎ, 𝑗 = 1,2, . . . , 𝑁𝑖entry of ℎ𝑖 is distributed as, 
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Where 𝐸{⋅} represents the expectation. By using in (37), it can be shown that, 
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where 𝐹(𝛼, 𝛽; 𝛾; 𝑧) is the Hypergeometric function. Next, by using in (38), we get, 

( )
( )

( )

( )
2

1

.
i

i i
j

m

i
i m

h
i i

s
M s

s




 

−
+

=
+ −

                                 (39) 

Under the assumption of i.i.d. entries in ih
, the moment generating function of 

‖ℎ𝑖‖
2 can be written as, 
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It can be easily verified from TABLE I that 𝛽𝑖 >> 𝛿𝑖 for all kinds of shadowing. 
As |𝑠| ≥ 0, therefore |𝛿𝑖/(𝑠 + 𝛽𝑖 − 𝛿𝑖)| << 1. Since 𝜀𝑖 < 1, an extremely tight (very 
close to accurate) approximation, (1 + 𝑧)𝑛 ≅ 1 + 𝑛𝑧, |𝑧| < 1, can be used in (40), to 
find that, 
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Taking the inverse Laplace transform of (41) and after some algebra, we obtain 
(16). 
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To solve 1I
, let us change the variable by substitution 

2cos t = . This leads to, 

2 2Sin 1 cos 1 t = − = − 2cos sin d dt  − =          (42) 

Thus, the limits of integral would change from 0 to 1 and the integrating variable     
dθ changes to   

 2 1

dt
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Therefore, 𝐼1 can now be given as     
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After rearrangements and mathematical manipulations, this integral can be 
represented in the standard form as, 
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The above expression represents the integral in the standard form of the Gauss 
hypergeometric function defined as    
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Comparing the above definition of the Gauss hypergeometric function with the 
expression of 𝐼1, the parameters can be obtained as 𝑎 = 𝑚𝑁𝑡𝑁𝑟 , 𝑏 =

1

2
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Abstract
In this researchwork, experimentswere done to study the fouling behavior andperformance of lab-
mademembranes usinghumic acid solution as feed. Thesemembraneswere prepared in labusing
polyvinyl chloridemembranes andHydrophilic Bentonite nanoparticles via a non-solvent induced
phase separationmethod.Membraneswere further used in a dead-endfiltration setup tofilter a
synthetic solutionof humic acid andwater to perform separation and fouling studies. Feedwithdifferent
concentrations of humic acidwas subjected tomembrane systemandperformancewas studied in terms
of various parameters likeflux, fouling ratio,flux recovery, relativeflux, and rejection rate. Purewater
flux, permeateflux,flux recovery, fouling ratio and rejectionof humic acid ofmembranes increased in
the presenceofmore hydrophilic Bentonite particles because of improved hydrophilicity. Total fouling
was also affected, and irreversible fouling decreased in the presence of nanoparticle.However,
agglomerationwas observed between inorganic nanoparticles for 1.5wt%. Somembraneperformance
starteddecreasing by adding hydrophilic Bentonite nanoparticlesmore than 1%.

Introduction

Membrane separation processes are one of themost widely used technologies for water treatment because of
their advantages of continuous and low-cost operation, easy to scale up, requiring less time and energy for the
separation of undesired substances from rawwater.Membrane separation processes do not involve heating and
therefore use less energy than conventional thermal separation processes such as distillation, sublimation or
crystallization [1, 2]. The efficiency ofmembrane separation processes depends on the selectedmembrane
material, preparationmethod, and operating conditions. Usually polymeric and ceramicmaterialsmade
membranes are used for application. Presently, a lot of commercialmembranes are available,made of various
polymers, such as, polytetrafluoroethylene [3], polysulfone [4], polyacrylonitrile [5], polyethylene [6], polyvinyl
chloride [7], poly-ether-sulfone [8] and polyvinylidene fluoride (PVDF) [9].

Besides various advantages,membrane fouling is amajor concern for amembranemanufacturer, which can
critically reducemembrane performance [10]. In general, the strong hydrophilicity ofmembrane surface is
desirable tominimize themembrane fouling caused by the adsorption of soluble natural organicmatters and
microorganisms, but hydrophilic polymers lack the requiredmechanical properties which are urgently required
to increase the lifespan ofmembrane during backwashing or airflushing formembrane regeneration once the
fouling occurs. Therefore, increase in the hydrophilicity andmechanical property for themembrane is ofmajor
concern for its potential practical application in the desired industrial ormunicipal areas [11, 12]. Polymer
composites have shown an attractive solution tomitigate this problem.Many research studies have been done
on polymer based composites for variety of applications [13–24]. Various researchers have prepared porous
polymericmixmatrixmembranes usingmany different nanomaterials to investigate their effect on antifouling
properties and performance ofmembrane. Incorporation of these nanomaterials increases pore structure,
higher hydrophilicity, surfacemorphology, strengthwhich in turn results in better performance and antifouling
nature ofmembrane [25–31].
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In our previous published study [32], a polyvinyl chloride (PVC,MW=80 000) basedmembranewas
prepared and changes in it physical, chemical andmechanical properties were studied by blending different
concentration ofHydrophilic Bentonite (HB) containingmajorly aluminium and silica. Then prepared
membranes were characterized using different characterization instruments and techniques. Scanning electron
microscope (SEM)was used for study of surfacemorphology and porous structure ofmembrane, x-ray
diffraction(XRD) and Energy-dispersive x-ray spectroscopy EDXwas used to verify the presence of bentonite
content in polymermatrix, Drop shape analyzer (DSA)was used to determine contact angle for estimating
change in hydrophobicity of compositemembranes keeping size of water drop 0.3 mmandultimate tensile
machine (UTM) formechanical properties of compositemembranes as reported in previous study.

In this researchwork, the performance of differentmembranes prepared in labwas studied. Three feed
samples of different concentrations ofmodel organic foulant i.e. humic acidwere prepared in lab.Humic acid
(HA) is one of themajor constituents of natural organicmatter present in surface water. These elements are
hazardous to human health and can dizziness, headache. It can also hamper central nervous system for a short
period. Since it is so harmful to human health, it becomes essential to removeHA fromwater tomitigate its
effect on human health [33, 34]. Performance ofmembranes was studied in terms of Flux, filtration capacity in
terms of rejection and anti-fouling behaviorwas checked by calculating flux recovery and fouling ratios.

Materials andmethods

Materials
Humic acid powderwas purchased fromSigma-Aldrich and dilutedwith distill water to prepare synthetic
wastewater for experiments. It was used as receivedwithout any further treatment.

Filtration experiments
A lab-scalefiltration setupwas fabricated to perform thefiltration experiments using preparedmembranes for
study.Membranes of different compositions (table 1)were prepared in lab, and then thesewere cut in spherical
shapewith effective diameter of 5 cm and fitted to themembrane cell. A newmembrane can be compacted by
applied pressure during the separation process, which in turn decreases the fluxwithoutmembrane fouling. To
eliminate the effect of compaction onflux,membranes were subjected to pure waterfirst until a steady-state flux
was attained. For this,membranes werefirst wetted for a half-hour at a transmembrane pressure of 1 atm and
then at steady state purewater fluxwas calculated.

Humic acidwas used as foulant to study the performance ofmembranes. Three different feeds of wastewater
containing humic acid in concentration 10, 20 and 40 mg l−1 were prepared and filtered through the
membranes. Initially, the systemwas run over pure water only thenHumic acid solutionwas filtered. Purewater
flux, permeate flux containingHA in feedwas calculated using following equation [35]:

= ( )J
V

At
1

Where J: water flux (PWF), V: the volume ofwater permeated, A:membrane area, and t: the time.
Fluxes obtained for purewater, andHA solutionwere denoted as J0 and JP. After completion of experiment

membranewas again subjected to pure water to check the change in the performance of themembrane after
fouling and purewaterfluxwasmeasured. After this foulant layer deposited atmembrane surface was scrapped
andmembranewas backwashed. Later purewaterwas again run onmembrane system and the fluxwas
measured. Fluxes, calculated in those situationswere denoted as J1 and J2 respectively.

With the help of the threeflux information, fouling parameters of themembrane such as total fouling ratio
(TFR), reversible fouling ratio (RFR), irreversible fouling ratio (IFR) andflux recovery (FR)were calculated.

Table 1.Composition of dope solution formembrane preparation.

Membrane

PVC

(wt%)
PVP

(wt%) HB (wt%)
DMAc

(wt%)

M1 19 1 0.0 80.0

M2 19 1 0.5 79.5

M3 19 1 1.0 79.0

M4 19 1 1.5 78.5

M5 19 1 2.0 78.0

2
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Following equationswere used tomeasure the above parameters [36]:

=
- ( )TFR

J J

J
20 1

0

=
- ( )RFR

J J

J
32 1

0

=
- ( )IFR

J J

J
40 2

0

*= ( )FR
J

J
100% 52

0

The concentration of humic acid at feed and permeates were calculated using spectrophotometric analysis and
noted asCF andCP. These concentration values were used tomeasure percentage rejection through the
membrane as follows [36]:

= -
⎡
⎣⎢

⎤
⎦⎥ ⁎ ( )Rejection 1

C

C
100% 6P

F

= ( )J

J
Relative flux 7P

0

Result and discussions

Flux studies
After the initial purewaterfluxmeasurement J0, themembrane systemwas subjected to thehumic acid solution and
flux for eachmembranewas calculated.Values of J0, JP, J1, and J2were calculated for all three types of feeds containing
10, 20 and40mg l−1HAsolution and shown infigure 1. For each feed freshmembranewasused forfiltration so that
the comparisonoffluxes couldbedoneproperly. Itwas observed thatflux forhumic acidwas lower than thepure
waterfluxdue topresence of humic acidparticle in the feed stream,which creates extra resistance tomembrane and
decreases theflux.However,flux forhumic acid solutionofM2 ismuchhigher than theneat PVCmembraneM1.As
found inourprevious study [32], themeanpore size, aswell as pore count, increased inM2which in-turn improved
total pore areamuchhigher thanM1.Thehigherfluxvalues ofM2were becauseof this reason. Suchchange influx
relative to pore size and improvedhydrophilicitywas alsoobservedbyGhazanfari et al in their study [37]. It also
increasedwith increasing content ofHB inM3and starteddecreasing inM4 andM5.This improvedfluxofM2,M3

was the result of improvedhydrophilicity and total pore area ofmembranebut because of particle agglomeration
tookplacewithhigher concentrationofHB,which in turn results inpore blockagewhichdecreases the total pore area
throughwhichwater passes through themembrane from feed side to permeate side. In a separate study similar

Figure 1.Purewaterfluxes and permeatesflux for feed conditions 10, 20 and 40 mg l−1Humic acid solution.
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patternwas foundbyRabiee et al [38]byusingTiO2nanoparticle asfiler toprepare compositemembrane and found
at highTiO2 content, nanoparticlesmay cause pore blockage of themembranes,which leads to lowerwaterflux. Flux
through themembranedirectly depends on this area, so as thepore area decreasedflux start declining inM4 andM5.

A similar patternwas also observed for calculating J1 and J2. Flux valueswerehighest forM3but lower values found

Figure 2. (a): Fouling ratio for 10 mg l−1Humic acid feed solution.(b): Fouling ratio for 20 mg l−1Humic acid feed solution.
(c): Fouling ratio for 40 mg l−1Humic acid feed solution.
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forM4 andM5. Still theseweremuchhigher thanneatPVCmembraneM1. So itwas found that addingHB improve
thefluxofmembrane relative toneatmembraneM1andoptimumperformancewas foundatHBconcentration1%
whichwas also supported bymorphological studies.

As the totalHA content is increased in feed solution to 20 and 40 mg l−1, it was observed thatflux declined to
lower values for every situation. As the concentration is increased,more foulant was restricted by themembrane
at feed side. Thismay increase resistance ofmembrane filtration due to pore blockage as well as concentration
polarization due to formation of cake layer. After cake layer removal and backwashingwhenmembranes were
subjected to pure water. Again, it was shown that pure waterflux J2 at this condition is slightly lower to J0. This
reduction offluxwas occurred because of irreversible fouling caused by foulant to themembrane.However, this
fluxwas stillmuch higher than the flux J1 for all three feed conditions.

Antifouling properties
Membrane fouling is expressed as either reversible or irreversible fouling but TFR, RFR and IFRwere the
parameters to express the fouling behavior ofmembrane. Values of TFR, RFR and IFRweremeasured in all
three feed conditions and shown infigures 2(a)–(c) respectively. For feed concentration 10 mg l−1membrane

Figure 3. (a): Flux Recovery for 10, 20 and 40 mg l−1Humic acid feed solution. (b): Rejection for 10, 20 and 40 mg l−1Humic acid
feed solution.
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M3has shown lowest fouling as it was expected for this sample.Major fraction of foulingwas because of
reversible foulingwhichwas 73.53%, 69.10%, 61.01%, 66.76% and 66.73%of total fouling ofmembranes
M1-M5 respectively. Irreversible fouling, however, was highest for themembraneM3. Few researchers have also
reported such change in total foulingwhile studying performance of compositemembranes [36, 39].

For 20 mg l−1 feed sample, total foulingwas higher than 10 mg l−1 feed for allmembrane samples. It was
expected because of higher amount of foulant wouldmake a thick layer of cake on the feed sidemembrane
surface and increase the resistance created because of concentration polarization.However, heremost of the
foulingwas reversible as the cakewas removed andmembranewas backwashed. Reversible fouling for this
conditionwas ranged between 68%–77%of total fouling for all five samples. Absolute values of irreversible
foulingwere also observed higher for 20 mg l−1 as compared to 10 mg l−1, which showed that some small pores
were blockedmore easily in the presence of higher amount of foulant available in feed [35].

Similarly, for feed 40 mg l−1, we found the same pattern that total fouling, as well as irreversible fouling,
increased. Allmembranes showed themajor role of reversible fouling in creating total fouling exceptmembers
M3. Thismembrane showed almost equal ratio of both fouling types in total fouling. Thismembrane showed
higher reversible fouling because of smaller range of pores whichwere easily fouled by foulant.However,M3 still
had lowest total fouling among all samples.

Rejection rate andflux recovery
Theprimary aimof anyfiltrationoperation is tofilter outmaximumpossible targetedparticle from the feed solution.
For study themembraneperformance, rejection ratewas calculatedusing equation (6).Data obtainedby calculations
is shown infigures 3(a)–(c) for all three feed conditions respectively. Thehighest rejectionwas observed forM3

membrane in10mg l−1 feed condition. Sincemeanpore size ofM3 is smallest, so itwas obvious for thismembrane to
show themaximumrejection rate.A similar patternwas found innext two feed conditionbut this time rejection rate
declined. Increased total fouling couldbe themain reason for this decrease in rejection rate.

Another parameter to study fouling, i.e.,flux recovery was also calculated using equation (5) and shown in
figures 3(a)–(c). Flux recovery is reversely proportional to irreversible fouling.Higher irreversible fouling result
in low recovery and lower irreversible fouling reflects the higherflux recovery [29, 37]. Ghazanfari et al reported
that the flux recovery increased from69% to 86%when the filler content was increased in base composite
membrane. As the reversible fouling is increasedwith high amount of humic acid in feed, flux recovery also
declined. For condition 10 mg l−1, it was highest formembraneM1 and valued for 95.93%and reduced to
94.86%and 91.18% for feed 20 mg l−1 and 40 mg l−1 respectively.

Relativeflux
Relative flux is a parameter to observe howflux varies through amembranewhen it is subjected to real operation
as compared to purewater flow. This is a fractional value and ratio offlux of humic acid solution to purewater
flux [28]. As it is shown infigure 4, for 10 mg l−1 solution relative flux varies between 0.89–0.92.0.92was highest

Figure 4.Relative flux ofmembranes for all three feed condition.
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relative flux formembraneM3. But as the amount of humic acidwas increased in feed, flux through the
membrane decreased because of various resistances provided bymembrane and cake layer to the flow. For
40 mg l−1 feed solution, relative flux dropped to a vary law value 0.79 formembraneM5.

Conclusion

After understanding the variation in physical and chemical properties of PVC/HBmembranes in our study,
nowwe examined the effect of varying inorganic nano-filler on the performance of PVCmembrane.Humic acid
a commonnatural organicmatter present in surfacewater was used as foulant to study themembrane
performance. Three different feed samples of 10, 20 and 40 mg l−1 was used to checkmembrane performance.
MembraneM3 containing 1%hydrophilic Bentonite showed the highest flux among allfive samples. Total
fouling ratiowas least for thismembrane sample rejection rate was higher even in high concentration feed
samples. Highestflux observed inmembraneM3 for feed containing 10, 20 and 40 mg l−1 humic acidwas 356.1
LMH, 343.8 LMHand 315.7 LMHrespectively.
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A B S T R A C T   

In this current study, the process variables i.e., the concentration of RBO (2–4%), pH (4–10), and incubation time 
(4–11 days) for the preparation of rhamnolipid biosurfactant based on Pseudomonas aeruginosa MTCC 424 and 
rice bran oil (RBO) were analyzed using response surface methodology-central composite design (RSM-CCD). At 
5.02% of RBO, 7.3 pH, and 9.5 days of incubation time, maximum biosurfactant production was achieved. The 
process parameter was strongly affected by RBO, followed by the marginal effect of time and pH of incubation. 
The optimized biosurfactant was further analyzed using various techniques viz. surface tension measurement, 
Fourier transform infrared spectroscopy (FTIR), emulsifying ability test and oil displacement technique. As 
compared to synthetic chemical surfactant, the lower critical micelle concentration (CMC) (28.5 mN/m), 
impressive oil-free zone displacement (17.26 ± 0.18 cm2) and benchmark emulsifying ability demonstrated the 
perfect use of the biosurfactant for oil recovery applications.   

1. Introduction 

At modern junction, massive uses of non-biodegradable toxic syn-
thetic surfactants have drawn the attention of the scientists to fabricate a 
new biodegradable surfactant material for petroleum, detergent, food 
and soap industries applications (Singh et al., 2019). Generally, Pseu-
domonas, Bacillus, Rhodococcus and Candida genera are the most reliable 
biosurfactant used for various applications (Singh et al., 2019). The 
inherent virtues of biosurfactant materials made them suitable options 
for numerous applications such as food industry (Nitschke and Silva, 
2018), agriculture (Sachdev and Cameotra, 2013), microbial oil recov-
ery (Geetha et al., 2018), nanotechnology (Singh et al., 2017), and water 
remediation (Sharma et al., 2018), respectively. Hence, microbial bio-
surfactant materials are the perfect replacement of synthetic surfactant 
materials for environmental consideration. Although, the commercial 
success of biosurfactants is limited by the higher production cost of the 
synthesized materials. 

The extensive use of vegetable oils for the domestic purposes in India 
creates environment imbalance conditions on disposal. The annual 
production of vegetable oils in India is 23 million metric tons. In 

particular, a set of many vegetable oils such as mustard oil, sunflower 
oil, olive oil, rice bran oil, flaxseed oil, groundnut oil, palm oil, and 
sesame oil have been used for household purposes (Singh et al., 2019). 
However, the frequent use of vegetable oils encourages food safety and 
standards authority of India to fix the percentage limit i.e., 25% of polar 
compounds in the vegetable oils for preventing the health issues 
(Pathania and Jana, 2020). In addition, the problem associated with 
waste cooking oil is forming clogs in the pipe of the sewage system and 
damage the functioning of the reliable system. Hence, surging the use of 
cooking oils is breaching many environmental aspects. The strong needs 
to minimize the waste cooking oil and providing low cost biosurfactant 
materials trigger many scientists to provide the significant use of waste 
oil materials for regulating the environment aspects. In addition, many 
researchers have used waste vegetable oils for the production of bio-
surfactants (Cruz et al., 2018; Jimoh and Lin, 2020; Mitsui et al., 2019). 
Some researchers have also suggested the production of fatty acids from 
waste cooking oil. 

Many authors have used waste vegetable oils such as rice bran oil, 
and soya bean oil, to attain the promising lower surface tension value 
and enormous emulsifying ability for various applications. The authors 
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of this paper proved the perfect use of waste frying oil for the production 
of rhamnolipid using Pseudomonas aeruginosa as a microbial material 
(Pathania and Jana, 2020). Authors synthesized the rhamnolipid from 
Pseudomonas aeruginosa for enhanced oil recovery applications (Sharma 
et al., 2018). Ozdal et al. (2017) optimized the production of rhamno-
lipid prepared from Pseudomonas aeruginosa OG. In this study, the au-
thors have used waste frying oil and chicken feather peptone materials 
as carbon sources. Deepika et al. (2016) optimized the production of 
biosurfactant prepared from Pseudomonas aeruginosa KVD-HR42. Kumar 
et al. (2015) applied Plackett–Burman design for the production of 
biosurfactant from Pseudomonas aeruginosa 2297 using sawdust and 
glycerol as a carbon source. Costa et al. (2010) studied the structural 
properties of the rhamnolipid produced from Pseudomonas aeruginosa 
L2-1. Kiran et al. (2010) prepared a novel lipopeptide biosurfactant 
material from marine Brevibacterium aureum for oil recovery applica-
tions. Till today, no experimental work has been conducted for opti-
mizing the characteristics simultaneously (pH, incubation time and 
concentration of rice bran oil) of a biosurfactant based on Pseudomonas 
aeruginosa and rice bran oil using CCD coupled RSM technique for oil 
recovery applications. 

By using mathematical and statistical tools, RSM is the best strategy 
to optimize the characteristics of the desired product simultaneously. 
Furthermore, RSM is the best alternative over time-consuming tradi-
tional approaches by offering the combined effects of all process vari-
ables to obtain remarkable responses. In this system, the RSM program 
provides a set of experiments. In addition, after successfully performed 
the desirable set of experiments, response data sheets are filled 
accordingly. CCD-RSM is used the response data for analyzing the 
behavior of the system. So, the key function of CCD-RSM is to optimize 
the independent variables for maximizing the dependent variables 
(Mohamed et al., 2018). 

In this current study, a biosurfactant is synthesized using Pseudo-
monas aeruginosa and rice bran oil with a various set of experiments 
generated by CCD-RSM. The independent variables are pH, incubation 
time and concentration of rice bran oil, respectively. Moreover, the 
response is biosurfactant yield. In order to visualize the combined effects 
of all process variables, a quadratic model has been applied to observing 
the relationship between process variables and process output. The ac-
curacy of the model was confirmed using analysis of variance (ANOVA) 
analysis. The optimized biosurfactant was analyzed using surface ten-
sion measurement, emulsifying ability, FTIR analysis, and oil displace-
ment analysis. 

2. Materials and method 

2.1. Materials 

Biosurfactant Pseudomonas aeruginosa MTCC 424 was purchased 
from the Institute of microbial Technology, Chandigarh, India. The 
culture was kept at a temperature of 4 ◦C for a period of 24 h for syn-
thesis process. Agro-industrial residual oil i.e., rice bran oil was collected 
from the M/s Kanpur Edibles Private Limited, Kanpur, India. The re-
sidual was extracted using Soxhlet extraction method at a temperature 
of 68 ◦C for a period of 2 h. Rice bran agro-industrial residual oil was a 
key source of carbon in this paper. All required chemicals KH2PO4, 
K2HPO4, NaNO3, MgSO4⋅7H2O, KCl, CaCl2, FeSO4⋅7H2O, H3BO3, 
CoCl2⋅6H2O, CuSO4⋅5H2O, MnSO4⋅H2O, [NH4]6Mo7O24, and ZnSO4 
were procured from Qualikems Fine Chem Private Limited, Gujarat. 

2.2. Experimental design matrix for green biosurfactant using CCD-RSM 

In this study, CCD-RSM was selected to attend the maximum yield of 
biosurfactant for oil recovery applications. RBO, pH, and incubation 
time were chosen as independent variables and the range of RBO 
(2–6%), pH (4–10) and incubation time (4–11 days), respectively 
(Razali et al., 2013; Tan et al., 2008). 

The experimentally calculated actual values were very closely the 
predicted values provided by the CCD-RSM design are representing the 
accuracy of this model (Stat-Ease design software version-11) (Table 1). 
The maximum biosurfactant yield (g/L) is exhibiting the optimum 
combinations of process variables. 

2.3. Cultivation of seed 

The nutrient enriched agar slant was transferred to sterilized Erlen-
meyer flask for the preparation of seed culture using 250 ml of nutritive 
broth. The required composition of nutritive broth is 1.07 g/L of beef 
extract, 2.05 g/L of yeast extract, 5.04 g/L of peptone, 5.02 g/L of NaCl, 
15.10 g/L of agar and 1.0 L of distilled water, respectively, at pH 7. The 
cultures were developed under orbital agitation in the nutrient rich 
broth at a temperature of 32 ◦C with 100 rpm for the period of 16 to 18 h. 
Further, 3% (v/v) cell concentration has used a inoculum for the syn-
thesis of biomass (Chaprão et al., 2018; Nawawi et al., 2010). 

2.4. Isolation of Pseudomonas aeruginosa MTCC 424 

The isolation process for microbes was occurred by employed the 
enrichment method. In this method, bacterial broth (3%) was inoculated 
in the agro-industrial residual oil i.e., rice bran oil carbon source (4%) 
supplemented with a minimal salt medium. The desired salt composition 
of minimal salt medium is 3 g/L of KH2PO4, 2.5 g/L of K2HPO4, 2.5 g/L 
of NaNO3, 1 g/L of MgSO4⋅7H2O, 1 g/L of KCl, 0.02 g/L of CaCl2, and 1 
ml/L of trace elements, respectively. In addition, the required compo-
sition of trace element solution is 0.12 g/L of FeSO4⋅7H2O, 0.227 g/L of 
H3BO3, 0.39 g/L of CoCl2⋅6H2O, 0.018 g/L of CuSO4.5H2O, 0.015 g/L of 
MnSO4⋅H2O, 0.027 g/L of [NH4]6Mo7O24, and 0.177 g/L of ZnSO4 
(0.177 g/L), respectively. The incubation process for the synthesis of 
biosurfactant cell was carried out at a temperature of 32 ◦C with 100 
rpm for a period of 7 days (El-Sheshtawy et al., 2015; Moshtagh et al., 
2019; Silva et al., 2010). The molecular weight of the synthesized bio-
surfactant is in the range of 1023–1071 (Suthar and Nerurkar, 2016). 

2.5. Analysis techniques for synthesized biosurfactant 

2.5.1. FTIR analysis 
To study the functional group present in the green biosurfactant 

prepared from rice bran oil, FTIR analysis for biosurfactant was recor-
ded. In this test, the sample material is prepared in pellet form and 
scanned over the wavelength range of 4000–500 cm− 1 in the 

Table 1 
Actual value of biosurfactant response using CCD-RSM.  

Run Range of process variables Actual value of response 

RBO (%) pH Incubation time (days) Biosurfactant yield (g/L)  

1  6.00  10.00  11.00  4.85  
2  4.00  7.00  7.50  5.99  
3  6.00  7.00  7.50  5.8  
4  2.00  4.00  4.00  2.96  
5  4.00  7.00  4.00  5  
6  2.00  4.00  11.00  3.2  
7  4.00  7.00  7.50  6.2  
8  6.00  10.00  4.00  3.8  
9  4.00  4.00  7.50  3.9  
10  4.00  10.00  7.50  4.45  
11  4.00  7.00  7.50  6.24  
12  6.00  4.00  11.00  4.1  
13  2.00  7.00  7.50  4.5  
14  2.00  10.00  11.00  3.3  
15  4.00  7.00  11.00  5.7  
16  4.00  7.00  7.50  5.9  
17  2.00  10.00  4.00  3.1  
18  4.00  7.00  7.50  6.2  
19  4.00  7.00  7.50  6.4  
20  6.00  4.00  4.00  3.01  
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transmittance mode. The specification of FTIR machine is Thermo- 
Nicolet 5700, USA (Lan et al., 2015). 

2.5.2. Emulsifying index 
In order to elucidate the emulsifying ability of the prepared bio-

surfactant, the emulsifying capacity was examined using the emulsifying 
index. The emulsifying ability is calculated by adding 2 ml of oil with 2 
ml of cell free broth in a test tube. In addition, the test tube containing 
solution is vortexed at high speed for 5 min and left for 24 h. The 
emulsifying ability is determined by using following equation (Ferhat 
et al., 2017). 

Emulsifying Index =
Height of emulsion formed∗1000

Total height of the solution
(1)  

2.5.3. Surface tension measurement 
Surface tension of the synthesized biosurfactant was measured using 

the du Nouy ring tensiometer. Initially, the synthesized biosurfactant is 
collected from the fermentation media and placed in a sonicator for half 
an hour. Further, the resultant solution is kept in a centrifuge tube and 
centrifuged for half an hour. In this method, the platinum ring was 
carefully washed using acetone and red-hot heated in an ethyl alcohol 
flame for every concentration. critical micelle concentration (CMC) was 
investigated by plotting the graph between surface tension with 
different concentrations of biosurfactants. The procedure for measuring 
surface tension is repeated five times and using the averaged value for 
further investigation (Nawawi et al., 2010). 

2.6. Oil displacement analysis 

The oil displacement technique is an imperative technique the 

analyzing the behavior of biosurfactants for crude oil separation appli-
cations. In this technique, a real crude oil (10 μL) collected from IOCL, 
Mathura, India and poured in a glass plate and mixed with 40 ml of 
double deionized water. For analyzing the separation behavior of pre-
pared biosurfactant, 1% of biosurfactant (5 μL) is added in a glass plate. 
In addition, the real surfactants i.e., SDS and Triton X-100 were also 
added in separately in the same crude oil solution. After 24 h of incu-
bation period, the diameters of the oil free zones were determined. This 
test is repeated three times and using the averaged value of the oil free 
zone. The following equation has been used for determining the diam-
eter of the oil free zone (Deepika et al., 2016). 

Diameter of oil free zone (DOFZ) = π∗(radius)2 cm2 (2)  

2.7. Foaming characteristics analysis 

Foaming behavior analysis of optimized biosurfactant has been 
measured using of the Ross mile method (ASTMD 1173). The stability of 
foam height with time was demonstrated by observing the change in 
height in every 100 min (Wahyuningsih et al., 2019). 

3. Results and discussion 

3.1. ANOVA and RSM analyses for the yield of prepared biosurfactant 

3.1.1. Reliability check for CCD-RSM model 
The actual and predicted value graph for response depicts in Fig. 1. 

Actual value signifies the result obtained from experimental run and the 

predicted value illustrates the data originated from CCD-RSM tool. The 
actual value and the predicted value of response are very closer to each 
other. However, this is showing the correctness of the suggested model. 
Lu et al. (2009) also observed the similar outcomes in their published 
article. The reasonable R2 values 0.9707 for biosurfactant yield illus-
trates the outcomes fit appropriately with the generated value of 
response. 

3.2. Influence of process variables on biosurfactant yield 

The second order polynomial equation for biosurfactant yield pro-
vided by CCD-RSM software depicts in Eq. (3).   

Table 2 shows effective p and f values i.e., p value is less than 0.0001 
and f value is 36.80, prove the perfectness of the ANOVA analyzed 
suggested model. In the table, linear terms are A, B, C, interaction terms 
are AB, BC, AC, and quadratic terms are A2, B2, C2, respectively. The 
reliable p-values for A, C, B2 are <0.0001, <0.0001, 0.005, <0.0001, 
respectively. In addition, 0.30 standard deviation, and the difference 
between R2 predicted biosurfactant yield and R2 adjusted biosurfactant 
yield is less than 0.2 proven the correctness of RSM coupled CCD model 
(Xiangli et al., 2008). 

3D plots explore the maximum production of biosurfactant with 
different process variables like RBO (%), pH and Incubation time (day) 
(Fig. 2). At pH 7, biosurfactant production increases with surging the 
concentration of RBO from 2 to 4% (Fig. 2(a)). This illustrates the 
remarkable effect of RBO concentration on biosurfactant production. At 
incubation time 7.5 days, the yield of biosurfactant raises up to 4% of 
RBO concentration (Fig. 2(c)). Similar trend is observed in the interac-
tive pattern of pH and incubation time process variables for optimum 
production of biosurfactant (Fig. 2(e)). 

3.3. Validation of the model 

The optimized values provided by CCD-RSM i.e., 5.02% of RBO, 7.30 
pH, and 9.52 days incubation period were performed. The Predicted 
value of biosurfactant yield (g/L) is 6.2043, respectively. CCD-RSM 
provided the collective effects of all independent variables on the 
response and confirmed the desirable characteristics of the prepared 

Fig. 1. Relationship between actual value and predicted value of bio-
surfactant yield. 

YBY = − 7.0429+ 0.96319 A+ 2.39183 B+ 0.44148 C+ 0.0.27083 AB+ 0.030357 AC − 9.52381E − 004BC − 0.14443A2 − 0.17253B2 − 0.0308355C2 (3)   
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biosurfactant can be achieved at optimum condition. The experimental 
result at predicted independent variables is 6.216 g/L, respectively for 
biosurfactant yield. The negligible error in results explored the valida-
tion of the CCD-RSM model. 

3.4. FTIR analysis 

FTIR analysis is a very precise analytical technique that provides the 
collective information of all functional groups present in the bio-
surfactant. The structural information of the synthesized biosurfactant 
was analyzed using FTIR analytical technique by scanning the sample 
over 4000–500 cm− 1 wavelength range. 

In this FTIR analysis, the biosynthesized surfactant absorbed the 
infrared rays and generated various kinds of signals. In addition, that 
signal was examined by FTIR instrument and provides significant in-
formation about the functional groups present in the sample. Strong 
peak present at 3598 cm− 1 corresponds to stretching behavior of –OH 
group, respectively. The peak at 2987 cm− 1 represents the stretching 
vibration of methylene group, respectively. The peak at 1435 cm− 1 re-
veals the carboxylic group present in the sample, respectively. The peak 
at 1118 cm− 1 indicates rhamnose linkage exists in the sample, respec-
tively. The peak at 714 cm− 1 corresponds to alkyl group, respectively. 
The collective information shows the sample is made from rhamnolipids. 
Sharma et al. (2018) prepared the rhamnolipids produced from Pseu-
domonas aeruginosa for oil recovery applications and observed similar 
results in their published article. 

3.5. Emulsifying index 

In order to investigate the emulsifying ability of the synthesized 
biosurfactant on crude oil, petrol, kerosene, hexane, heptane and hex-
adecane, the emulsifying capability of biosurfactant was examined 
(Fig. 3). In addition, the market suitability of the biosurfactant was 
determined by comparing the emulsifying index with renowned SDS and 
Tween-80 surfactants. The emulsifying ability of biosurfactant is 69 for 
crude oil, 55 for petrol, 66 for kerosene, 57 for hexane, 68 for heptane, 
and 74 for hexadecane, respectively. The emulsifying ability of SDS is 50 
for crude oil, 51 for petrol, 62 for kerosene, 55 for hexane, 65 for hep-
tane, and 80 for hexadecane, respectively. The emulsifying ability of 
Tween-80 is 60 for crude oil, 58 for petrol, 59 for kerosene, 30 for 
hexane, 61 for heptane, and 57 for hexadecane, respectively. It can be 
concluded from outcomes that the emulsifying ability of biosurfactant is 
higher for hexadecane. Moreover, the emulsifying ability of the pre-
pared biosurfactant is showing comparable with other real chemical 

surfactants. Sharma et al. (2018) prepared the biosurfactant and 
observed similar results for enhanced oil recovery applications. The 
emulsion stability of the prepared biosurfactant is also checked and 
found 55 days that is remarkable as compared to 20 days of chemical 
surfactants. The reported results are assuring the perfect use of bio-
surfactants for oil recovery applications. 

3.6. Surface tension measurement 

The surface tension characteristic of the optimized green bio-
surfactants at different concentrations has been examined using Du- 
Nouy international tensiometer. The surface tension is 77 mN/m for 
20 mg/L, 69 mN/m for 40 mg/L, 59 mN/m for 60 mg/L, 45 mN/m for 
80 mg/L, 31 mN/m for 100 mg/L, 28.5 mN/m for 120 mg/L, 28.43 mN/ 
m for 140 mg/L, and 28.42 mN/m for 160 mg/L, respectively. These 
results reveal surface tension decreases significantly as surges the con-
centrations of optimized biosurfactant. In addition, this behavior reveals 
the absorption behavior of the material on the air-liquid interface. The 
critical micelle concentration (CMC) signifies the concentration of bio-
surfactant at which no further noticeable reduction in surface tension. 
The CMC value of synthesized and optimized biosurfactant is 28.5 mN/ 
m observed at 120 mg/L of biosurfactant. Moraes et al. (2002) explained 
the similar results in their published article. The CMC value of bio-
surfactant prepared from Pseudomonas species is normally ranged from 
50 to 200 mg/L, respectively (Kaya et al., 2014). Low value of CMC is 
correlated with remarkable ability of biosurfactant i.e., minimum bio-
surfactant is required to reduce surface tension. So as an outcome, the 
surface tension is 28.5 mN/m found at 120 mg/L of biosurfactant, 
respectively for enhanced oil recovery applications. 

3.7. Oil displacement analysis 

The oil displacement technique is an imperative technique the 
analyzing the behavior of biosurfactant for crude oil separation appli-
cations (Fig. 4). To visualize the ability of the prepared green bio-
surfactant, oil displacement technique was applied and the compared 
the quality with the market exist surfactant like SDS and Triton X-100. 
The DOFZ is 5.52 ± 0.2 cm2 for SDS, 10.12 ± 0.15 cm2 for Triton X-100 
and 17.26 ± 0.18 cm2 for prepared biosurfactant, respectively. Deepika 
et al. (2016) found 3.37 ± 0.12 cm2 in Pseudomonas strain prepared from 
mangrove sediments and observed similar result in their published 
article. The reported result assures the remarkability of the prepared 
biosurfactant for oil cleaning vessel applications. 

Table 2 
ANOVA analysis for biosurfactant yield from CCD-RSM model.  

Source Sum of squares df Mean square F-value p-Value 

Model 28.86  9 3.21 36.80  < 0.0001 Significant 
A-RBO 2.02  1 2.02 23.23  < 0.0007  
B-pH 0.54  1 0.54 6.23  0.0317  
C-Incubation time (days) 1.08  1 1.08 12.34  0.0056  
AB 0.21  1 0.21 2.42  0.1506  
AC 0.36  1 0.36 4.14  0.0691  
BC 8.000E-004  1 8.000E-004 9.178E-003  0.9256  
A2 0.92  1 0.92 10.53  0.0088  
B2 6.63  1 6.63 76.07  < 0.0001  
C2 0.39  1 0.39 4.50  0.0599  
Residual 0.87  10 0.087    
Lack of fit 0.71  5 0.14 4.33  0.0668 Not significant 
Cor total 29.74  19     
Std. dev. 0.30      
Mean 4.73      
C.V. % 6.24      
R2 0.9707      
Adjusted R2 0.9443      
Predicted R2 0.8808      
Adeq precision 15.109       
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3.8. Foaming characteristics of optimized biosurfactant 

The foaming property of the optimized biosurfactant at different 
concentrations was analyzed using foam analyzing instrument. The 
foaming characteristics is usually illustrates the unsteady state behavior 
of the materials. The foam height is 65 mm for 20 mg/L, 69 mm for 40 
mg/L, 76 mm for 60 mg/L, 79 mm for 80 mg/L, 85 mm for 100 mg/L, 88 
mm for 120 mg/L and 88 mm for 140 mg/L, respectively at 25 ◦C 
(Fig. 5). The foam height is normally depends on the hydrophilic func-
tional groups in the sample that minimizes the cohesive force present in 
the sample material. Wahyuningsih et al. (2019) reported similar results 
in their published article for enhanced oil recovery applications. The 
obtained results of optimized bio surfactant are showing reliable for oil 
recovery applications. 

4. Conclusion 

In this summary, the central composite design coupled with response 
surface methodology, is successfully applied for the preparation of 

Fig. 2. Three dimensional response surface and contour plots of biosurfactant yield showing the effect of (a) and (b) pH and RBO (%); (c) and (d) incubation time 
(day) and RBO (%); (e) and (f) incubation time (day) and RBO (%). 

Crude oil Petrol Kerosene Hexane HeptaneHexadecane
0

10

20

30

40

50

60

70

80

xednI
gniyfislu

mE
(%

)

Biosurfactant
SDS
Tween-80

Fig. 3. Emulsifying abilities of biosurfactant, SDS, and Tween-80 for 
various oils. 
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Pseudomonas aeruginosa MTCC 424 biosurfactant isolated from rice bran 
oil. The optimum values for concentration of rice bran oil, pH, and in-
cubation time were 5.02%, 7.30, and 9.52 days, respectively. The op-
timum value of the response using process inputs was 6.2043 g/L, 
respectively. However, the equable outcome with experimentally 
calculated value revealed the reliability of the CCD-RSM techniques. The 
benchmark emulsifying ability, lower CMC value, and remarkable oil 
displacement characteristics have confirmed the suitability for 
enhanced oil recovery applications. 
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Introduction
Surface active agents abbreviated as surfactants for

ease of communication and expression are amphiphilic com-
pounds of high relevance. Being amphiphilic compounds sur-
factants possess both hydrophilic and hydrophobic (lipophilic)
characteristics with strong surface activity1. The polar hy-
drophilic part has strong affinity towards polar solvents like
water, acetic acid, methanol, etc., whereas non-polar hydro-
phobic part has affinity towards non-polar substances such
as oils, fats, and greases2. Surfactants are extensively used
in the agricultural sector, foodstuff, cosmetics, medicine as
well textile industries and for enhanced oil recovery from the
rocks because of their ability to reduce overhead or interfa-
cial tensions3,4.

Nearly all commercial surfactants available today are
chemically synthesized from hydrocarbon feedstock5. These
surfactants are inherently toxic and non-degradable and of-
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ten result in an additional source of pollution to already de-
pleting natural habitat1. Since the beginning of 21st century,
increasing environmental awareness among consumers,
more stringent environmental regulations across the globe,
and advances in biotechnology have motivated the research-
ers and drawn the attention of industries as well to develop
environmentally friendly surfactants as potential alternative
to existing chemical surfactants6,7.

Biological surfactants often called as biosurfactants are
actually the biomolecules produced by a variety of microor-
ganisms on various carbon sources. Biosurfactants do have
both hydrophilic and hydrophobic affiliations just like con-
ventional chemical surfactants. The hydrophilic component
contains the carboxyl group of fatty acids or amino acids, the
hydroxyl group of saccharides, the phosphoryl group of phos-
pholipids, and peptides or proteins, whereas the hydropho-
bic part is comprised of hydrocarbon chain of saturated or



J. Indian Chem. Soc., Vol. 97, No. 11b, November 2020

2502

unsaturated fatty acids or sterol ring3,8,9.
The active research on biosurfactants started in the 1960s

that gained momentum over successive decades6. There is
no satisfactory reason known to researchers till today for the
microbial production of biosurfactants. Though conditions
favoring biosurfactant production by microorganisms have
been extensively studied and identified as carbon substrate,
pH, temperature, incubation time, air flow, salt, and the con-
centration of minerals such as nitrogen and phosphorus10.

Biosurfactants are highly versatile compounds with mul-
tifunctional properties such as dispersion, foaming and de-
tergency, emulsification and de-emulsification, moisturization,
penetration, thickening, wetting and coating, coagulation,
metal sequestration and corrosion inhibition1,9. Due to these
peculiar properties biosurfactants find potential applications
in agriculture, cosmetics, fertilizers, foods, beverages, phar-
maceuticals, textile processing, enhanced oil recovery,
bioremediation of organics and metals11,12. The growing in-
terest in biosurfactants is mainly due to their ability to offer
an alternative to chemically synthesized surfactants in terms
of properties and performance. A partial list of advantages
extended by biosurfactants include improved biodegradabil-
ity13, environmentally friendly14, low toxicity, non-hazardous9,
higher selectivity, mild production conditions using renew-
able materials and industrial waste/by-products as sub-
strates6,15, ability to function at extreme temperatures, pH
and salt concentrations11, and modification by biotechnol-
ogy and genetic engineering5.

There is lack of consistency in available data on value of
global biosurfactant market. Reis et al.7 reported the actual
worth of inclusive biosurfactant market place at USD 1.7 bil-
lion in year 2011. Now one market research group reported
the actual worth of global biosurfactant market in 2018 as
USD 1.6 billion16, whereas another research group reported
it as USD 4.7 billion for the same year17. The difference be-
tween the two values is quite big. One possible reason for
this anomaly might be involuntary ignorance of the terms
‘actual’ and ‘estimated’. Most market research groups have
predicted a composite twelve-monthly enlargement rate of
3.5–5.6% for global biosurfactant market for the period 2018-
2026. It would be worthwhile at this point to mention the size
of global surfactant market for the sake of comparison, which
was at USD 43.655 billion in 201718. It is evident from these
data that biosurfactants, despite their numerous advantages,

have not been yet able to seize an appreciable chunk of
surfactant market. The major factors affecting the commer-
cialization of biosurfactants are their high production cost
(three to ten times over that for chemical surfactant)4 and
low product yield5. All research efforts are now focused on
reducing the cost for raw material and downstream process-
ing in addition to increasing the product yield.

Mukherjee et al. (2006) suggested a three prong strat-
egy to perk up the economy of biosurfactant manufacture.
This includes exploiting high yielding strains, using cheap
agro industrial wastes with the right nutrient balance, devel-
opment of more efficient biochemical processes under opti-
mum process conditions, and cost-effective downstream pro-
cessing for maximum product recovery3. The intend of cur-
rent exertion was to make a comparative swot of biosurfactant
preparation by Pseudomonas aeruginosa MTCC 424 by
means of rice bran oil and soybean oil extracted from spent
bleaching earth discarded in a vegetable oil refinery. Differ-
ent nutritional and environmental parameters including con-
centration of carbon, pH of media, incubation time and tem-
perature were also studied for high biosurfactant yield. The
biosurfactants thus produced were first screened using oil
displacement method (ODM), the drop collapse method
(DCM), the cetyltrimethyl ammonium bromide (CTAB) agar
plate method, emulsification index (EI24) and the surface
tension (SFT) measurement and then characterized by vari-
ous techniques such as Electro spray ionization-mass spec-
trometry (ESI-MS), Fourier transform infrared (FTIR) spec-
troscopy, Nuclear magnetic resonance (NMR) and Thin-layer
chromatography (TLC).

Materials and methods
Chemicals:
All chemicals were of analytical or highest available grade

purchased from Qualikems Fine Chem Private Limited,
Gujarat and were used without further purification. Standard
rhamnolipid biosurfactant (95% purity) was procured from
Sigma Aldrich.

Agro-industrial feedstocks:
Two spent bleaching earth samples, one containing rice

bran oil and the other containing soybean oil in range of 14–
25%, were received as a generous gift from M/s Kanpur
Edibles Private Limited, Kanpur, India. Residual oil in the
spent bleaching earth was extracted by soxhlet extraction
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method using hexane as solvent. The optimum extraction
temperature was 68ºC and the optimum time was 2 h. The
residual oil was used as sole carbon resource or substrate in
this study.

Organism:
Pseudomonas aeruginosa MTCC 424 culture was ac-

quired from Microbial Type Culture Collection and Gene Bank
(MTCC), Institute of Microbial Technology (IMTECH),
Chandigarh, India. The culture was preserved on nutrient
agar tilt at 4ºC for 24 h prior to further investigation.

Cultivation of seed culture:
The strain from 24 h culture on nutrient agar tilt was relo-

cated to untainted Erlenmeyer flask containing 250 mL nutri-
tive broth to get ready the seed ethnicity for biomass prepa-
ration. The nutritive broth was prepared as per following com-
position: beef extract (1.07 g/L), yeast extort (2.05 g/L), pep-
tone (5.04 g/L), NaCl (5.02 g/L), agar (15.10 g/L) and distil
water (1.0 L) at pH 7.0. The microbial cultures were grown-
up in this broth under orbital agitation at 100 rpm and 32ºC
for 16 to 18 h. The optical-density of the broth was measured
at regular intervals by a spectrophotometer at wavelength of
600 nm (OD600) until it reached a value of 0.7 equivalent to
the inoculum of 107 colony form units (CFU)/mL. The cell
concentration of 3% (v/v) was used as inoculum for biomass
preparation15,19–21.

Biosurfactant preparation, recovery and purification
Production medium:
Biosurfactant preparation was accomplished in two iden-

tical 3 L Erlenmeyer flasks each containing 1 L mineral salt
medium of following composition22: KH2PO4 (3.0 g/L),
K2HPO4 (2.5 g/L), NaNO3 (2.5 g/L), MgSO4.7H2O (1.0 g/L),
KCl (1.0 g/L), CaCl2 (0.02 g/L), and trace elements (1 ml/L).
The trace element solution concentration was FeSO4.7H2O
(0.120 g/L), H3BO3 (0.227 g/L), CoCl2.6H2O (0.39 g/L),
CuSO4.5H2O (0.018 g/L), MnSO4.H2O (0.015 g/L),
[NH4]6Mo7O24 (0.027 g/L) and ZnSO4 (0.177 g/L). The bac-
terial broth (3% v/v) was inoculated into the mineral salt me-
dium supplemented with 4% residual rice bran oil (RRBO)
and 6% residual soybean oil (RSBO) in respective flasks as
sole carbon source for a comparative study. The medium
had pH synchronized at 7.2 by addition of HCl or NaOH23

and an air supply of 3 Lpm was maintained24. Incubation for

biosurfactant preparation was carried out in incu-shaker at
32ºC and 100 rpm for a seven days.

Biosurfactant recovery and purification:
Most researchers have followed the acid precipitation-

cum-solvent extraction method to recover biosurfactant from
broth culture4,5,15,20,22,25–28. After seven days of incubation,
the broth customs containing RRBO as sole carbon source
was centrifuged at six thousand rpm for 30 min to attain the
cell free supernatant. The cell free supernatant was then
acidified with 6 N HCl to pH 2.0 and held at 4ºC overnight
with effervescent stirring in magnetic stirrer until rudimen-
tary biosurfactant pellets appeared. The pellets were recov-
ered from acidified broth by centrifugation at 8000 rpm for 20
min. The pellets were then dissolved in distilled water and
modified to pH 7.0 with 1 N NaOH. Now the organic layer of
the solution containing biosurfactant was separated by sol-
vent extraction method. To do this, an equal volume of chlo-
roform and methanol solvent mixture in 2:1 (v/v) proportion
was mixed together. The resulting solution was vigorously
stirred for 20 min and allowed to settle until phase separa-
tion. The organic layer was separated and the process was
further repeated twice. Any remaining solvent from
biosurfactant was removed by rotary evaporator. The
biosurfactant thus obtained was dried in an oven at 105ºC
for 24 h and a brownish biomass product was obtained. The
biosurfactant concentration was dictated by seperating the
weight of the dried biosurfactant with the absolute volume of
unrefined biosurfactant solution and expressed in terms of
rhamnose mg/mL (dry weight)14. Same procedure was fol-
lowed to recover biosurfactant from the broth culture con-
taining residual soybean oil as sole carbon source.

Test methods for biosurfactant screening and character-
ization:

The cell free supernatants from two broth cultures were
initially screened for successful preparation of biosurfactant
using ODM, DCM, CTAB agar plate method, EI24 and SFT
measurement. ESI-MS was used to analyze the RRBO and
RSBO used in the study as sole carbon sources. The sub-
stance design and biosurfactant product composition was
measured with the help of FTIR, NMR and TLC methods.

Screening for biosurfactant production
Oil displacement method (ODM):
Oil displacement activities of two cell free supernatants
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were determined by using the now widely recognized classic
method described by Morikawa et al.8. The tests were per-
formed in 150 mm diameter Petri dish filled with 40 ml of
distilled water. Further 20 microliter of diesel oil was put onto
the surface of the distilled water to form a thin film. 10 L of
supernatant sample was softly put in the centre of the oil
film. The formation of a clear zone by displacement of oil
indicated the successful preparation of biosurfactant and the
diameter of this circle gave a measure of biosurfactant activ-
ity. Tests were run in triplicate and the average clear zone
diameters were reported1.

Drop-collapse method (DCM):
The qualitative drop-collapse tests were performed in

standard 96-well (8 mm i.d.) microtiter plate (12.7×8.5 cm)
polystyrene lids. The lids were carefully cleaned using hot
water and ethanol, and was further dried before use. Each
well was layered with 2 L of HP Milcy Turbo 15W-40 engine
oil and left for 24 h at ambient conditions to confirm a consis-
tent covering. 5 L cell free supernatant was carefully trans-
ferred into the center of each well using a glass syringe held
at an angle of 45º. The drops were observed after 1 min with
the help of a magnifying glass23. If the drop collapsed and
spread out completely over the surface of oil, the result was
considered as positive (+) for biosurfactant preparation. If
the drop remained beaded, the result was considered as
negative (–) indicating lack of biosurfactant preparation29.

Cetyltrimethyl ammonium bromide (CTAB) agar plate
method:

Mineral salt medium (MSM) supplemented with 4% RRBO
and 6% RSBO as carbon source and 0.5 mg.ml–1 CTAB and
0.2 mg.ml–1 methylene blue were used for determination of
rhamnolipid biosurfactant. Different wells each of 4 mm dia
and equally distant apart were made in blue agar plate using
a cork borer. 30 L of culture extract were charged into speci-
fied wells and incubated at 32ºC for 48–72 h. Development
of dark blue halos around the bacterial strains is an indica-
tion of presence of rhamnolipid biosurfactant1,30. CTAB agar
plate method is basically a colorimetric technique in which
colour reactions are carried out by binding a dye to the
rhamnolipid biosurfactant. Here the cationic surfactant CTAB
and the basic dye methylene blue form an insoluble ion pair
with anionic rhamnolipid biosurfactant12.

Emulsification index (EI24):
Emulsification activities of the two cell free supernatants

were analyzed by using the time honored Cooper and
Goldenberg method15. According to which, 2 mL of HP Milcy
Turbo 15W-40 engine oil as a liquid hydrophobic compound
was added to approach volume of cell free culture stock in a
graduated screwcap test tube. The blend was twirled at high
velocity for 2 min and afterward permitted to make due with
24 h at room temperature. EI24 was then dictated by isolat-
ing the tallness of the emulsified layer by the absolute blend
stature and duplicating this outcome by 1005,19,20,31,32.

Emulsification index (%EI24) = [Height of the emulsified
layer/Total height of the mixture]×100 EI24 is used to deter-
mine the ability of biosurfactant to emulsify the non-polar
hydrophobic phase in polar hydrophilic phase. A good emul-
sifier should be able to retain at least 50% of initial emulsion
volume after 24 h of its formation. The good emulsification
activity of a biosurfactant is of paramount importance for its
successful environmental and industrial application31.

Surface tension (SFT) measurement:
SFT measurements for two cell free supernatants with

different carbon sources were made at the intervals of 24 h
using a surface tensiometer (Usha Instruments, Kolkata) at
room temperature following du Nuoy methodology as dis-
cussed by Bodour and Miller-Maier23. 20 mL volume of each
decontaminated surfactant arrangement was moved into a
spotless 50 mL measuring utencil and set onto the tensiom-
eter stage.

A 6-cm du Nuoy platinum wire ring was drenched into the
solution and the power needed to get it through the fluid air
interface was recorded from the graduated dial as surface
pressure (dyn/cm). Between every estimation, the platinum
wire ring was flushed multiple times with water, multiple times
with CH3COCH3 and was permitted to dry. The alignment
was done before every estimation with ultrapure refined wa-
ter (ST = 71.5 mN/m±0.5) and all estimations were made in
three-fold5,21.

Tensiometers utilize an ideally wettable ring swinging from
an exactness equilibrium to gauge the surface strain. The
test liquid placed on the tensiometer platform is elevated by
a platform adjusting screw until the ring reaches below the
surface of the liquid. The stage is currently brought down
again so the fluid film created underneath the surface is ex-
tended. The power needed by the ring to break the surface
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is estimated and used to figure the surface tension15,27. Ten-
siometric measurements are widely applied in rhamnolipid
research due to their simplicity12.

Characterization of biosurfactant
Electro spray ionization-mass spectrometry (ESI-MS):
ESI-MS has been effectively applied in analysis of trig-

lycerides, fatty acids, and rhamnolipids33. This technique is
based on the ionization of primary molecules, which are then
picked by a mass analyzer as per their mass-to-charge ratio
(m/z) and identified accordingly12. The mass spectrometry
of residual rice bran and soybean oils and of purified
rhamnolipid biosurfactants were recorded on Waters Q-TOF
Micromass Mass Spectrometer.

ESI-MS of vegetable oils were completed as followed.
250 L of RRBO was taken in a flagon and dissolved in wa-
ter-methanol (1:1 v/v) making the last volume to 1 mL. The
entire arrangement was permitted to get comfortable two un-
mistakable layers. The top hydroalcoholic layer was disposed
of and 10 L formic corrosive was added to answer for posi-
tive particle mode examination. The arrangement was then
infused with a needle siphon at a stream pace of 10 L min–1

and filtering was done preposterous 1200 m/z range. Regu-
lar ESI-MS conditions were: disintegration temperature
100ºC, warmed slim temperature 100ºC, hairlike voltage 3000
V, and cone voltage ±40 V. ESI-MS of chose particles was
accomplished by low-energy (15–30 V) collision instigated
separation4,34. Same method was applied for analysis of
RSBO.

ESI-MS of purged rhamnolipid biosurfactants were pro-
ceeded as examined further. 2 mg of rhamnolipid combina-
tion was dissolved in 1 mL methanol:water (9:1, v/v) and
blended altogether. The blend was sifted and aliquots of 0.1
mL were diluted to 1.9 mL of acetonitrile-water (7:3, v/v). The
sample was then brought into the source with a syringe pump
at a flow rate of 10 L min–1 keeping up the stock of nitrogen
and auxiliary gas at 50 and 5 ml min–1, individually. The check-
ing was done more than 100–750 m/z range in negative ion
mode. Typical ESI-MS conditions were: heated capillary tem-
perature 250ºC, mass analyzer temperature 100ºC, capil-
lary voltage 3000 V, and cone voltage 40 V. ESI-MS of se-
lected ions was attained with low-energy (15–30 V) collision-
induced dissociation4,14,28,35.

Fourier transform infrared spectroscopy (FTIR):
FTIR has a proven capacity to identify chemical bonds in

a molecule by producing a spectrum of characteristic infra-
red absorption bands that can be used as fingerprint to iden-
tify and characterize the sample14. FTIR absorption spec-
trums of purified biosurfactants were obtained with Perkin-
Elmer spectrophotometer in a dry atmosphere over region of
wave numbers 400–4000 cm–1 with 20 scan speed by the
KBr pellet method. 10 mg freeze-dried pure biosurfactant
was milled with 100 mg spectral grade KBr and compressed
by a bench-top hydraulic press applying 7500 kg load for 20
min to obtain thin translucent pellets4,5,36. KBr was used as
a background reference31.

Nuclear magnetic resonance (NMR) spectroscopy:
NMR is a leading spectroscopy technique available to

chemists to determine the precise structure and purity analy-
sis of newly synthesized chemicals. The technique is based
on transitions in atoms along with magnetic moment under
effect of an external magnetic field12. 1H and 13C NMR spec-
trum of biosurfactants were obtained with JEOL JNM-ECS400
NMR spectrometer operating at 400 mHz. The purified
biosurfactant was re-dissolved in chloroform-deuterated
methanol (2:1 v/v) and spectra were determined at 30ºC us-
ing tetramethylsilane (TMS) as internal standard35.

Thin layer chromatography (TLC):
TLC of biosurfactants was conducted out following work

of George and Jayachandran37. The biosurfactants were dis-
solved in 1 ml chloroform. 100 L of each biosurfactant was
applied to a 10 cm×10 cm pre-covered silica gel TLC plate
utilizing glass slim. The versatile stage utilized for the parti-
tion and investigation of biosurfactants included chloroform/
methanol/acidic corrosive (65:15:2 v/v/v) solvents. The plate
improvement chambers were soaked with the versatile stage
for thirty minutes before advancement. The plates were put
vertically in these improvement chambers. After advance-
ment the biosurfactant spots were deliberately rejected off
from the plates and suspended in a chloroform/methanol (1:2
v/v) blend in a glass tube. The dissolvable scratching combi-
nation was then vortexed at fast for 1 min and saved for
extraction. After extraction, the silica was eliminated by cen-
trifugation and the dissolvable was taken out by evapora-
tion. The weight of the biosurfactant extricates were re-
corded11,37.
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Results and discussion
Biosurfactant activity analysis:
Purified biosurfactants based on RRBO and RSBO sub-

strates were analyzed for their biosurfactant activity and found
positive for oil displacement test, CTAB agar plate test, drop-
collapse test, EI24 and SFT measurement (Table 1). RRBO
based biosurfactant was found quite effective in oil displace-
ment test with average clear zone diameter of 2.1 cm than
RSBO based biosurfactant having average clear zone diam-
eter of 1.2 cm. The test result indicated the presence of strong
surface active properties in RRBO based biosurfactant. Rath
et al. (2016) recommended that the lipase movement of
Pseudomonas aeruginosa culture is fundamentally liable for
corruption of triacylglycerol of two vegetable oils to free un-
saturated fats, di and mono acyl glycerol which thus go about
as forerunner for biosurfactant synthesis38.

DCM registered complete spreading for RRBO based
biosurfactant and partial spreading for RSBO based
biosurfactant over the hydrophobic oil film. Both results were
considered positive for biosurfactant production though with
difference in their concentrations. Most researchers like the
current one have applied the DCM for qualitative screening
of biosurfactant production on account of its being a sensi-
tive and easy method1,21,25,29–31,39. However, according to
Bodour et al. (1998), the procedure can be applied to quan-
titative screening of biosurfactant preparation as well. They
also gave a reasonable account of the principle underlying
in the method. A plain water drop bearing no surfactant will
form a bead on a hydrophobic surface because such a sur-
face repels the polar water molecules. On the contrary, when
the water drop containing surfactant is placed on the hydro-
phobic surface, the interfacial tension among the drop and
the surface is decreased and the water drop is spread over

the hydrophobic surface. The drop spread area depends on
concentration of surfactant in drop and its ability to reduce
surface and interfacial tension23. Youssef et al. (2004) found
that the DCM is not as sensitive as the ODM in detecting
small amounts of biosurfactant production; though its ability
to be performed in a microtiter plate makes it possible to
carry out multiple analyses simultaneously29.

CTAB methylene blue agar plate test was found positive
for both rhamnolipid biosurfactants as confirmed by creation
of dark blue halos around the bacterial colonies. Heyd et al.
(2008) reported that spot diameter is a function of several
key parameters such as rhamnolipid concentration, cell
growth of bacteria culture, cultivation time, migration of
rhamnolipids and loading level of agar plates12.

The RRBO and RSBO substrate based two biosurfactants
possessed good emulsion stabilizing capacity for HP Milcy
Turbo 15W-40 engine oil as can be seen with their %EI24
values of 74.30 and 62.60, respectively. The RRBO based
biosurfactant was found having better surface tension re-
ducing ability than RSBO based biosurfactant in 96 h test.
The results are satisfactory based on comparison with value
of 28 to 27 mN/m reported for Pseudomonas aeruginosa in
available literature15,40. The lowering of surface tension of
biosurfactant over a period of time is now a standard test
method for selection of biosurfactant producing bacteria and
to analyze the ability of biosurfactant produced in lowering of
surface tension to an acceptable value27.

Youssef et al.29 reported to find an inverse linear rela-
tionship between the diameter of the clear zone in oil dis-
placement test and the surface tension value of test
biosurfactant. As evident from the Table 1, the RRBO based
biosurfactant with large clear zone diameter has low surface
tension. Similarly, Soltanighias et al.1 found inverse linear

Table 1. Qualitative analysis of biosurfactant produced by Pseudomonas aeruginosa
Sr. Name of test Biosurfactant based on two oil substrates
No. RRBO RSBO
1. Oil displacement method +++ (2.1 cm) ++ (1.2 cm)
2. Drop-collapse method +++ (complete spreading) + (partial spreading)
3. CTAB agar plate method + (dark blue) + (dark blue)
4. Emulsification index (%EI24) 74.30% 62.60%
5. Surface tension after 96 h 30.25 mN/m 46.46 mN/m

+ efficient / + + very efficient
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relationship between the drop size in drop-collapse test and
surface tension of test biosurfactant. The drop-collapse test
performed in present study was qualitative only and diam-
eters were not measured, still the results obtained were in
general agreement with the observations made in available
literature.

Characterization of biosurfactant
Fourier transform infrared spectroscopy:
Figs. 1(A) and 1(B) show FTIR spectrums of dried

biosurfactants synthesized using Pseudomonas aeruginosa
grown on 4% RRBO and 6% RSBO substrates, respectively.
FTIR spectrum of the RRBO based biosurfactant disclosed
a peak at 3417.22 cm–1 which is characteristic of N-H bond
stretching vibrations of amine groups14,22,41. The adsorp-
tion peak ~2926.91 cm–1 is supposed to be the asymmetric
vibration of CH2 and CH3 groups of aliphatic chains. The
accompanying symmetric stretch can be noticed at 2856.08
cm–1 5,14,31,35,41,42. The two characteristic peaks at 1722.59
cm–1 and 1651.38 cm–1 of C=O in COOH specified the pres-
ence of ester carbonyl group in the biosurfac-
tant4,5,22,30,35,36,41,42. The strong absorption band at 1572.77
cm–1 indicated the vibrations of C-O and C=O bonds in car-
boxyl esters30. The absorption peak at 1402.03 cm–1 ap-
peared due to the in plane bending of C-O-H corresponding

to carboxylic group42. The deformation vibration at 1377.86
cm–1 confirmed the presence of unsaturated alkyl group in
aliphatic chain30, whereas the C-O-C stretching vibrations at
1124.47 cm–1 marked the ether linkages in the chemical struc-
tures of the rhamnose rings4,30,36. The vibration at wave num-
ber 1068.14 cm–1 can be assigned to C-O bonds5,14. The
absorption peak at 1050 cm–1 is indicative of the presence
of polysaccharide or polysaccharide-identical substances in
the biosurfactant43. The prominent peak at 982.65 cm–1 was
attributed to C-H bonding31. Further the absorption at 722.05
cm–1 indicated the presence of alkyl groups4.

FTIR spectrum of the RSBO biosurfactant can be de-
scribed on similar lines. The absorption peaks at 3392.86
cm–1 and 1457.16 cm–1 indicated O-H bond stretching vi-
brations of -OH groups4,30,35,42. The peaks at 2956.25 cm–1,
2926.01 cm–1, and 2855.90 cm–1 are attributed to C-H bond
stretching of CH, CH2, and CH3 groups in aliphatic
chains4,5,14,31,35,41,42. The two peaks at 1723.84 cm–1 and
1651.71 cm–1 implied the stretching vibrations of C=O in
COOH suggesting the presence of ester compound in the
biosurfactant4,5,22,30,35,36,41,42. The strong absorption band
at 1572.45 cm–1 expressed the stretching vibrations of C-O
and C=O bonds in carboxyl esters30. The absorption peaks
at 1403.06 cm–1 and 1317.14 cm–1 were assigned to the C-
O bending of ester carbonyl group35,42. The C-O-C stretch-

Fig. 1(A). FTIR spectrum of RRBO substrate based biosurfactant produced by Pseudomonas aeruginosa.
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ing vibrations at 1126.01 cm–1 marked the ether linkages in
the chemical structures of the rhamnose rings4,30,36. The
wave number 1068.00 cm–1 was assigned to C-O bonds5,14,
while the wavenumber 982.68 cm–1 was attributed to C-H
bond stretching31. The -pyranyl II sorption band at 836.45
cm–1 demonstrated the presence of di-rhamnolipid in the
biosurfactant35. The band at 809.54 cm–1 represented C-H-
OOP stretch of aromatic anhydride25. Further the absorption
at 722.10 cm–1 indicated the presence of alkyl groups4.

Hisatsuka et al.44, da Rosa et al.45, Mahalingam and
Sampath30, and Shekhar et al.25 have reported that the
Pseudomonas aeruginosa mostly produce lipid-carbohydrate
compounds classified as rhamnolipid biosurfactants. FTIR
analyses of the two biosurfactants in present study confirmed
the findings of earlier studies.

Thin layer chromatography (TLC):
The purified rhamnolipid biosurfactants obtained with

RRBO and RSBO carbon substrates were examined using
TLC on silica gel plates. The first plate synthesized for RRBO
substrate based biosurfactant exhibits the existence of two
major spots having Rf values of 0.62 and 0.26 (Fig. 2(A))
indicating the presence of two major homologues in the
biosurfactant sample. Similarly, the second plate prepared
with RSBO carbon source based biosurfactant confirmed the

presence of two spots at Rf values of 0.55 and 0.19 (Fig.
2(B)). These results were then compared with the Rf values
of mono- and di-rhamnolipid as mentioned in the available
literature. According to Schenk et al.46, Arino et al.47, and
Jadhav et al.48, the Rf values of 0.74.0.55 and 0.40.0.19 re-
late to mono- and di-rhamnolipids, respectively. TLC analy-
sis was thus successful in confirming further that Pseudomo-
nas aeruginosa MTCC 424 strain has actually generated and
developed rhamnolipid biosurfactant in present study.

Nuclear magnetic resonance (NMR) spectroscopy:
The 1H and 13C NMR spectroscopic analyses of the two

biosurfactants were performed to confirm their rhamnose ring
and long hydrocarbon chain structure12. The 1H and 13C NMR
spectra of RRBO substrate based rhamnolipid biosurfactants
are shown in Figs. 3(A) and 3(B). The characteristic chemi-
cal shifts obtained in 1H NMR spectra were 0.857 ppm for
-CH3, 1.232 ppm for -(CH2)5, 2.742 ppm for -CH(O)-CH2-
COO-, 3.536 ppm for -O-CH- lipid moiety, 4.101 ppm for -
OH, and 5.308 ppm for -CH-O-C- on rhamnose moiety. The
13C NMR displayed chemical shifts of 76.773 ppm (charac-
teristic of RL1) and 77.412 ppm (characteristic of RL2). All
these results indicated the molecular structure of L-rhamnosyl-
-hydroxydecanoyl--hydroxydecanoate (RL1) and L-
rhamnosyl-L-rhamnosyl--hydroxydecanoyl--hydroxy-

Fig. 1(B). FTIR spectrum of RSBO substrate based biosurfactant produced by Pseudomonas aeruginosa.
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decanoate (RL2), which are the principal glycolipids synthe-
sized using Pseudomonas aeruginosa12,27. The 1H and 13C
NMR spectra of RSBO substrate based rhamnolipid
biosurfactants are shown in Figs. 4(A) and 4(B). The distin-
guished chemical shifts appeared in two spectra were al-
most similar to that obtained with RRBO substrate based
biosurfactant.

Results of NMR study for both surfactants are summa-
rized in Table 2 and were found comparable with earlier stud-
ies of Ramana et al.49, Wei et al.50, Moussa et al.35 and
Sharma et al.4.

Electro spray ionization–mass spectrometry (ESI–MS):
Scanning of the two biosurfactants over 100 to 750 m/z

in the negative ion mode allows for the selection of the differ-
ent rhamnolipids. The two mass spectrums of targeted
rhamnolipid mixtures are shown in Fig. 5. RRBO substrate
based rhamnolipid biosurfactant (Fig. 5A) typically produced
by Pseudomonas aeruginosa  was consist of mono-
rhamnolipid fragment ions at m/z 141.01 (RhaC8) and m/z
195.02 (RhaC10C12:1). The spectrum at m/z 333.57, 447.23,
475.36, and 503.23 represented mono-rhamnolipid
pseudomolecular ions RhaC10, RhaC8C8, RhaC8C10/

Fig. 2. TLC analysis of RRBO (A) and RSBO (B) substrate based rhamnolipid mixture synthesized by Pseudomonas aeruginosa MTCC 424
with chloroform/methanol/acetic acid (65:15:2, v/v/v) developing solvent system.

Fig. 3. 1H NMR (A) and 13C NMR (B) spectra of RRBO based biosurfactant.
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RhaC10C8, and RhaC10C10, respectively. Spectrum at m/z
393.19 was detected to be di-rhamnolipid fragment ion
(RhaRhaC12:1C12). The two peaks at m/z 621.78 and 649.27
were identified as di-rhamnolipid pseudomolecular ions
RhaRhaC8C10/RhaRhaC10C8 and RhaRhaC10C10, re-
spectively4,12,28.

RSBO substrate based biosurfactant showed somewhat
complex structure (Fig. 5B). The peak at m/z 141.03 was
identified that of mono-rhamnolipid fragment ion (RhaC8)12.
The two adjacent peaks at m/z 353.99 and 354.07 repre-
sented rhamnolipid homologues with weak molecular ions42.
The peak at m/z 621.86 was attributed to di-rhamnolipid
pseudomolecular ion (RhaRhaC8C10/RhaRhaC10C8)12,
whereas the peak at m/z 680.66 designated dirhamnolipid

homologue (RhaRhaC10C12)35. Spectrum at m/z 663.45 in-
dicated the presence of carbohydrate moiety in biosurfactant
structure42.

Mass spectrometric examination of two biosurfactants
substantiated the existence of mono- and di-rhamnolipid
structures in agreement with numerous previous studies. The
opinion among researchers is divided on whether the mono-
rhamnolipids are predominant components or the di-
rhamnolipids are predominant components in rhamnolipid
surfactant mixtures35. In our study, the RRBO substrate based
biosurfactant was found rich in di-rhamnolipid species as
opposed to RSBO substrate based biosurfactant enriched in
mono-rhamnolipid species. However, many peaks in RSBO
substrate based biosurfactant were left unidentified poten-

Table 2. NMR analysis of the two biosurfactants
RRBO substrate RSBO substrate

based biosurfactant based biosurfactant Analysis
1H chemical shift (ppm)

0.857 0.861 -CH3 (on -hydroxy fatty acids)49,35

1.232 1.237 -(CH2)5- (on -hydroxy fatty acids)35

2.742 2.745 -CH(O)-CH2-COO- (on -hydroxy fatty acids)35

3.536 -O-CH- lipid moiety/C-2 and C-5 sugar moiety5

4.101 4.100 -OH (D2O exchange)49

4.826 -CH-OH (on rhamnose moiety)35

5.308 5.313 -CH-O-C (on rhamnose moiety)35

13C chemical shift (ppm)
76.773 76.783 L-Rhamnosyl--hydroxydecanoyl--hydroxydecanoate (RL1)12

77.412 77.422 L-Rhamnosyl-L-rhamnosyl--hydroxydecanoyl--hydroxy-
decanoate (RL2)27

Fig. 4. 1H NMR (A) and 13C NMR (B) spectra of RSBO based biosurfactant.
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tially indicating towards poor surfactant structure, a fact al-
ready proved by previous tests in present study.

Electrospray ionization-mass spectrometry (ESI-MS) of
RRBO and RSBO substrates:

Several well defined groups were identified in ESI-MS
fingerprints of RRBO and RSBO through comparison with
data reported by other researchers. In ESI-MS spectra of
RRBO (Fig. 6A), the m/z 149.0249 and m/z 319.1689 were
attributed to cinnamic acid and 4-norlempein aglicone, re-
spectively34. The ions at m/z 575.5056, 599.5067, and
601.5195 conformed to diacylglycerol fragments of PL+, LL+

or OLn+, and LO+, respectively51. The spectra at m/z 853
reciprocated to PPL (C50:2), m/z 855 to PPO (C50:1), m/z
877 to PLL (C52:4), m/z 879 to PLO (C52:3), m/z 899 to
LLLn or OLnLn (C54:7), m/z 901 to LLL or OLLn (C54:6),
and m/z 915 to LLLn or OLnLn. Here O stands for oleic acid,
L for linoleic acid, Ln for linolenic acid, and the P stands for
palmitic acid52. In ESI-MS spectra of RSBO (Fig. 6B), the m/z
149.0259 was attributed to cinnamic acid34. The m/z
263.2376 was considered to be RCO+ ion reflecting linoleic
fatty acid51. The ions at m/z 279.2329 and 377.2672 were
regarded to be deprotonated linoleic acid (C18:2)33 and
hydroxytyrosillenoate34, respectively.

One important deduction can be made from this interpre-
tation of ESI-MS data of the two substrate oils. For RRBO, it

became possible to identify multiple groups with the help of
reports of previous studies by other researchers, but for
RSBO, hardly a few chemical groups were identified possi-
bly indicating towards non-lipid character of soybean oil ex-
tracted from spent bleaching earth in this study. This might
also be the principal reason for smaller production of
biosurfactant even with higher percentage of soybean oil (6%)
in comparison to ricebran oil (4%).

Factors affecting biosurfactant production
Various physicochemical factors like carbon and nitro-

gen source, variations in pH and temperature of the growth
medium, oxygen flow rate, agitation speed, etc. affect
biosurfactant production. Santos et al. (2016) have reported
30ºC, in general, as the most favorable temperature for
biosurfactant production by different bacterial strains6. The
temperature range of 32.36ºC is found to be most favorable
particularly for Pseudomonas aeruginosa culture. The agita-
tion speed of the growth medium has a decisive effect on
biosurfactant production possibly by application of strain that
provides an effective phase mixture and oxygen transfer15.
In this study, the temperature in incu-shaker was maintained
at 32ºC, the agitation at 100 rpm, and the air flow at 3 Lpm.
Other parameters like carbon source concentration, pH of
the medium, and incubation time were varied in order to study
their effect on rhamnolipid biosurfactant production.

Fig. 5. ESI-MS spectrum of purified rhamnolipid mixtures produced by Pseudomonas aeruginosa cultures using RRBO (A) and RSBO (B)
carbon substrates.
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Fig. 6(A). ESI-MS spectra of RRBO substrate.

Fig. 6(B). ESI-MS spectra of RSBO substrate.
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Effect of carbon source on biosurfactant production:
The need of a carbon source for successful growth and

production of biosurfactants by microorganisms is beyond
question6. Previous studies have found that biomass does
not grow in absence of carbon source53. In present study,
RRBO and RSBO were used as cheap carbon sources in
order to economize the large scale biosurfactant production5.
The RRBO concentration of 4% obtained maximum
rhamnolipid yield of 8.5 g/L by Pseudomonas aeruginosa.
When RSBO was used as carbon source, the maximum
rhamnolipid yield of 3.6 g/L was obtained at 6% carbon source
concentration (Table 3). Though RRBO proved to be a better
carbon source than RSBO in this study, the results validated
the possibility of industrial scale biosurfactant synthesis us-
ing both RRBO and RSBO as low cost carbon sources.

Effect of pH on biosurfactant preparation:
The ideal pH of the growth medium for highest

biosurfactant yield by Pseudomonas aeruginosa MTCC 424
using RRBO was reported to be 6.8. The biosurfactant pro-
duction at this pH was 8.5 g/L. There was a sharp decrease
in rhamnolipid concentration beyond this pH. The ideal pH
for maximum biosurfactant generation with RSBO was re-

ported to be 7.0 and the biosurfactant concentration was 5.0
g/L (Fig. 7).

Effect of incubation time on biosurfactant production:
The ideal incubation time for maximum rhamnolipid pro-

duction using Pseudomonas aeruginosa MTCC 424 was
found to be 7 days for both RRBO and RSBO carbon source
based growth mediums. The maximum biosurfactant yield
with RRBO was 8.0 g/L and 7.6 g/L with RSBO at optimum
incubation time. Thereafter there was a reduction in
biosurfactant concentration in both samples (Fig. 8).

Table 3. Amount of rhamnolipid produced at different concentration
of RRBO and RSBO substrates

RRBO Rhamnolipid RSBO Rhamnolipid
concentration concentration concentration concentration

(%) (g/L) (%) (g/L)
1 1.0 1 2.0
2 3.9 2 2.4
3 6.0 3 2.8
4 8.5 4 3.0
5 5.2 5 3.2
– – 6 3.6
– – 7 3.5

Fig. 7. Effect of pH on biosurfactant preparation using RRBO (4%) and RSBO (5%) as carbon source for incubation period of 7 days.
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Conclusion
The two rhamnolipid biosurfactants were synthesized

using Pseudomonas aeruginosa strain using RRBO and
RSBO as low-cost substrates. Following conclusions were
made out of this study:

(i) RRBO based biosurfactant was more effective than
RSBO based biosurfactant in oil displacement test with larger
clear zone diameter.

(ii) RRBO based biosurfactant displayed complete spread-
ing over the hydrophobic film in drop-collapse test, whereas
the RSBO based surfactant displayed partial spreading un-
der the same conditions.

(iii) CTAB methylene blue agar plate test was positive for
both biosurfactants.

(iv) RRBO based biosurfactant posted better emulsion
stabilizing capacity than RSBO derived biosurfactant with
same mineral engine oil.

(v) RRBO based biosurfactant registered larger reduc-
tion in surface tension than RSBO based biosurfactant in
standard 96 h test.

The RRBO was found to be a better source of nutrition
than RSBO for biosurfactant production. The oil used in this

study is very low-priced as it was extracted from the spent
bleaching earth discarded in the edible oil processing indus-
tries.
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A B S T R A C T

An optimistic attempt for the detection of a crack in a beam using discrete wavelet transform is proposed. Finite
element model of the simply supported beam with a transverse open crack is considered. Crack in a beam causes
a slope discontinuity in the elastic line. The deflection of the beam is used to locate the slope discontinuity using
wavelet transform. The effect of measurement noise on the wavelet decomposition level is studied. An in-
expensive digital image based technique is employed to obtain the deflection of the cracked beam for experi-
mental investigations. White pixels due to dust particles are removed using connected component algorithm. A
suitable edge detection technique is selected for finding the edged image on the basis of peak signal to noise ratio
values. The deflection of the non-cracked edge of the beam is used as an input signal for wavelet transform to
detect the crack location. Detection of a crack in the beam with different crack depths is investigated experi-
mentally. The proposed method works well with numerically simulated as well as experimentally measured
cracked beam deflections.

1. Introduction

Beams are one of the most commonly used elements in several en-
gineering structures, which play a vital role in the structural perfor-
mance. Fatigue cracks arise in beams due to mechanical vibrations and
cyclical loading. A growing crack in structures may lead to its cata-
strophic failure. Detection of cracks at an early stage increases safety
and helps in scheduling corrective maintenance activity. Dimarogonas
[1] and Wauer [2] presented the state-of-the art reviews on detecting
cracks using vibration techniques. The Crack detection using modal
data based techniques has been used widely [3–6]. These techniques
mainly track the changes in natural frequencies and mode shapes.

Formation of a crack in a beam reduces the local stiffness at the
crack location and causes slope discontinuity in the beam elastic line
[7]. The slope discontinuity is localized, and hence, detection of slope
discontinuity reveals the presence of a crack in a beam. Singh and Ti-
wari [8,9] developed a crack detection and localization algorithm by
using shaft deflections at different excitation frequencies. The algorithm
was based upon detecting the slope discontinuity due to cracks in a
shaft. The algorithm was verified experimentally for simply supported
non-rotating shafts with two open cracks [10].

Wavelet transform (WT) is very effective signal processing tool for
detecting discontinuity in a noisy signal [11,12]. In literature, wavelet
based signal processing techniques are broadly used for the detection of

slope discontinuity in a beam elastic line [13–17]. One of the first ap-
plications of WT to detect crack in a beam was presented by Surace and
Ruotolo [18]. These wavelet based methods are popular due to their
ability to detect meticulous changes in the signal. Chasalevris and Pa-
padopoulos [19] discussed the dynamic behavior of a beam with two
transverse surface cracks. Wavelet analysis along with the changes in
natural frequencies was used to obtain the positions and size of the
cracks. Most of the studies based on WT have been verified on simu-
lated beam responses without their experimental validation. Some of
them have been verified experimentally [20,21].

Patsias and Staszewski [22] used a digital camera based optical
measurement to identify the damage location in the cracked beam. The
mode shape was obtained by analyzing the image sequence of a vi-
brated cantilever beam (CB). This mode shape was further analyzed
using orthogonal WT for damage identification. Crack localization in
the CB using continuous wavelet transform was discussed by Rucka and
Wilde [23]. Efficiency of both Coiflet and Gaussian wavelets were
verified analytically and experimentally. The deflection line of the
cracked beam was computed by using commercial finite element soft-
ware. The wavelet analysis was conducted on the static deflection of the
beam. In the experimental part, they have put several illuminating
points along the beam length to get the beam deflection using photo-
graphic method. The precision of the method depends on the photo-
graphic resolution. Coiflet wavelet of order two and Gaussian wavelets

https://doi.org/10.1016/j.istruc.2020.03.010
Received 1 October 2019; Received in revised form 3 March 2020; Accepted 4 March 2020

⁎ Corresponding author.
E-mail addresses: ravinigam.16dr000281@mech.ism.ac.in (R. Nigam), sachinks@iitism.ac.in (S.K. Singh).

Structures 25 (2020) 436–447

2352-0124/ © 2020 Institution of Structural Engineers. Published by Elsevier Ltd. All rights reserved.

T

http://www.sciencedirect.com/science/journal/23520124
https://www.elsevier.com/locate/structures
https://doi.org/10.1016/j.istruc.2020.03.010
https://doi.org/10.1016/j.istruc.2020.03.010
mailto:ravinigam.16dr000281@mech.ism.ac.in
mailto:sachinks@iitism.ac.in
https://doi.org/10.1016/j.istruc.2020.03.010
http://crossmark.crossref.org/dialog/?doi=10.1016/j.istruc.2020.03.010&domain=pdf


of order four were used and found to be effective in determining the
crack location.

Pakrashi et al. [24] performed a wavelet and kurtosis based tech-
nique on the mode shape of simply supported beam (SSB). In the pre-
sence of high measurement noise, this technique detected the crack
location for different crack depth ratios. A digital camera based ex-
periment was accomplished on a single cracked SSB to validate the si-
mulation work. A notch was made by sawing into the lower section of
the beam to mimic a cracked beam. The image of the deflected cracked

Fig. 1. DWT decomposition tree.

Fig. 2. Discretized model of a beam with an open crack.

Fig. 3. Cracked beam element with generalized dis-
placement at nodes iand +i 1.

Table 1
Material properties and dimensions for numerical simulation.

Parameter Value

Beam length, L (m) 1
Diameter of the circular beam, h (m) 0.01
Poisson's ratio, ν 0.3
Density, ρ (Kg/m3) 7800
Young’s modulus, E (N/m2) 2.06 × 1011

Number of finite elements 4000
Location of cracked element from the left support 2500
Crack depth ratio (α/h) 0.33
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beam was captured using a digital camera and further processed for
finding the cracked edge. To locate the crack, the deflection of the
cracked edge was used as an input signal for the WT. This obtains the
discontinuity in the image. However in a real scenario, the cracks are
very fine and may not be visible to camera and hence, detection of
discontinuity in the image will not be possible. Hence the crack de-
tection algorithm should be able to identify the discontinuity in beam
elastic line. The beam elastic line can be obtained by measuring the
deflection of non-cracked edge of the beam.

In the present study, an inexpensive digital camera based experi-
ment is performed. In this experimental work, image processing based
edge detection technique (EDT) is used to detect the edges of the de-
flected cracked CB image. The non-cracked edge is identified from the
edge contours of the beam image. This deflected edge is taken as an
input signal for further wavelet analysis for identifying the crack lo-
cation in the beam. This method may also be employed in case of
hidden cracks that exist inside the beam. The method would be useful
for the damage detection in wind turbine blades, shafts, aircraft wings,
and steel bridges. For the simulation part, the finite element model of a
SSB and a CB with a single crack is considered. The vertical response of
the cracked beam is considered as an input signal for wavelet analysis.
To imitate actual experimentation, white Gaussian noise is added in the
simulated response.

The present paper is organized as follows: A brief description of the
image-edge detection concept and wavelet transformation is given in
Section 2. The finite element model of the cracked beam is presented in
Section 3. Stiffness of a cracked beam element is also discussed in this
section. Simulated response of the cracked beam with noise is presented
in Section 4. Also, WT based crack detection results with the effect of

measurement noise on the wavelet decomposition level are presented in
this section. Next, experimental verification of the simulation work is
presented in Section 5. Moreover, experimentation procedure, removal
of white pixels due to dust particles using connected component algo-
rithm, selection of suitable EDT and detailed discussion of experimental
results are discussed in this section. Finally, a brief conclusion is pre-
sented in Section 6.

2. Theoretical background

A crack in a beam introduces a slope discontinuity in its elastic line
during vibration. Detection of a slope discontinuity reveals the presence
of a crack in the beam. In the present work, a photographic method is
used to get the deflection of a cracked beam. Canny EDT is used for
getting the edge of the beam from the beam images. Discrete wavelet
transformation (DWT) is used for finding the slope discontinuity from
the cracked beam deflection. The concept of Canny edge detection is
introduced in Section 2.1. A brief discussion of DWT is presented in
Section 2.2.

2.1. Image edge detection

Edge is a location in the image where a sudden change in the in-
tensity of pixels occurs. For the present work, beam deflection is ob-
tained by detecting edge of the image. Mostly, the EDT’s are based on
the threshold value of intensity gradient as edges have higher pixel
intensity values than its surrounding. Different EDT’s, such as: Roberts,
Canny, Sobel, and Prewitt are used for the edge detection in a digital
image [25]. In the present work, the Canny EDT is used for getting the
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edge of the beam from the digital image.

2.1.1. Canny edge detector
This detector uses a multi-step algorithm for the detection of edges

in an image. It consists of the following steps [25]:

2.1.1.1. Smoothing of the input image with a Gaussian filter G u v( , ). The
edge detection results are generally affected by image noise [25]. It is
important to filter out the noise to prevent false detection, affected by
noise. The effect of noise is reduced by convolving 2D Gaussian
kernelG u v( , ) with the source image f x y( , ), where the Gaussian
kernel is denoted by [25]:

=
+

G u v e( , ) 1
2

u v

2
2

2 2
2

(1)

where uand vare the horizontal and vertical dimensions of the Gaussian
kernel. The term σ is the standard deviation (also called space constant)
of the Gaussian distribution. The smoothed image f x y( , )s is obtained
by:

=f x y f x y G u v( , ) ( , ) ( , )s (2)

Here the asterisk denotes a convolution operation.

2.1.1.2. Computing the intensity gradient of the smoothed image. The
intensity gradient estimates the strength and direction at every point
of the image. It is obtained by filtering with Sobel kernel in both
horizontal and vertical directions. It uses a pair of 3 × 3 kernels. These
kernels are basically two dimensional convolution matrices containing

positive and negative coefficients. The size of each kernel is usually
much smaller than the source image and values of the kernel
coefficients determine the nature of the process [25]. The kernels are
given by,

=
+ + +

=
+
+
+

M M
1 2 1

0 0 0
1 2 1

1 0 1
2 0 2
1 0 1

x y

Here Mx and My are kernels in the horizontal (x) and vertical (y)
directions. Convolving Mx and My with the smoothed image estimates
the gradient in (x) and (y) directions, respectively.

=g M f x y( , )x x s (3)

=g M f x y( , )y y s (4)

Hence, gradient magnitude g| | is defined as:

= +g g g| | x y
2 2

(5)

The gradient’s direction is calculated by using:

=x y tan
g
g

( , ) y

x

1

(6)

2.1.1.3. Non maximum suppression and hysteresis. After getting the
gradient of the image, non-maximum suppression is used for selecting
the best pixel for the edges when there are multiple possibilities in a
local neighborhood. It works by finding the pixel with the maximum
value in an edge. Hence, only the thin lines remain in the resultant
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image. Also, a double thresholding criterion is used for the selection of
an edge.

2.2. Discrete wavelet transform (DWT)

The WT of a signal is expressed as: [11]

=
+

W x
s

p x x
s

dx( ) 1 ( ) ( )s, (7)

here, p x( ) is the input signal and ( )x
s is translated and scaled version

of the mother wavelet x( ). Here τ∈ℝ is the translation parameter, s∈ℝ
+ is the scale parameter and the variable x is the location along the
spatial domain. The WT is called dyadic WT when the scaling is selected
as a power of two. The dyadic WT is interpreted as multilevel decom-
position of the signal [11]. This gives a way to the DWT. The DWT of a
signal p x( ) can be expressed as:

=x x k( ) 2 (2 )i k
i i

,
/2 (8)

where x( ) is the mother wavelet, k is the translation index and i is
the scale index. Scaling is done in the form of 2i; i = 1, 2, 3, …, m;
where m is the decomposition level. Translation occurs at integer
multiples of k2i ; k = 1, 2, 3, …, n; where n is the number of data points.
DWT is equivalent to passing a signal with discrete multi-stage filter
banks.

The coefficients obtained after the high pass filter (H.P.F.) and low
pass filter (L.P.F.) are called detail coefficients and approximate coef-
ficients, respectively. Fig. 1 shows the flow diagram of DWT up to 3
levels, where Ai and Di are the approximation and detail coefficients
respectively.

3. Mathematical modeling of a cracked beam

The Timoshenko beam theory is used in the modeling of the beam
for transverse vibration. In the present study, the finite element method
is used to develop the discretized model of a SSB. The beam contains an
open transverse surface crack. Discretized model of a SSB is presented
in Fig. 2.

Each node of the beam element has two degrees of freedom (DOF)
for translation and two DOF for rotation. A cracked beam element and
its generalized displacements at the nodes are shown in Fig. 3.

The length of a beam element is le. The generalized displacement
vector at the ith node is given by,

=X

u
u

i

xi
yi

xi

yi (9)

where uxi, uyi are translational DOF along x and y directions and xi ,
yiare rotational DOF along x and y directions, respectively. The gov-

erning equation of motion, after assembly, is written as:

+ + =M X D X K X F[ ]{ }¨ [ ]{ } [ ]{ } { } (10)

here, M[ ], D[ ], K[ ] are the assembled mass, damping and stiffness ma-
trices of the beam system, respectively. The term X{ } is the assembled
nodal displacement vector of the beam system. The term F{ } is the
harmonic excitation force, given by,

=F F t{ } { }sin0 (11)

Here F{ }0 is the magnitude of applied force, ‘ω’ is the frequency of
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excitation, and ‘t’ is the time.
The damping is considered to be proportional damping [26]. The

term D[ ] can be written as:

= +D a M a K[ ] [ ] [ ]0 1 (12)

Here the terms a0 and a1are Rayleigh damping factors.
The presence of a crack in a beam element introduces additional

flexibility. The total flexibility matrix of the cracked element is given as,

= +C C C[ ] [ ] [ ]O c (13)

The term C[ ]O is the flexibility matrix of the beam element without a
crack. The term C[ ]c is the additional flexibility in the beam element due
to a crack, can be expressed as,

=C

C
C

C C
C C

[ ]

0 0 0
0 0 0
0 0
0 0

c

22

33

44 45

54 55

where C[ ]22 , C[ ]33 , C[ ]44 , C[ ]55 , are the direct and C[ ]45 , C[ ]54 are the cross-
coupled flexibility coefficients. The stiffness of the cracked element of
the beam is given as [27]

=K T C T[ ] [ ][ ] [ ]c
e T1 (14)

where T[ ] is a transformation matrix, expressed as:

=T

l
l[ ]

1 0 0 0
0 1 0 0
0 1 0

0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

e

e

Now, the governing equation of motion of the beam system can be
written as:

+ + =M X D X K X F[ ]{ }¨ [ ]{ } [ ]{ } { }c c (15)

The term D[ ]c is the assembled damping matrix and K[ ]c is the as-
sembled damping matrix of the cracked beam system.

4. Numerical simulation results

A SSB with a transverse open crack is considered. External forcing in
vertical direction is considered to excite the beam. Responses of the
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intact and cracked beams are generated using Eq. (10) and Eq. (15),
respectively. Vertical deflection response is used for the wavelet ana-
lysis. White Gaussian noise is added to the simulated response to re-
present the measurement noise. The noise level (SNR) is kept at 90 dB.
The material properties and the dimensions for the simulation are given
in Table 1. For simplicity, the simulation study is based on the first
mode of the cracked beam. Therefore, the cracked beam is excited near
the first natural frequency. Response of the cracked beam is plotted in
Fig. 4. This cracked beam response is taken as an input signal for further
wavelet analysis.

4.1. Wavelet based crack detection

DWT with Coiflet wavelet of order one is applied on the simulated
responses of the cracked beam to reveal the existence of the crack in the
beam. The wavelet detail coefficients for the simulated response,
without measurement noise, are shown in Fig. 5. Next, the algorithm is
tested at different SNR to observe the effect of measurement noise. The
wavelet detail coefficients at SNR 120 dB, 110 dB and 90 dB are shown
in the Figs. 6–8, respectively.

Fig. 6 shows the first six levels of wavelet detail coefficients at SNR
120 dB. A clear and dominant spike at the crack position is seen in the
first three levels of decomposition. The effect of slope discontinuity
diminishes in the subsequent decomposition levels. The first six levels
of wavelet detail coefficients at SNR 110 dB are shown in Fig. 7. The
first clear dominant peak at the crack location is observed at II de-
composition level. With increase in noise, at SNR of 90 dB, the first
clear dominant peak at crack location shifts to III level of decomposition
as shown in Fig. 8. The larger values of detailed coefficients at the two
ends are due to the boundary effect of WT.

The input signal for DWT, i.e., the beam deflection, has the in-
formation of slope discontinuity at the crack location. However, the
signal is contaminated with measurement noise. The slope discontinuity
due to the crack is composed of a wide range of frequency components.
Without measurement noise in the signal, the slope discontinuity is
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Table 2
Physical parameters of the cracked beam for the experiment.

Parameter Case-1 Case-2 Case-3

Length of beam, L (m) 1 1 1
Width of beam, w (m) 0.05 0.05 0.05
Thickness of beam, t (m) 0.006 0.006 0.006
Depth of crack, α (m) 0.004 0.003 0.002
Location of crack from the left end (m) 0.58 0.58 0.58
Pixel location of a crack from the left end of the beam

image (pixel number)
2499 2691 2371
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observable in first few decomposition levels, as shown in Fig. 5. When
the input signal is contaminated with measurement noise, the initial
levels of decomposition will be affected more by the measurement
noise. Considering the measurement noise to be mainly consisting of
high frequency components, the effect of noise will reduce with an
increase in the decomposition level. Hence, with the higher noise of
SNR 90 dB, the slope discontinuity is not observable at initial decom-
position levels, shown in Fig. 8. As the effect of noise reduces with

increase in decomposition level, a clear peak is observed at D3 level, as
shown in Fig. 8(c). However, localisation deteriorates at higher de-
composition levels due to low frequency content at higher decomposi-
tion levels.

The algorithm is verified with CB also. The input signal of wavelet
analysis is shown in Fig. 9. The material properties and the dimensions
for the simulation are given in Table 1.

The first seven levels of wavelet detail coefficients at SNR 80 dB are
shown in Fig. 10. A clear and dominant spike at the crack location is
seen from III to V decomposition level. The effect of slope discontinuity
diminishes in the subsequent decomposition levels.

5. Experimental validation

In order to validate the simulation work, a digital camera based
experiment is performed. The experiment is carried out on three CB’s
with different crack depths, as shown in Table 2.

Fig. 11. Experimental set-up of cracked beam.

Input Image 
(RGB) Binary Image

Elimination of white pixels 
due to dust particles

Edge detectionNon-cracked 
edge selectionDWTCrack 

Detection

Fig. 12. Steps of the experimental procedure.

Fig. 13. Binary image of a portion of the beam with dust particle.
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5.1. Experimental set-up

The arrangement of the set-up consists of a CB, vertical stand and a
black fabric background, is shown in the Fig. 11. The material prop-
erties of the beam are taken as: Poisson’s ratio ν = 0.3, Young’s mod-
ulus E = 206 GPa and Density ρ = 7800 Kg/m3. An open crack is
created by machining a notch into the upper section of the beam. The
width of the notch is 2 mm. The surface representing beam’s thickness
is polished by sand paper to reduce noises in the image.

5.2. Experimental procedure

Free end of the CB is given initial displacement to obtain free vi-
bration of the beam. Deflected shape of the cracked beam is captured by
Nikon D-5100 digital camera. Size of the captured image is

4928 × 3264 pixels. Out of all the captured images, only the clear and
sharp images with beam deflection closer to the maximum beam de-
flection position are considered for further analysis. Steps of the ex-
perimental procedure are shown in Fig. 12.

The digital picture is saved as JPEG image in RGB color space and
subsequently converted into binary image. Any binary image contains
only two values 0 and 1, where 0 and 1 refers to black and white color
pixel, respectively. The binary image is shown in Fig. 13. The image
contains dust particle also. One such dust particle is shown in zoomed
view in Fig. 13.

Dust particles in the source image are present as white pixels in the
binary image. Presence of these white pixels will distort the beam de-
flection. Hence, connected component algorithm is used to remove the
white pixels due to dust particles. The connected component algorithm
is discussed in Section 5.2.1.

5.2.1. Removal of white pixels due to dust particles using connected
component

Effect of dust particles in the captured image is eliminated by using
connected component analysis [28]. In the present work, 8-neigh-
bourhood component analysis is performed to identify the number of
connected components, present as noise (white pixels) in the image.
Next, it estimates the number of pixels in each connected component.
The identified connected components are replaced with black pixels if
number of pixels in each connected component is less than a predefined

Fig. 14. Edge contours of a cracked beam image.
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Fig. 15. Experimentally measured beam deflection (non-cracked edge): (a) without using connected component algorithm; (b) with using connected component
algorithm.

Table 3
PSNR values computed for EDT’s.

EDT PSNR value (dB)

(Case-1) (Case-2) (Case-3)

Roberts 23.14 23.06 23.04
Sobel 18.08 17.97 17.88
Canny 5.96 6.02 5.95
Prewitt 18.33 18.20 18.04
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threshold value. Sizes of dust particles are small and hence the number
of connected white pixels due to the dust particles is less. For the pre-
sent work, the threshold value of the connected component is taken to
be 500 pixels.

5.2.2. Selection of suitable EDT
Several EDT’s, such as: Roberts, Sobel, Canny, and Prewitt are used

for the edge detection in a digital image [23]. It is important to select
suitable EDT for finding edges of the deflected beam image. For the
present experimental analysis, the selection of suitable EDT is based on
the peak signal to noise ratio (PSNR) values. PSNR is described as [29],

=PSNR log R
MSE

10 ( )10

2

(16)

where R represents the maximum possible pixel value of the input
image. MSE is the cumulative squared error between the noisy and
noise-free edged image. The higher difference between the noisy and
noise-free edge detected image gives the higher value of MSE. So a
better EDT should have lower PSNR value. MSE can be calculated as,

=
× = =

MSE
A B

f b a f b a1 { ( , ) ( , )}
a

A

b

B

1 1
1 2

2

(17)

where f b a( , )1 and f b a( , )2 are the noise-free edge detected image and
noisy edge detected image, respectively. A and B are the numbers of
rows and columns of the input image, respectively.

For a noisy image, the zero mean Gaussian white noise with

variance of 0.01 is added to the original image. The PSNR values for the
edge detected images corresponding to the three images (case 1, 2 and 3
of Table 2) are given in Table 3. PSNR values from the four EDT, Ro-
berts, Sobel, Canny, and Prewitt are presented.

It can be observed from Table 3 that the Canny EDT has the least
PSNR value among the four tested EDT’s. It should be noted that PSNR
value should be low for effective edge detection in an image [30].
Hence, in the present work, Canny EDT is used for finding edged image
from the cracked beam images. The edged image corresponding to the
image in Fig. 13 is shown in Fig. 14. Here, a notch is machined in the
upper edge of the cantilever beam and that edge is referred to as the
cracked edge. There is no crack in the lower edge, and hence the lower
edge is referred to as the non-cracked edge.

The lower side of the edged image represents the non-cracked edge.
Beam deflection is obtained by detecting the lower edge of the beam
from the edged image. The white pixel index from the bottom of the
edged image gives the beam deflection.

The beam deflection, with and without using the connected com-
ponent algorithm, is shown in Fig. 15.

The beam deflection without using the connected component al-
gorithm is distorted. This distortion is due to the presence of dust
particles which are present as white pixels in the binary image. Use of
connected component algorithm removes the white pixels due to the
dust particles and gives a distortion-less beam deflection.

The images of the CB with different crack depths are captured in
different lighting conditions in the room. For all the cases of different
crack depths in the beam, the crack is located at the same location from
the fixed end. However, the location of a crack in the CB image for
different cases is different due to change in position and angle of the
camera.

5.3. Experimental results and analysis

The non-cracked edge of the beam is used to get the beam deflection
using image edge detection. The first 4000 pixels from left end of the
detected edge are considered for wavelet analysis. The beam deflection
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Fig. 17. Wavelet detail coefficients for a crack of depth: (a) 3 mm; (b) 2 mm.

Table 4
Physical parameters of the crack near fixed end.

Parameter (Case-4) (Case-5)

Depth of crack, α (m) 0.002 0.004
Location of crack from the left end (m) 0.15 0.15
Pixel location of crack from the left end of the beam image

(pixel number)
451 387
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Fig. 16. Wavelet detail coefficients for a crack of 4 mm depth.
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shown in Fig. 15(b), with a 4 mm crack depth (case 2 of Table 2), is
analyzed up to twelve levels of wavelet decomposition, and the seventh
level decomposed signal (D7) is identifying the crack location, as shown
in Fig. 16. For experiment with 3 mm crack depth (case 2 of Table 2),
the eighth level of decomposition (Fig. 17(a)) shows a dominant spike
at the crack location. In case of 2 mm depth of crack (case 3 of Table 2),
the seventh level (D7) of decomposition clearly shows the crack loca-
tion in Fig. 17(b). In contrast to the simulation results (Figs. 6–8), in all
the three experimental cases, a dominant peak at the crack is observed
only at a single decomposition level. This could be due to the presence
of a different kind of noise in the real experiments as compared to the
noise model used in simulations. In simulations, Gaussian noise was
considered to model the measurement noise. A dominant peak in the
detail coefficients is observed in the close vicinity of crack location
along the beam length. Also, dominancy of the peak near the crack
location increases with crack depth. It is found that Coiflet wavelet of
order 1 (coif1) works better in detecting the crack location compared to
the other studied wavelets, such as Coiflet of order 2 (coif2) and 4
(coif4), Symlet of order 4 (sym4) and 5 (sym5), and Daubechies of order
2 (db2) and 4 (db4) etc. The compact support of coif1 leads to higher
peaks at the crack location [31].

Additionally to extend the experimental results, the algorithm is
applied when the crack is located near the fixed end of CB. Physical
parameters of the crack are given in Table 4. The detail coefficients for
both the cases are shown in Fig. 18. Hence, the present algorithm works
well for crack near the fixed ends also. It is observed that the border
distortion zone covers approximately 380 pixels at the free end (right
side) for case 2 of Table 2, which is maximum among the different cases
studied. It is approximately 10% of the full signal. Since the length of
the beam is 1 m, therefore the crack can be located between 0.10 m and
0.9 m from the fixed end without being affected by the boundary ef-
fects. The border distortion will also depend on the measurement re-
solution. More data points per unit length will be available at higher
measurement resolution. Hence, it is expected that the border distortion
zone will shrink at higher measurement resolution.

There would be some challenges while applying the algorithm in
real world environment. Some of the probable challenges are un-
favourable background colour, non-uniform background, dusty en-
vironment, non-smooth surface, and poor lighting conditions. The
colour intensity of the foreground object should be different from the
colour intensity of the background for proper edge detection. An un-
favourable background colour along with non-uniform background is
expected to degrade the edge detection step of the algorithm. The ef-
ficiency of the proposed algorithm is expected to reduce in case of more
dust particles in the image. The tunable parameter, i.e., the threshold
value, in the connected component analysis can be adjusted to minimise
the effect of dust particles. Case specific modifications in edge detection

techniques are recommended for situations, such as unfavourable
background colour and poor lighting conditions.

6. Conclusions

A wavelet based crack detection method is presented to find the
crack location in the beam. Effect of measurement noise on the crack
detection is studied with simulated cracked beam responses. With high
measurement noise, the slope discontinuity is detected at higher wa-
velet decomposition levels as the initial levels are corrupted by mea-
surement noise.

A low-cost digital image based experiment is accomplished to va-
lidate the proposed methodology. The effect of dust particles in the
captured image is eliminated by using connected component algorithm,
which helps in getting a distortion-less input signal for the WT. The
beam deflections from the beam image are obtained by using EDT. A
suitable EDT is selected on the basis of PSNR values, and the Canny
operator is found to be the most suitable among the tested techniques.
The present algorithm is suitable of finding the crack location from the
deflection of non-cracked edge of the beam.

Numerical simulation and experimental results show that the pro-
posed method is suitable and effective for detecting the crack location
correctly. Poor edge detection due to adverse conditions, such as un-
favorable background colour, and poor lighting conditions may reduce
the efficiency of the proposed algorithm. Future work can be done by
modifying the edge detection technique to improve the working of the
algorithm under such adverse conditions. Further, this algorithm may
be tested for minimum crack depth that it can identify.
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Abstract—The dairy industry is the fastest growing industry in the world. Discharged water is more
easily contaminated with high levels of organic substances, pollutants and microbes. Consuming raw
milk eff luents can cause disease transmission to living beings and can be harmful to the environment.
The present investigation was carried out for the characterization and its biodegradation process of
dairy eff luents using locally selected isolated fungi. For the biodegradation process, three species of
fungi such as ASP, ALT, FUS were isolated and identified from dairy wastewater using the CFU
method. During the monsoon, the dairy farm (CMP) collected the seasonal milk eff luent. Aeration
followed by filtration for degradation was performed. During the research some physicochemical
parameters such as pH, BOD, COD, TDS, TSS, TKN, etc., were analyzed. Effluents from milk pro-
cessing and ASP fungal isolate have been found to have a high capacity to break down organic matter.
The BOD5 and COD value of the crude eff luent improved by 87.75 and 81.02%, respectively, after
5 days. Biodegradation with fungal isolates can be a perfect method for treating dairy wastewater. This
treatment technique can be used for industrial purposes, starting from selected fungal isolates, Asper-
gillus was more vital than Alternaria and Fusarium species for the biodegradation of organic content in
dairy eff luents. After studying all the aspects considered, aeration followed by filtration was extremely
effective in reaching the most notable level of contamination present in wastewater. The possible rea-
son could be related to the high adsorption capacity of activated carbon and assimilation by sawdust.
Activated coal and sawdust can remove an assortment of organic matter from contaminated water. At
long last, biodegradation of dairy wastewater by chosen fungal isolates is viable treatment technology,
particularly on account of using locally isolated fungal strains.

Keywords: dairy eff luent, biodegradation, fungal isolates, physiochemical parameters
DOI: 10.3103/S1063455X22010076

INTRODUCTION
In the dairy industry with the help of various processes such as cooling, pasteurization and homogeni-

zation, raw milk is transformed into different products such as market milk, butter, cheese, yogurt, con-
densed milk, powdered milk (milk powder) and ice cream. The dairy industry is sensitive to water and
requires a large volume of water for various operations such as heating, cooling, cleaning, etc. [1]. In milk
processing, a large eff luent discharge volume of 3 L per liter of milk has been reported [2–4]. This eff luent
was highly polluted with organic and inorganic content with the unacceptable value of BOD [5], COD,
high concentration of dissolved and suspended solids such as FOG (fat, oil, fat) and fungal nutrients such
as ammonia, minerals, phosphates and nitrates [6]. These nutrients produce unwanted toxic chemicals in
high concentrations. Many isolates of heterotrophic bacteria and fungi have been reported to have been
influential discharges. Fungi isolates are capable of degrading compounds that include fats, oils, and pro-
teins. Maximum decomposition occurs when nitrogen, phosphorous, and other essential inorganic nutri-
ents are present in the wastewater [7]. Fungi isolates also provide food for many organisms [8]. Microbes
combine with the oxygen in the water to generate multiple energy, this oxygen is also essential for f lora and
fauna in the aquatic environment. In the 2010 Gaddet study, steroidal estrogens were also found in high
concentrations in eff luent from untreated dairy farms [9]. The consumption of contaminated dairy eff lu-
ents can cause the transmission of diseases to living beings and the death of aquatic life [10]. Increased
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industrialization without proper control of eff luents containing toxic chemicals has led to serious environ-
mental pollution [11]. Taking into account the importance of fungi in the removal of organic pollutants,
the three most abundant fungal isolates were selected, such as Aspergillus sp. (ASP), Alternaria sp. (ALT),
and Fusarium sp. (FUS). During the last decade, numerous researchers have also defined the process and
applications of biodegradation of dairy eff luents using microbes, where fungi seem to reveal a better deg-
radation rate of organic matter [12]. The fungal cell and its enzymes play an important role in the biodeg-
radation of organic compounds [13]. In the present work, our objective is to examine the efficiency of
selected fungal isolates in the monsoon season (July 2020) to treat wastewater from the dairy industry
under aerobic and anaerobic conditions. After the study, it was found that the degradation of dairy eff lu-
ents by fungal isolates can be a very economical and efficient technique for the removal of the organic pol-
lutant from wastewater CMP.

EXPERIMENTAL
Sample Collection

Samples were collected from Cow milk plant (CMP) Kannauj, U.P. (India), along with two other
plants of District Kannauj. After sample collection, the discharge rate of wastewater was also measured
from the dairy plant’s outlet. The f low rate of wastewater from the plant was measured by a differential
pressure f low meter. The sample was collected in a sterile 5-liter container from the identified site. The
container was washed with alcohol and distilled water and dried in a hot air oven for 15 min at 30°C and
was allowed to cool at room temperature. After sample collection, the cap of the container was tightly
locked and placed at below 4°C temperature to avoid any physiochemical change in eff luent [14]. An anti-
biotic (Chloramphenicol 500 mg/L) was added to the influent to inhibit bacterial growth and incubated
for 5 days at room temperature (27°C) [15].

Isolation and Identification of Fungal Cells

Dairy eff luent samples were serially diluted (10–1–10–5) and total dilution up to 10–5 was made. For the
culture of fungi potato dextrose agar (PDA) medium was used. One mL of the diluted sample was inocu-
lated into a 250 mL Erlenmeyer f lask containing 100 mL of enrichment cultural media potato dextrose
broth (2.5 mg in 100 mL DW) at 27°C for 2 days. The cultures were repeatedly streaked on PDA medium
and incubated at 27°C for five days to obtain a pure culture [16]. A high-resolution LCD microscope
(Wuzhou DMS 653) was used to determine the morphological characteristics of the isolated fungi. The
isolated fungi were identified by colony morphology and microscopic observation by using Lactophenol
cotton blue staining method. Potato Dextrose Agar (PDA) and Potato Dextrose Broth (PDB) medium
were used for the maintenance of isolated fungal cultures [17]. All the culture of fungi was developed in
the biotechnology laboratory of AITH Kanpur.

Characterization of Isolated Fungal
The three fungal strains were isolated from influent based on colony morphology and microscopic

examination. These fungal strains were isolated during monsoon season at room temperature and identi-
fied as Alternaria sp. (ALT), Aspergillus sp. (ASP), and Fusarium sp. (FUS). The colonies were found to
be the blackcolor with granular surface shows the presence of Aspergillus sps. while the greyish green col-
ony shows Alternaria, and the pink color colony shows Fusarium [18].

Experimental Set Up for Analysis of Physiochemical Parameter
To experimental set up for study was developed according to Porwal et al. [16]. According to this

model, an assembly was prepared by using two plastic bottles with a capacity of 2 L. Each bottle was reused
to form two columns namely the primary tank and the secondary tank. These bottles were cut from the
bottom side and turned upside down to form columns. Both inverted bottles (column) were mounted on
a frame. Holes were drilled at the required locations in the bottles and clear silica tubes were attached. An
aerator was used for two days to provide a continuous supply of air to maintain the desired level of dis-
solved oxygen. For filtration, the sawdust was collected from the sawmill. It was washed thoroughly with
clean water to remove the organic and inorganic matter and it was dried by direct sunlight for 1 day. This
purified sawdust was used for filtration; the dimension of sawdust was 1.0 mm sieve size. The activated
carbon dust and purified sawdust were used for filtration, and both columns were washed with alcohol and
distilled water, respectively.
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Now 1 L of autoclaved affected milk water was poured into the main tank at room temperature, then
10 mL inoculum was added to the milk water. To affect a sufficient air supply, an aerator was inserted from
the top side of the main tank for 2 days continuously, and the tank was covered with aluminum foil. Aer-
ation was provided to the influent for degradation by fungal isolates. After 2 days the aeration was stopped
and the influent was allowed to stand for 1 h to precipitate. The treated water from the primary tank was
allowed to enter the secondary tank through a transparent silicone tube. In the secondary tank, water fil-
tration was performed using a 2 cm layer of activated carbon powder and a layer of 2 cm sawdust layer
(1.0 mm sieve size). Once the filtration process was completed, the treated eff luent was analyzed with
parameters such as pH, TDS (total dissolved solids), TSS (total suspended solids), BOD (biological oxy-
gen demand), COD (chemical oxygen demand), hardness total and TKN (total nitrogen Kjeldahl).

Parameter Analysis Method

The analysis of the required physicochemical parameters was carried out with the standard method
according to the Maiti water analysis manual [19]. The pH value was determined with the digital pH
meter, the TDS was measured with the TDS meter while the TSS was determined by the standard method.
The BOD was analyzed using (BOD Incubator manufactures KHERA KI-216) standard procedure with
nutrient mix and 5 days incubation at 20°C and COD was analyzed with (COD Digestion Unit manufac-
tures KHERA KI-162) method of oxidation with dichromate. Colors and odor are physical parameters,
both physically evaluated.

RESULTS AND DISCUSSION
Characterization of Influent

First of all control experiment was performed with untreated water of dairy eff luent and obtained
results of physiochemical parameters were summarized in Table 1. The influent water was light grey as in
appearance with an unpleasant odor, after treatment water was clear without odor. Some variation in color
and odor of the eff luent might be due to the presence of microorganism and fungal isolates, which play
an important role in the decomposition of organic matter.

Characterization of Treated Effluent

The experiment was carried out using three selected fungal isolates for the treatment process. Obtained
values of the physiochemical parameter of treated dairy eff luent after aeration in the primary tank and fil-
tration in the secondary tank are summarized in Table 1. Here sawdust and activated carbon were used as
a filter media which led to the removal of total suspended solids and consequently in the color improve-
ment [20]. After all processes, the eff luent was used for the characterization of the physiochemical param-
eter. Results show that the color and value of other physiochemical parameters of dairy eff luent were
changed. This change may be attributed to the degradation of organic materials by fungal isolates.

pH

The pH of eff luent depends on the nature of the end product of the dairy plant, and it varies from 4.7
to 11 pH at 190–330°C. It was observed that the pH value range in aeration and filtration was varying from
6.12 to 7.61. Untreated wastewater under control experiment was slightly acidic (pH 6.37) due to the
microbial action on organic compounds and it decomposes into similar acid and this acidic water could
harm the soil and aquatic f lora and fauna [21]. Overall after filtration, the pH of treated water by ALT was
6.19 acidic in nature while ASP treated water shows alkaline in nature (pH 7.61) and the pH of FUS treated
water was also observed in acidic near to neutral 6.65. Hence ASP and FUS sp. play an important role in
control the pH of dairy eff luent (Table 1).

Turbidity

Decrease in turbidity was observed on the fifth day of filtration, the decrement in turbidity may be due
to fungal isolates. The total turbidity removal efficiency was observed as 82.47, 97.17, and 89.77% for ALT,
ASP, and FUS respectively (Table 1). Turbidity was reduced due to the consumption of organic materials
under anaerobic conditions by the fungi through growth. Aspergillus (ASP) shows that the highest reduc-
ing power (97.17%) during filtration in anaerobic conditions among the three fungal isolates.
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Biological Oxygen Demand (BOD)

The value of BOD in dairy eff luent was observed as 1093.24 mg/L that was higher than standard norms
as per environmental protection law. This high value of BOD shows the presence of organic matter, lac-
tose, detergents, proteins, and inorganic salts in the wastewater. After treatment (filtration) it was noticed
that the maximum removal of organic matters was done by Aspergillus species (89.20%). In the same order
the removal rate was observed for other fungal isolates as 30.85, 34.63%, for FUS, ALT, respectively
(Table 2). During the treatment process, it was observed that the removal value was a decline with the
number of days as Table 2 and Fig. 1. After analysis noticed that during aeration first and the second day
the BOD value was declined sharply because of the continuous supply of air to maintain the desired level
of dissolved oxygen (Table 2). During aeration, it was also noticed that BOD value was diminishing with
the decrease of microbial colonies simultaneously. Yathavamoorthi et al. have been reported a good cor-
relation between microbes and BOD and TSS [22]. Although the high growth of fungal isolates had con-
sumed the oxygen present in the treatment column. The continuous and additional aeration in the column
was decreasing the BOD value. Different types of microorganisms require different levels of oxygen to
digest organic matter, which is very useful for multiplication and growth.

Chemical Oxygen Demand (COD)

The COD content was significantly reduced with ASP, ALT, FUS during aerobic treatment. The max-
imum efficient deformation in ASP, during filtration on the fifth day of removal, was 81.02% (Table 2).
This is confirmed by the COD flow of the result after ASP, ALT, and FUS significantly reduce aeration.
Like 81.02, 55.93, and 41.22%, respectively (Fig. 2). ASP has effective removal power of the eff luent
during aeration, whereas FUS showed the least removal power in COD. The decrement in COD values
might be due to more quantity of nutrients of fungi present in the form of dissolved and organic substances
which may be helpful for the growth of fungal isolates [23].

Table 1. Analysis of physiochemical parameters of dairy eff luent control and after degradation using fungal isolates

AR—After aeration (48 h); AF—after filtration; TDS—total dissolved solids; TSS—total suspended solids; NTU—nephelomet-
ric turbidity unit.

Para
meters pH Turbidity,

NTU TDS, mg/L TSS, mg/L

Total
alkalinity
(CaCO3), 

mg/L

Total
hardness

(CaCO3), mg/L
TKN, mg/L

Control 6.37 ± 0.08 1147.37 ± 1.12 1706.08 ± 0.80 736.24 ± 0.41 616.66 ± 8.809 518.346 ± 6.014 104.043 ± 6.154
Fungal isolates + effluent Alternaria sp.

2nd day (AR) 6.32 ± 0.14 385.97 ± 09.81 1531.85 ± 4.44 680.66 ± 0.57 604.12 ± 1.64 518.30 ± 6.014 102.18 ± 0.08
3rd day 6.12 ± 0.04 267.37 ± 02.01 682.54 ± 9.87 477.01 ± 1.73 738.42 ± 3.41 513.21 ± 0.52 87.82 ± 2.25

5th day (AF)
6.19 ± 0.10 201.56 ± 8.76 600.85 ± 0.55 8.16 ± 0.42 729.35 ± 0.64 511.10 ± 4.55 91.70 ± 5.36
Acidic 82.47↓ 35.17↓ 97.53↓ 18.27↑ 1.39↓ 11.82↓

Fungal isolates + effluent Aspergillus sp.
2nd day (AR) 6.69 ± 0.14 72.36 ± 1.16 1090.25 ± 1.25 602.29 ± 0.92 610.69 ± 7.89 514.58 ± 2.19 93.65 ± 2.01
3rd day 7.17 ± 0.07 48.10 ± 1.64 473.12 ± 4.53 214.34 ± 0.47 589.96 ± 0.35 509.33 ± 0.84 64.82 ± 0.83
5th day (AF) 7.61 ± 0.02 32.35 ± 1.15 381.95 ± 6.62 8.65 ± 0.37 578.84 ± 0.19 491.11 ± 4.03 50.33 ± 1.57
Overall % 
change Basic 97.17↓ 77.60↓ 98.82↓ 6.02↓ 5.25↓ 51.60↓

Fungal isolates + effluent Fusarium sp.
2nd day (AR) 6.38 ± 0.28 198.56 ± 2.83 990.45 ± 5.29 632.30± 0.92 720.23 ± 1.10 514.97 ± 3.18 98.55 ± 2.91
3rd day 6.65 ± 0.13 147.56 ± 1.85 677.33 ± 2.29 518.92 ± 1.14 714.92 ± 1.10 513.00 ± 0.17 63.13 ± 1.31
5th day (AF) 6.65 ± 0.08 117.30 ± 1.25 616.61 ± 13.88 38.68 ± 0.42 713.48 ± 2.97 510.67 ± 1.01 68.99 ± 1.07
Overall % 
change Acidic 89.77↓ 35.53↓ 95.02↓ 15.70↑ 1.48↓ 33.66↓
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Total Dissolved Solid (TDS)

Among the three fungal isolates, only ASP showed greater removal power for total dissolved solids
(77.60%) in the filtration treatment, while FUS has (35.53%), while the minimum reduction power has
been observed in ALT as (35.17%), Table 1. The presence of a high level of total dissolved solids is due to
the organic and inorganic matter present in the eff luent. We know that a lot of solids dissolve in plain
water. The high content of TDS reduces the usefulness of the water for potable irrigation and industrial
purposes [24].

Total Suspended Solid (TSS)

Suspended solids in wastewater generates from gelatinous milk and other dairy products. The decreas-
ing value of the total suspended solid in the treated milk eff luent after aeration and filtration was summa-
rized in Table 1. After aeration and filtration, the percentage of suspended solid was observed as 98.82,
97.53, and 95.02% in ASP, FUS, and ALT, respectively. From the data obtained it is clear that ALT has a
low decomposition power, while ASP shows a remarkable ability to remove suspended solids. However,
after the suspended solid decomposition aeration rate was low, after the filtration decomposition rate it
increased very rapidly from 602.29 ± 0.92 to 8.65 ± 0.37 for ASP 98.82%. The efficiency of decomposition
is attributed to the use of organic substances with the help of the fungus that further insulates from the
adsorption capacity of the used filter substances, sawdust and Charcoal powder.

Total Hardness

In hard water, the amount of calcium, magnesium, carbonate, bicarbonate, sulfate, and other ions are
present in excess. During the period of study, after five days of the treatment with fungal isolates, the hard-
ness was obtained as 1.39, 1.48, and 5.25% for ALT, FUS, and ASP, respectively (Table 1). The result
shows that the higher value of hardness in dairy eff luent was due to discharge of carbonate, bicarbonate,
caustic soda, etc.

Total Kjeldahl Nitrogen (TKN)

TKN is the approved parameter used to determine the organic nitrogen and ammonia from wastewa-
ter. The TKN amount of eff luent for discharge should not be greater than 100 mg/L as per guidelines of
environmental protection rule 1986 [3]. Nitrogen generally arises from milk protein in different forms like
urea [25], nucleic acid, and ammonium ions.  is the first inorganic ion produced during the aeration
treatment of dairy wastewater. Aeration treatment depends on microorganism growth in an oxygen-rich
environment. In this study removal of TKN was measured as 11.82, 33.66, and 51.60% for ALT, FUS, and
ASP respectively after 48 h aeration against untreated water Average TKN removal efficiency is summa-
rized in Table 1. Based on the obtained result it is proved that Aspergillus sp. has a great ability to decom-
pose organic nitrogen while Alternaria sp. showed less competence for degradation of organic nitrogen.

+
4NH

Table 2. Variation in colony counting, BOD, and COD in dairy eff luent control and treated with fungal isolates

BOD5—Biological oxygen demand (5 days at 20°C), COD—chemical oxygen demand, NA—not available.

Sample

Fungal 
growt h 

in CFU/mL 
× 106 ↓

BOD, mg/L COD, mg/L

control
↓

2nd
day

(AR)*

3rd
day

5th
day

(AR)*

overall
%

change
control

2nd
day

(AR)*

3rd
day

5th
day

(AF)*

overall
%

change

Control 68 1093.24 
± 0.68 NA NA NA NA 2318.59 

± 0.05 NA NA NA NA

Alternaria 
sp. 126 1093.24 

± 0.68
864.32 
± 0.14

712.08 
± 0.47

714.43 
± 7.91 34.63↓ 2318.59 

± 0.05
1715.90 
± 9..28

990.52
 ± 7.0

1021.2 
± 8.86 55.93↓

Aspergil-
lus sp. 232 1093.24 

± 0.68
889.32 
± 1.68

130.15 
± 5.14

123.82
 ± 3.93 89.20↓ 2318.59 

± 0.05
1785.59 
± 1.05

415.17
 ± 3.31

440.44
± 1.67 81.02↓

Fusarium
sp. 142 1093.24 

± 0.68
918.52 
± 1.26

773.53 
± 0.31

755.75 
± 2.25 30.85↓ 2318.59 

± 0.05
2129.59 
± 1.09

1363.32
 ± 6.07

1362.77
± 5.72 41.22↓
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CONCLUSIONS

In this study, some points were detected by the results obtained after the degradation of the milk eff lu-
ent treated with fungal isolates. The degradation efficiency of dairy eff luent was examined by the consor-
tium of Alternaria, Aspergillus and Fusarium species because the availability of the fungal isolates chosen
above is very abundant in nature, which is why they were selected for the study. Two processes were
involved in the treatment, aeration and filtration process. This treatment process can be a very economical
and efficient technique for CMP wastewater treatment. The research results also show that it is the best
treatment after filtration as there has been a significant reduction in all selected water parameters. Aerobic
treatment to be reliable and economical to generate a high quality eff luent after analysis found that Asper-
gillus has a great ability to remove BOD (87.75%) and COD (81.02%) under aerobic conditions because
the high growth of fungal isolates had consumed the oxygen present in the treatment column. Continuous
and additional aeration was responsible for the decrease in BOD and COD value. During the study, it was
also observed that turbidity was also reduced when mixing Aspergillus, for the CMP milk eff luent a higher
removal rate of turbidity (97.17%) and total suspended solids (98.82%). The three mushroom isolates cho-
sen above can be used as an inexpensive, potent and environmentally friendly way to withstand a wide
range of toxins from wastewater. Biodegradation with fungal isolates is an appropriate method for treating
dairy eff luents. In this treatment method, the fungal isolates can be used on a commercial scale. The fun-
gal isolates chosen as Aspergillus were more effective than Alternaria and Fusarium sp. for the biodegrada-
tion process of organic matter in dairy eff luents. After all, the results show that aeration followed by filtra-
tion was very effective in achieving the highest rate of removal of organic substances (pollutants) present

Fig. 1. Variation in BOD (a) and COD (b) removal of dairy effluent by Alternaria sp., Aspergillus sp., Fusarium sp. fungal
isolates.
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in the wastewater. The possible reason could be associated with the high adsorption capacity of activated
carbon and absorption by sawdust. Activated carbon and sawdust have the ability to remove a variety of
organic compounds from contaminated water. Finally, the biodegradation of dairy eff luents by selected
fungal isolates is an effective treatment technology, especially when using locally isolated fungal strains.
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A B S T R A C T  

Two novel lac case en zyme - producing strains Pseudomonas mon teilii and Gamma pro teobac terium were iso lated 
from woody soil sam ple and their pro duc tions were op ti mized. Max i mum pro duc tion of lac case was achieved 
at tem per a ture (37  °C), pH (7), car bon source (glu cose) and ni tro gen source (yeast ex tract) for both the iso - 
lates. The pro duced ex tra cel lu lar lac cases were ex tracted by cen trifu ga tion at 14000  rpm and 4  °C for 15  min. 
The ex tracted lac cases were also op ti mized for the spe cific sub strate to en zyme con cen tra tion ra tio, pH, tem - 
per a ture and the re sults were 1:9, 6.0, 25  °C for strain Pseudomonas mon teilii and 2:8, 8.0, 40  °C for strain 
Gamma pro teobac terium re spec tively. 

The nov elty of this work is here we use ex tracted bac te r ial lac case en zyme was sub jected to pyri dine raf fi - 
nate ac cord ing to op ti mized process pa ra me ters, a re duc tion in ab sorbance was ob served up to 51% for strain 
Pseudomonas mon teilii and 59.5% for strain Gamma pro teobac terium in 140  min. The study sig ni fies the bio - 
trans for ma tion of pyri dine raf fi nate into some other sim pler prod ucts as it pro vides a novel way to biore me di - 
ate pyri dine raf fi nate. This in no v a tive re me di a tion process dis plays a route to wards rea son able treat ment tech - 
niques where phys i cal and chem i cal pro ce dures ap pear to fall flat. 

1 . Introduction 

Pyri dine raf fi nate is an or ganic dis charge of the pyri dine man u fac - 
tur ing in dus try con tain ing mainly pyri dine; a het e ro cyclic aro matic 
com pound along with formalde hyde, pi co l ines, and phe no lics. It is a 
wa ter - soluble ( Li et al., 2009 ), a highly al ka line mix ture (pH 10 – 12), 
slightly pale in color with pen e trat ing nau se at ing odor (“Pyri dine 
|C5H5N - Pub Chem,” n.d.).Apart from a lab reagent, pyri dine has 
found its ap pli ca tions in ad he sives, aerosols, bleach ing agents, elec tro - 
plat ing in dus try, fuel ad di tives, in dus trial sol vents and as a raw ma te - 
r ial in paint, dyes, phar ma ceu ti cal and sev eral other in dus trial 
processes. Pyri dine is also an im por tant agent in the man u fac tur ing of 
sev eral dif fer ent key prod ucts such as vi t a mins, food fla vor ings, rub - 
ber prod ucts, in sec ti cides and her bi cides ( “Pyridine |C5H5N - 
PubChem, ” n. d. ). 

De spite its in dus trial use ful ness pyri dine has sev eral health haz - 
ards. Re searchers have re ported pyri dine car cino genic ity in rats 
( Hasegawa et al., 1993 ), in hu man - derived liver cell lines ( Majer et 

al., 2005 ), in the mam mary gland of rat ( Huber et al., 1997 ) and 
many more. Due to its haz ardous be hav ior, pyri dine is of fore most 
con cern among all the or ganic het e ro cyclic com pounds ( Saroha, 
2018 ). 

Pyri dine is listed as a pri or ity or ganic pol lu tant by the United 
States En vi ron men tal Pro tec tion Agency (USEPA). Ac cord ing to the 
lat est re port pub lished by NBC, Global Pyri dine Mar ket size is ex - 
pected to grow at USD 747.89 mil lion by 2023 ( “Pyridine Market 
Research Report - Forecast to 2023 | MRFR, ” n. d. ). Be ing a pri or ity or - 
ganic pol lu tant, such growth would also af fect the en vi ron ment at a 
high cost. 

Sev eral phys i cal, chem i cal and bi o log i cal method olo gies for 
biodegra da tion of pyri dine raf fi nate have been re ported. Phys i cal and 
chem i cal meth ods have the dis ad van tages of be ing costly and less ef - 
fec tive, how ever, bi o log i cal treat ment meth ods are pre ferred as they 
are cost - effective and en vi ron ment - friendly ( Sims, O'Loughlin and 
Crawford, 1989 ). From the per spec tive of the het e ro cyclic na ture of 
pyri dine, it is re cal ci trant to mi cro bial ac tiv ity. How ever, with time, 
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be cause of the abil ity of the mi crobes to de liver in creas ingly phe no - 
typic species and their dif fer en tial ways to uti lize var i ous sub strates 
for their me tab o lism, they are able to de grade pyridines and their de - 
riv a tives ( Sun et al., 2011 ). 

Lac cases are cop per - containing polyphe nol ox i dore duc tases first 
re ported in ex u dates of Japan ese lac quer tree Rhusver ni cifera 
( Yoshida, 1883 ) and de grades pyri dine ring as re ported by sev eral re - 
searchers ( Rajput and Mishra, 2019 ). The mech a nism of lac case ac tiv - 
ity in volves uti liz ing oxy gen as an elec tron donor and help ing in the 
ox i da tion of dif fer ent com pounds such as phe nols, polyphe nols, aro - 
matic amines by four - electron trans fer re sult ing in the re duc tion of O 2 
to H 2 O and for ma tion of re ac tive sub strate rad i cals ( Claus, 2004 ; 
Riva, 2006 ). Some sub strates are two - electron donors re sult ing in one 
step ox i da tion - reduction re ac tion, cop per - I ac cepts elec tron and re ac - 
tive sub strate rad i cals take part in fur ther non - enzymatic re ac tions 
( Kersten et al., 1990 ). The oc cur rence of lac case had been found in 
fun gus such as As pergillus sp., Cori olop sis gal lica, Fu na li a trogii, Strep to - 
myces cya neus, Peni cil lium oryzae etc ( Baldrian, 2006 ; Thurston, 2019 ), 
plants such as Camelia sine sis, Schi nus molle, Musa par a disi aca, 
Forsintha sus pensa, Pi nus sp. etc ( Dean and Eriksson, 1994 ; Dwivedi et 
al., 2011 ) and bac te ria ( Bugg et al., 2011 ; Sharma et al., 2007 ). Lac - 
cases are the cen ter of at trac tion for ef flu ent treat ment dis charged 
from in dus tries be cause of their wide range of ox i dore duc tase ac tiv ity 
( Claus, 2004 ). Lac cases have also been re ported ther mally ( D'Souza - 
Ticlo et al., 2009 ) and pH sta ble ( Singh et al., 2007 ) which makes 
them more di ver si fied in the biore me di a tion process. The first bac te r - 
ial lac case was iso lated in 1999 from Azospir il lum lipoferum 
( Diamantidis et al., 2000 ) . Martins et al. (2002) iso lated and char ac - 
ter ized bac te r ial lac case from Bacil lus sub tilis en dospore coat ( Martins 
et al., 2002 ). Many re searchers used mi cro bial species as whole to 
biore me di ate the com plex het e ro cyclic com pounds. Chandra et al. 
(2009) re ported Bacil lus sp. co - culture can de grade formalde hyde free 
pyri dine raf fi nate ( Chandra et al., 2009 ) . Lit tle work has been re ported 
on pyri dine raf fi nate degra da tion with bac te r ial lac case. In the pre - 
sent study, we have suc ceeded to biore me di ate the pyri dine raf fi nate 
with the help of en zyme lac case. 

2 . Material and methods 

2. 1 . Chemicals and growth medium 

Sol vents viz Tris - Base, Phos phate buffer, EDTA and Propyl al co hol 
were ob tained from Thomas Baker Chem i cals Pri vate Lim ited, New 
Delhi, In dia. Salts viz. Na 2 HPO 4 , CaSO 4 , NaCl, ZnSO 4 , C 6 H 5 FeO 7 , 
MnSO 4 ·H 2 O, K 2 Cr 2 O 7 , NaHCO 3 , NaH 2 PO 4, and CH 3 COONa were ob - 
tained from Cen tral Drug House, New Delhi, In dia and me dia com po - 
nents viz. agar, yeast ex tract, su crose, glu cose, tryp tone, pep tone were 
ob tained from Sisco Re search Lab o ra to ries Pvt. Ltd. (SRL), New Delhi, 
In dia. Gua ia col was pro cured from Thermo Fisher Sci en tific In dia Pvt. 
Ltd., Mum bai, In dia. All reagents were of an a lyt i cal grade and ex tra 
pure qual ity. 

2. 2 . Collection of soil sample 

Col lec tion of soil sam ple was done asep ti cally from Gupta Tim bers 
(26°30′06.6″N 80°15′15.9″E), Kalyan pur, Kan pur, Ut tar Pradesh, In - 
dia. The first layer of soil up to 10  cm was re moved us ing a ster ile 
spat ula.Af ter that, us ing an other ster ile spat ula soil sam ple was trans - 
ferred into pre au to claved beaker and cov ered with alu minum foil in - 
stantly. The sam ple was then trans ferred to a Petri dish and kept at 
room tem per a ture for 6  h in a glove box by main tain ing asep tic con di - 
tions to nor mal ize the tem per a ture of the soil sam ple and to re move 
mois ture. Dried soil was fil tered us ing 34μ sieve and 1  g was weighed 
out for se r ial di lu tion pro to col. 

2. 3 . Selection and screening of Laccase producing colonies 

The fil tered sam ple weighed out was se ri ally di luted to get more 
promi nent iso lates from mi crobe - rich dense soil cul ture. A to tal di lu - 
tion up to 10 −6 was made and in oc u lated on ster ile pre - prepared nu - 
tri ent agar Petri plates (Hi - Media Lab o ra to ries, Mum bai, In dia) us ing 
spread plate cul ture tech nique in a lam i nar cab i net (Mi croflow Ster ile 
Con cepts In dia Pvt Ltd., Chen nai, In dia). Af ter ster il iz ing it against 
pos si ble con t a m i na tion, 20  μL of well - mixed sam ple from 10 −4 , 10 −5 , 
10 −6 di lu tions were trans ferred into three dif fer ent Petri plates in trip - 
li cate and spread it with the help of a ster ile spreader. These Petri 
plates were then in cu bated at 37  °C tem per a ture, hu mid ity and light - 
controlled in cu ba tor for 24  h to al low the growth of mi crobes. Af ter 
that dif fer ent colonies were marked and streaked out in quad rant 
form onto ster il ized pre - prepared nu tri ent agar Petri plates for fur ther 
iso la tion of pure colony. 

Spec i fied M162 medium ( Degryse et al., 1978 ) was used to iso late 
lac case pro duc ing bac te r ial species. Mod i fied M162 medium com po si - 
tion (g/ l):CaSO 4 ·2H 2 O (0.4), MgCl 2 ·6H 2 O (2.0),glu cose (1.0), yeast ex - 
tract (3.0), C 6 H 5 FeO 7 so lu tion (0.01  M) (5.0), K 2 HPO 4 (0.5),NH 4 NO 3 
(0.5), NaH 2 PO 4 (0.5), Na 2 HPO 4 (0.5) and 10  ml of mi cronu tri ents con - 
tain ing g/ l of MnSO 4 ·H 2 O (2.28), Na 2 MO 4 ·2H 2 O (0.05), CoCl 2 ·6H 2 O 
(0.09), CuSO 4 (0.025), H 3 BO 4 (0.5), ZnSO 4 ·7H 2 O (0.5)& 0.5  ml H 2 SO 4 . 
Agar (1%) used as a so lid i fy ing agent in SSF ( Rajput and Mishra, 
2019 ) and 2  mM Gua ia col was used as a stan dard sub strate. Lac case 
pro duc ing bac te ria pro duce brown colonies when grown on this 
medium af ter 72  h at 37  °C tem per a ture ( Kaur et al., 2017 ) and the 
iden ti fi ca tion of lac case pro duc ing bac te r ial strains by prob ing into its 
mor pho log i cal and bio chem i cal char ac ter is tics by re fer ring Bergey's 
Man ual of De ter mi na tive Bac te ri ol ogy ( Bergey et al., 1984 ) and then 
af ter strains were fur ther cross - verified by Chro mous Biotech Pvt. Ltd. 
Ben galuru, In dia. Ser vice Num ber: BI - 525,India. 

2. 4 . Isolation of crude Laccase 

Colonies were al lowed to grow on dif fer en tial broth me dia for 5 
days at 37  °C and 150  rpm in an or bital shaker (Sci gen ics Biotech Pri - 
vate Lim ited, Chen nai, In dia). Af ter 5 days the flasks were drawn 
from the shaker and cul ture mix ture was cen trifuged (Elek tro craft Pvt. 
Ltd., MP400R, Mum bai, In dia) at 14000  rpm for 15  min and 0 – 4  °C in 
a high - speed re search cen trifuge. The su per natant was col lected and 
stored at 4  °C for fur ther use as a crude en zyme source and the pel let 
was dis carded. 

2. 5 . Laccase production & optimization 

In the process of lac case pro duc tion pa ra me ters like time, tem per a - 
ture, pH, car bon, and ni tro gen sources were op ti mized. Ex per i men tal 
cul tures were in cu bated for 5 days and their lac case ac tiv ity was mea - 
sured at a reg u lar in ter val of 12  h for op ti miza tion of time. The ef fect 
of tem per a ture and pH on en zyme pro duc tion was de ter mined by in - 
cu bat ing the in oc u lated flask un der dif fer ent con di tions (tem per a ture 
27 – 42  °C), pH (5 – 9) in a con trolled en vi ron ment ( Niladevi et al., 
2009 ; Singh et al., 2007 ). Glu cose, fruc tose, and su crose were sep a - 
rately in ves ti gated to de ter mine the ef fect of the car bon source while 
yeast ex tract, tryp tone and pep tone as ni tro gen sources to ex am ine its 
ef fect on lac case pro duc tion. 

2. 6 . Total protein content determination 

To tal pro tein es ti ma tion was done ac cord ing to the Lowry method 
( Walker et al., 2003 ). The method re lies on a bi uret re ac tion in which 
pep tide bonds from pro tein re act with cop per un der al ka line con di - 
tions to pro duce cop per ions. The re ac tions re sult in a strong blue 
color, which de pends partly on ty ro sine and tryp to phan con tent. The 
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method is sen si tive down to about 0.01  mg of pro tein/ ml and is best 
used on so lu tions with con cen tra tions in the range 0.01 – 1.0  mg/ ml of 
pro tein. 

2. 7 . Characterization of enzyme 

2. 7. 1 . Standard substrate concentration 
To stan dard ize the pro ce dure for biore me di a tion of pyri dine raf fi - 

nate, gua ia col as a stan dard sub strate was used for de ter min ing op ti - 
mum sub strate to en zyme con cen tra tion. A to tal re ac tion mix ture of 
4  ml was taken as con stant hav ing vary ing con cen tra tions of en zyme 
to sub strate ra tio. The en zyme to sub strate ra tio was var ied as 1:9, 
2:8, 3:7 and 4:6 re spec tively. 

2. 7. 2 . pH 
The re ac tion mix ture con tain ing en zyme & gua ia col was in cu bated 

at an op ti mum con cen tra tion de ter mined in the pre vi ous step with 
vary ing pH from 5 to 9 mea sured us ing pH me ter (Cole - Parmer In dia, 
Mum bai, In dia).Af ter ini tial in cu ba tion, sam ples were drawn at a reg - 
u lar in ter val of 20  min and op ti cal den sity was mea sured at 450  nm 
for gua ia col and 501  nm for pyri dine raf fi nate us ing a UV spec tropho - 
tome ter (G Bio sciences Pvt. Ltd., Noida, In dia). 

2. 7. 3 . Temperature 
Es ti mated op ti mum pH and en zyme - substrate con cen tra tion ra tio 

ob tained from pre vi ous stud ies were kept con stant and the tem per a - 
ture was var ied be tween 27 and 42  °C un der a con trolled en vi ron ment 
( Niladevi et al., 2009 ). 

2. 7. 4 . Laccase activity 
Lac case ac tiv ity was de ter mined us ing Gua ia col as say ( Sheikhi et 

al., 2012 ). 2  mM di lu tion of gua ia col was pre pared in ab solute 
ethanol. The to tal re ac tion mix ture of 4  ml con tain ing 3.5  ml of pre - 
prepared phos phate buffer of pH 8.0, 400  μL of 2  mM gua ia col and 
100  μL of crude en zyme ex tract was used. A to tal of 6 test tubes con - 
tain ing the same re ac tion mix ture were pre pared. Gua ia col has been 
re ported as an ef fi cient sub strate for lac case as say. The in tense brown 
color de vel op ment due to ox i da tion of gua ia col by lac case can be cor - 
re lated to its ac tiv ity of ten read at 450  nm. The mix ture was in cu - 
bated at 35  °C for 15  min and ab sorbance was read at 450  nm us ing a 
UV spec tropho tome ter. En zyme ac tiv ity was ex pressed as In ter na - 
tional Units (IU), where 1 IU is de fined as the amount of en zyme re - 
quired to ox i dize 1  μmol of gua ia col per min. The lac case ac tiv ity in 
IU/ ml is cal cu lated by the for mula ( Abd El Monssef, Hassan and 
Ramadan, 2016 ). 

Where. 

Δ A 450 = Change in absorbance at 450  nm 
V = Total volume mixture (ml) 
v  =  Enzyme volume (ml) 
Δ t  =  Change in time 
e  =  Extinction coefficient for guaiacol (12. 1 mM/ cm) 

3 . Results and discussion 

3. 1 . Isolation and screening of laccase producing bacterial strains 

Eight dif fer ent colonies were ob tained af ter se ri ally di lut ing 1  mg 
of soil into 6 dif fer ent test tubes and were spread onto pre - prepared 
nu tri ent agar plates. They were fur ther marked out and were per mit - 
ted to grow on mod i fied M162 se lec tion me dia where 2  mM of gua ia - 
col as a sub strate was added to the medium. Lac case pro duc ing bac - 

terium pro duces red dish - brown colonies on this medium. Colonies 
cor re spond ing to 1st and 5th of Petri plates pro duced red dish - brown 
colonies and hence marked as TS 1 and TS 5 . Gua ia col al lows en hanced 
melaniza tion by lac case pro duc ing strains and hence helps in iden ti fi - 
ca tion. 

3. 2 . Laccase production & optimization 

The con cen tra tion and na ture of the car bon source used in the 
medium showed a sig nif i cant ef fect on en zyme pro duc tion. The ad di - 
tion of fruc tose, glu cose, and su crose as dif fer ent car bon sources in - 
creases the pro duc tion of lac case (mea sured in terms of max i mum lac - 
case ac tiv ity). Op ti miza tion stud ies for car bon sources in the pres ence 
of gua ia col were per formed. Glu cose (0.265 & 0.238 IU/ ml) showed 
higher ac tiv ity in com par i son to su crose (0.255 & 0.169 IU/ ml) and 
fruc tose (0.219 &0.198 IU/ ml) re spec tively for strain TS 1 and TS 5 
( Fig. 1 ). Sim i lar re sults were re ported by many re searchers in the case 
of the uti liza tion of spec i fied car bon sources ( Mikiashvili et al., 2006 ). 
Yeast ex tract, urea, am mo nium sul phate, am mo nium ni trate, pep tone 
and tryp tone are most com monly used ni tro gen sources for the bac te r - 
ial and fun gal lac case pro duc tion. We op ti mized pre ferred ni tro gen 
sources tryp tone, pep tone and yeast ex tract against lac case ac tiv ity 
and found that yeast ex tract demon strated higher ac tiv ity (0.250 & 
0.255 IU/ ml) com pared to pep tone (0.231 & 0.238 IU/ ml) and tryp - 
tone (0.223 & 0.232 IU/ ml) re spec tively for strain TS 1 and TS 5 ( Fig. 2 ). 
Ex per i ments have sug gested that lac case pro duc tion in creases as ni - 

Fig. 1 . Lac case ac tiv ity against car bon sources for lac case pro duc tion. 

Fig. 2 . Lac case ac tiv ity against ni tro gen sources for lac case pro duc tion. 
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tro gen de pleted, at tained a max i mum and then started falling off 
( Keyser et al., 1978 ). 

Lac case be ing ther mostable, tem per a ture does not have a very sig - 
nif i cant ef fect on lac case ac tiv ity whereas the op ti mal tem per a ture 
varies with strain ( Thurston, 2019 ). In this study, we op ti mized lac - 
case ac tiv ity against var ied tem per a ture range (27 – 42  °C) and dis cov - 
ered that both the strains showed higher ac tiv ity at 37  °C ( Fig. 3 ). 

The ideal pH worth changes re ly ing upon the sub strate since the 
in stru ment of the re sponse with com pound lac case fluc tu ates. Many 
re ports sug gest that the bell pro file oc curs in the case of lac case ac tiv - 
ity. The po ten tial dif fer ence be tween the phe no lic sub strate and the 
T1 cop per (First cop per in ac tive moi ety of lac case) can in crease the 
ox i da tion of the sub strate while the hy drox ide (OH − ) is bonded to the 
T2/ T3 cop per cen ter which help to de ter mine the op ti mal pH value 
for the lac case ac tiv ity ( Kunamneni et al., 2007 ). Lac case pro duc tion 
was higher at pH 7.0 for both the strains ( Fig. 4 ). Sub stan tial lac case 
pro duc tion was dis played by many re searchers in the pH range from 
3.0 to 8.0 ( Cordi et al., 2007 ) . 

3. 3 . Morphological and molecular identification of laccase producing 
strains 

3. 3. 1 . Gram staining 
A high - resolution LCD mi cro scope (Wuzhou New Found In stru - 

ment Com pany Ltd., DM S653, China) was used to de ter mine the mor - 
pho log i cal char ac ter is tics of the bac terium. Gram - stained slides were 
an a lyzed un der the mi cro scope at 100X res o lu tion and the colonies 
were found to be pink col ored, rod - shaped, motile, multi - flagella, the 
cen ter raised and mar gins slightly ta pered smooth bac terium ( Fig. 5 ). 

Fig. 3 . Lac case ac tiv ity at dif fer ent tem per a tures for lac case pro duc tion. 

Fig. 4 . Lac case ac tiv ity at dif fer ent pH for lac case pro duc tion. 

Fig. 5 . Gram - s tained iso late strain TS1 (left) and TS5 (right). 

3. 3. 2 . Molecular identification of bacterial strains using 16S rRNA 
sequencing 
3.3.2.1 . PCR am pli fi ca tion con di tions. In this study DNA am pli fi ca tion 
was done un der the men tioned pro to col for the iden ti fi ca tion of the 
sam ples TS1 and TS5 in which DNA was taken 1  μl, 16S for ward 
primer (400  ng) 1  μl, 16S Re verse Primer (400  ng) 1  μl, dNTPs 
(2.5  mM each) 4  μl, 10X Taq DNA poly merase As say Buffer 10  μl, Taq 
DNA poly merase en zyme (3U/ μl) 1  μl, nu cle ase free wa ter X 7  μl, To - 
tal re ac tion vol ume 250  μl, all PCR work done by Chro mous Biotech 
Pvt. Ltd. PCR ther mal cy cles and con di tions are men tioned in Table 1 . 

For ward and re verse primers were used for am pli fi ca tion of 16S 
rDNA se quence: Prokary otic 16S rRNA spe cific primer were used in 
this study: (The PCR prod uct size was ex pected ~1.5  kb) and the used 
primers se quences were - 

16S Forward Primer: 5’ – AGAGTTTGATCMTGGCTCAG – 3′ 
16S Reverse Primer: 5’ – TACGGYTACCTTGTTACGACTT – 3′ 

The bac te r ial cul tures were iso lated and iden ti fied to their near est 
species us ing the 16S rDNA se quence. In Fig. 6 sam ple TS1 (1), TS5 (2) 
and 500bp DNA lad der (L) was loaded in 1% agarose gel to de ter mine 

Table 1 
PCR cy cle con di tion. 

Temperature °C 95  °C 94  °C 50  °C 72  °C 72  °C 

Time 5min 30sec 30sec 1.30min 7min 
Cycle 35 

Fig. 6 . PCR prod ucts loaded on 1%Agarose gel, A: 500bp DNA Lad der, 1: Sam - 
ple - TS1, 2: Sam ple - TS5, L: Lad der. 
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the size of the sam ples af ter PCR for 16S rDNA analy sis . The 16S 
rDNA se quence of the iso lates was com pared with the 16s rDNA Gen - 
Bank data base us ing BLASTn. Ge nomic DNA from the iso lated strains 
was iso lated and 1.5  kb 16S - rDNA frag ment was am pli fied bi - 
directionally us ing high - fidelity PCR. The ob tained PCR prod uct was 
se quenced bi - directionally. Phy lo ge netic tree builder was used for se - 
quences aligned with sys tem soft ware aligner. A dis tance ma trix was 
gen er ated us ing the Jukes - Cantor with cor rected dis tance model. 
While gen er at ing the dis tance ma trix, only align ment model po si tions 
were used, align ment in serts were ig nored and the min i mum com pa - 
ra ble po si tion was con sid ered 200. The tree was cre ated us ing weight 
or with al pha bet size 4 and length size 1000. The en tire analy sis gave 
matched with Pseudomonas sp. FBF57 par tial 16S rRNA gene, iso late 
FBF57 and next near est lo cus was found as Pseudomonas mon teilii 
strain PS38 ( Fig. 7 ). The sam ple was found to be Gamma pro teobac - 
terium sym biont of Cal liphara ex cel lent IROM gene for 16S ri bo so mal 
RNA ( Fig. 8 ). 

From the above analy sis it has very clear that our or gan isms of in - 
ter est was be long to the prokary otes (Bac te ria) sys tem. With the use 
of ad vanced mol e c u lar bi ol ogy ap proaches and bio - informatics tool 
Pseudomonas mon teilii & Gamma pro teobac terium was found con firmed 
or gan isms. 

3. 3. 3 . Laccase activity determination with reference to guaiacol as a 
standard substrate 

Lac case ac tiv ity was de ter mined by per form ing the en zyme - 
substrate re ac tion be tween gua ia col as sub strate and crude en zyme 
ex tract as a lac case source. A UV – Visible spec tropho tome ter was used 
to dis play ab sorbance at a spe cific in ter val of 20  min for 120  min. 
Lac case ac tiv ity re sults are shown be low ( Fig. 9 ). The en zyme to sub - 
strate ra tio was taken as 1:4 as re ported from the lit er a ture ( Rajput 
and Mishra, 2019 ). Ini tially, gua ia col was pre sent in good quan tity so 
the re ac tion was fast but as the sub strate started de plet ing, the re ac - 
tion rate be came slower. 

3. 4 . Laccase characterization 

3. 4. 1 . Effect of substrate concentration, pH and temperature on laccase 
activity 

Lac case ob tained from the crude ex tracts was sub jected to stan - 
dard sub strate gua ia col for de ter min ing the op ti mum con cen tra tion 
for its max i mum ac tiv ity. Lac case be ing sub strate - specific en zyme,an 
ex ces sive amount of sub strate con cen tra tion would have caused sub - 
strate in hi bi tion.More over, low con cen tra tion would not have al lowed 
at tain ing the proper rate of re ac tion. En ti ties al ready pre sent in crude 
ex tract may also par tic i pate in the re ac tion and af fect it ad versely. In 
the case of only one sub strate, it has been well known that by in creas - 
ing sub strate con cen tra tion,the rate of re ac tion in creases then 
achieves a max i mum, be yond which, rate of re ac tion will not be af - 
fected by sub strate con cen tra tion. Fig. 10 shows max i mum lac case ac - 
tiv ity at the en zyme to sub strate ra tio 1:9 for Pseudomonas mon teilii 
and 2:8 for Gamma pro teobac terium. 

To sig nify that en zyme is ac tive (dif fer ent sub units of en zymes be - 
have dif fer ently at di verse pH) and sta ble it be comes nec es sary to val - 
i date en zyme ac tiv ity and sta bil ity at var ied pH.The ac tiv ity of 
Pseudomonas mon teilii was found best at pH 8.0 and that of Gamma 
pro teobac terium at pH 6.0 ( Fig. 11 ). The re sults of this study in fer that 
lac case from Gamma pro teobac terium strain is much more pH sta ble 
than its coun ter part ( Pseudomonas mon teilii ) and was in ac cor dance 
with other re searches ( Cordi et al., 2007 ; Kunamneni et al., 2007 ). 

Op ti mum tem per a ture for lac case ac tiv ity was found at 25  °C for 
Gamma pro teobac terium , while that of Pseudomonas mon teilii at 40  °C 
( Fig. 12 ). En zy matic re ac tions are tem per a ture spe cific and their sta - 
bil ity de pends on the tem per a ture of the re ac tion mix ture and en vi - 
ron ment. Mostly lac cases are ther mally sta ble and re search has shown 
that lac case ac tiv ity can vary from mod er ate to higher tem per a ture 
highly de pend ing on strain type ( Nyanhongo et al., 2002 ; Palmeiri et 
al., 1993 ). 

Fig. 7 . Phy lo ge netic tree gen er ated by the con cate na tion of the 16S r RNA se quences Data re trieved from NCBI data base (Se quence ID: HG805731.1 ). 

Fig. 8 . Phy lo ge netic tree gen er ated by the con cate na tion of the 16S r RNA se quences Data re trieved from the NCBI data base (Se quence ID: LC473101.1 ). 
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Fig. 9 . Lac case ac tiv ity de ter mi na tion us ing Gua ia col as stan dard sub strate. 

Fig. 10 . Op ti mum sub strate con cen tra tion de ter mi na tion for pyri dine raf fi nate 
degra da tion. 

Fig. 11 . Op ti mum pH de ter mi na tion for pyri dine raf fi nate degra da tion. 

3. 5 . Specific activity measurement 

Spe cific ac tiv ity is the mea sure of en zyme pu rity. It is the ra tio of 
en zyme ac tiv ity to to tal pro tein con cen tra tion. Spe cific ac tiv ity for 
crude en zyme ex tract from Pseudomonas mon teilii was found to be 
0.089 IU/ ml, while that of Gamma pro teobac terium was 0.1217 IU/ ml. 

3. 6 . Pyridine raffinate degradation 

Af ter the char ac ter i za tion of lac case with stan dard sub strate gua ia - 
col, the best con di tions were cho sen to per form as say with pyri dine 
raf fi nate. Ex tracted en zymes were tested for biore me di a tion in terms 

Fig. 12 . Op ti mum tem per a ture de ter mi na tion for pyri dine raf fi nate degra da - 
tion. 

of re duc tion in op ti cal den sity ( Shi et al., 2015 ; Singh et al., 2007 ; 
Wang et al., 2012 ). 

We de ter mined the op ti mized con di tions viz; en zyme - substrate 
con cen tra tion (1:9), pH (6), tem per a ture (25  °C) for strain Pseudomonas 
mon teilii , and en zyme - substrate con cen tra tion (2:8), pH (8), tem per a - 
ture (40  °C) for strain Gamma pro teobac terium and ap plied the same for 
the degra da tion of pyri dine raf fi nate. Af ter ini tial in cu ba tion of 
20  min the ab sorbance of pyri dine raf fi nate in creases slightly then it 
starts de creas ing till 120  min and fur ther seems to be come a plateau 
( Fig. 13 ). Ab sorbance de creased up to 51% in 140  min for strain 
Pseudomonas mon teilii while 59.5% re duc tion was ob served in case of 
strain Gamma pro teobac terium . This ex per i ment sig ni fies that pyri dine 
raf fi nate can be de graded us ing bac te r ial lac case. 

4 . External validation of process parameters 

High - Performance Liq uid Chro matog ra phy (HPLC) was used to ac - 
cu rately de ter mine the degra da tion per cent age of pyri dine com pound 
by ini tially us ing 50  ppm pure pyri dine from BDH in stead of pyri dine 
raf fi nate sam ple. Ac cord ing to the time course degra da tion study ( Fig. 
14 a and 14b ),the max i mum pyri dine degra da tion (46.323  ±  5%) was 
ob served at 140  min of in cu ba tion. HPLC (LC - 20AD, Shi madzu, and 
Tokyo, Japan) was used for the analy sis with in jec tion vol ume 
20  μL  at 25  °C and ace toni trile (ACN) as a mo bile phase. The re ac tion 
mix ture with out lac case was used as a con trol for this ex per i ment. All 
the analy sis were car ried out in trip li cates. The re sults have been 
com pared with their con trols. Both the chro matogram (con trol and 
lac case - mediated degra da tion of pyri dine) showed sin gle dom i nant 
peaks at a re ten tion time of 2.005, 2.077  min, re spec tively. The con - 
trol chro matograms did not show any ab solute peaks. How ever, the 
lac case treated chro matograms showed their solute peaks at re ten tion 
time at 1.376 & 1.276  min. The re sults im plied lac case me di ated 
degra da tion of pyri dine. The degra da tion of toxic pyri dine by 

Fig. 13 . Pyri dine raf fi nate degra da tion, ab sorp tion read at 501  nm. 
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Fig. 14a . Chro matogram of stan dard 50  ppm pyri dine. 

Fig. 14b . Chro matogram of treated 50  ppm pyri dine. 

Pseudomonas mon teilii and Gamma pro teobac terium sug gest a po ten tial 
al ter na tive for the degra da tion of pol lu tants in the ecosys tem. 

5 . Conclusion 

Many stud ies have al ready re ported the po ten tial of lac cases in 
biore me di a tion of com plex phe no lic and aro matic sub stances. How - 
ever, the per sis tent and com pli cated struc ture and na ture of pyri dine 
raf fi nate has led to lit tle stud ies re gard ing its biodegra da tion. In this 
study, lac cases have been se lected to eval u ate biodegra da tion of pyri - 
dine raf fi nate (highly al ka line) as these en zymes have bet ter tol er ance 
to wards high pH and show ther mal sta bil ity. Lac case ob tained from 
iso lates of Pseudomonas mon teilii ( en zyme - substrate con cen tra tion 
(1:9), pH (6), tem per a ture (25  °C) ) and Gamma pro teobac terium ( en - 
zyme - substrate con cen tra tion (2:8), pH (8), tem per a ture 
(40  °C) ) showed around 51 and 59.5% degra da tion of toxic and car - 
cino genic pyri dine raf fi nate in 140  min re spec tively and fur ther by 
HPLC method 46.323  ±  5% re duc tion was ob served. The out comes of 
this in ves ti ga tion sug gested a po ten tial route for com bat ing pyri dine 
raf fi nate pol lu tion in an eco log i cally com pat i ble and eco nom i cal man - 
ner. 
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Pyridine is a heterocyclic aromatic compound present in pyridine raffinate, an organic discharge of the pyridine 
manufacturing industry. Besides pyridine, raffinate also contains formaldehyde, picolines and phenolics. Earlier, we 
isolated Gamma proteobacterium from timber soil for laccase production and optimized the involved process parameters. 
Here, we studied the optimization of process parameters for biodegradation of pyridine raffinate with the help of 
mathematical modeling [central composite design with response surface methodology (CCD-RSM) and artificial neural 
network (ANN)]. The results predicted ANN to be a better tool for optimization of pyridine raffinate degradation. CCD 
was used to develop the best fit second-order polynomial quadratic regression equation. Prediction of degradation 
percentage for pyridine raffinate was done using the equation which was found to be 71.60% at temperature 36.76°C, pH 
7.45 and inoculum concentration 1.96 mL/10mL. The predicted response was experimentally validated in the wet lab to 
verify the degradation efficiency. The outcome was 65.76±2%, further confirmed by Gas Chromatography-Flame 
Ionization Detector (GC-FID). The result of GC-FID () data showed no trace of pyridine (Area 0%) which was reduced 
from initial area of 1.38% pyridine in raffinate sample.  

Keywords: Backpropagation, Biodegradation, Central composite design (CCD), Industrial pollution, Laccase production, 
Organic pollutant, RSM 

The increased industrialization without proper 
monitoring of effluents comprising toxic chemicals has 
led to serious environmental pollution. One such 
chemical is pyridine and its derivatives which are 
frequently found in the industrial and agricultural 
effluents. Due to its recalcitrant nature, the United States 
Environment Protection Agency (USEPA) has listed 
pyridine as a priority organic pollutant1. Utilization as a 
raw material in paint, dyes and pharmaceuticals along 
with its use in the alcohol denaturation process and to 
formulate products, such as medicine, vitamins, 
adhesives and in waterproofing of fabrics are some of 
the applications of pyridine2,3. Pyridine has carcinogenic 
properties, and hence an exposure limit of 5 ppm 
averaged over a 10 h work-shift has been recommended 
by Occupational Safety and Health Administration 
(OSHA), American Conference of Governmental 
Industrial Hygienists (ACGIH). 

Pyridine raffinate is a pale, toxic, obnoxious odour 
organic effluent released from different manufacturing 
industries, such as pharmaceuticals agrochemicals, food, 
latexes and others4. The raffinate consists of various 
heterocyclic aromatic hydrocarbon compounds, such as 
formaldehyde, phenolics and picolines along with 
pyridine and is highly alkaline (pH 12.0) and water 
soluble5. Among the various treatment methods 
investigated viz. sorption, zeolites and biodegradation6, 
the biological treatment approach has been found to be 
most cost-effective. In this work, we opted for ex-situ 
bioremediation approach for degrading pyridine 
raffinate using bacterial extracellular enzyme laccase. 
The extensive applications of laccase have enhanced its 
industrial importance in areas like delignification of 

lignocellulosic material, waste detoxification and textile 

dye decolourization. The large amount of wastewater 
requiring treatment creates hindrance in the industrial 
application of enzyme assisted treatment technologies. 
High costs, limited operating stability, intolerance to 
unfavourable environmental conditions, and challenging 
recovery and recyclability are among the many other 
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drawbacks encountered while using soluble native 
enzymes for treatment7. Although laccase can be 
obtained from both bacteria and fungi, bacterial laccases 
are comparatively better for industrial use which could 
be attributed to their ability to perform in a broader 
range of temperature and pH and greater stability against 
different physical and chemical inhibitions.  

In this study, we explored degradation of pyridine 
raffinate using laccase and to enhance the degradation 
process by optimizing the involved process parameters. 
Pyridine raffinate degradation was used as a model in 
this study for optimization of industrial degradation of 
pyridine and validation of the hypothesis was 
performed with central composite design (CCD). CCD 
is beneficial and efficient in providing information on 
the effects of variables involved in the experiment and 
overall experimental error in a minimum number of 
required runs (CCD-RSM). Box & Wilson developed 
response surface methodology (RSM) with the 
objective of improving yield from various industries8. 
The optimization of multiple parameters is performed 
in a stepwise manner by conducting a statistically 
designed experiment followed by determination of 
coefficient estimate, analysis of the response and 
finally checking the adequacy of the model.  

In this study, we focused on optimizing the process 
parameter for degradation of pyridine raffinate using 
the diversity of isolated bacterial laccase to enhance the 
removal of pyridine on which only limited information 
is available. Furthermore, in order to screen the 
optimum process parameters, we used simulation tools 
like CCD-RSM9-11 and ANN which is well known for 
optimization in biotechnology, life science, process 
industries12. We intend to select and screen the 
degradation parameters and further validate the 
parameters to apply in the industrial trial. 
 
Materials and Methods 

All chemicals used in this study were of analytical 
grade procured from Sigma Aldrich, Hi-media, BDH 
(British Drug House). The media and their ingredients 
were purchased from Hi-Media. Pure pyridine was 
used as a control sample and was procured from 
Thomas Baker. 
 

Microorganism 
Laccase producing bacteria was isolated from a soil 

sample in our previous study13. The bacteria were 
morphologically and biochemically characterized  
and identified as Pseudomonas fluorescens (Gamma 
proteobacterium). 

Collection of pyridine raffinate sample 
Plastic containers (Capacity 250 mL) were used to 

aseptically collect pyridine raffinate from M/S 
Jubilant Organosys Ltd, Gajraula (UP), India. The 
freshly collected pyridine raffinate samples were 
transparent, pale with pungent smell of formaldehyde, 
phenol, picoline, and pyridine. 
 

Growth media 
Solvents viz. Tris-Base, Phosphate buffer, EDTA 

and Propyl alcohol were obtained from Thomas Baker 
Chemicals Private Limited, New Delhi, India. Salts 
viz. Na2HPO4, CaSO4, NaCl, ZnSO4, C6H5FeO7, 
MnSO4.H2O, K2Cr2O7, NaHCO3, NaH2PO4 and 
CH3COONa were obtained from Central Drug House, 
New Delhi, India and media components viz. agar, 
yeast extract, sucrose, glucose, tryptone, peptone were 
obtained from Sisco Research Laboratories Pvt. Ltd. 
(SRL), New Delhi, India. Guaiacol was procured 
from Thermo Fisher Scientific India Pvt. Ltd., 
Mumbai, India. All reagents were of analytical grade 
and extra pure quality. 

 

Laccase production media 
The production of laccase was done in 250 mL 

Erlenmeyer flask, containing 50 mL of modified 
production media (g/l): 0.4 CaSO4.2H2O, 2.0 
MgCl2.6H2O, 1.0 glucose, 5.0 Ferric citrate solution 
0.01M, 0.5 Na2HPO4, 0.5 NaH2PO4, 0.5 NH4NO3, 0.5 
K2HPO4, 3.0 yeast extract, 3.0 tryptone. pH was adjusted 
to 8.0 using 5N NaOH prior to sterilization (121℃, 15 
lbs, 15 min). About 1% v/v inoculum (1×104 cells/mL)14 
was used for media inoculation and incubation was done 
at 30℃ at 120 rpm for 5 days. After incubation was 
over, the culture broth was centrifuged at 10000 ×g for 
10 min at 4℃ and the supernatant was used as crude 
enzyme to measure laccase activity. 

 

Process optimization 
Experimental design and modeling 

In this study, our aim was to obtain the optimum 
values of process parameters (temperature, pH and 
inoculum concentration) for efficient and optimized 
degradation of pyridine raffinate using CCD-RSM 
and ANN as statistical tools. RSM had been used as a 
prediction tool for process optimization15. As much as 
20 experiments were conducted employing a three-
level-three factor CCD taking into consideration the 
temperature (C), pH and inoculum concentration 
(g/L) (Table. 1).  

The influence of independent experimental factors 
and their interaction on pyridine raffinate degradation 
was predicted using a 23 rotatable CCD followed by 
RSM. Many researchers have successfully used CCD-
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RSM for optimization and improved the degradation 
of PAHs16. 

 

The best fit second-order polynomial quadratic 
regression equation (Eq.1) was generated with the 
help of the response obtained through a CCD, 
 

Y= β0 + β1A+ β2B+ β3C+ β11A2+ β22B2+ β33C2+ β12AB+ β13AC+ 
β23BC                                                                                  (Eq. 1) 
 

where, Y is the dependent variable (percentage of 
pyridine raffinate degradation); β0 represents the offset 
value whereas β1, β2, β3 are coefficients of linear terms; 
β11, β22, β33 are quadratic coefficients and β12, β13, β23 
denote interaction coefficients. A, B, C represent the 
independent variables, viz., Temperature (℃), pH and 
inoculum concentration (g/L), respectively. Significance 
tests and analysis of variance (ANOVA) on each 
response were conducted to analyze the effect of the 
parameters and their interaction on the response in 
order to check the adequacy of the model. Design 
Expert 9.0 (State-Ease Inc., USA) was employed for 
the plotting three-dimensional surface plots. The value 
of α was calculated as 1.5 where α= 2k/4 (k=3, the 

number of variables). Table 2 represents the coded 
values of all independent variables and the 
experimental value of the only response variable Y 
(percentage of pyridine raffinate degradation) along 
with predicted values. The coefficients were calculated 
by Design-Expert 9.0.6.2.  

 

Artificial neural network (ANN) modeling 
A multilayered feed-forward ANN with error 

backpropagation (BP) was employed using MATLAB 
R2016a (MathWorks Inc., USA). Constant improvement 
of the network with proper mapping between input and 
output layers and error reduction is desired which is 
achieved by a strict learning scheme for proper training 
of the network17,18. The network was trained with 
Levenberg-Marquardt back-propagation algorithm 
(trainlm) in order to obtain the weights and biases. This   
algorithm typically requires more memory but less time. 
Minimization of error at each iteration during process 
optimization is most commonly done by a feed forward 
network with backpropagation19. The developed ANN 
architecture was used to optimize pyridine raffinate 
degradation using input neurons network topology. The 
number of hidden layer neurons was recognized by the 

training of several ANN topologies. The optimal one 
was selected on the basis of minimization of mean 
square error (MSE) and overall correlation coefficient 
(R) to improve the generalization ability of ANN 
topology. Overall, 20 experimental data points were 
used to construct and train the neural network model. 
About 70% of the overall data set was used for training 
the network model while 30% (15% + 15%) for testing 
and validation of the model. Training automatically 
stops as soon as improvement in generalization stops. 
This was indicated by an increase in the mean square 
error of the validation samples. The training of the 
neural network was performed until the MSE reaches a 
constant low value with accompanying overall 
correlation coefficient (R value) close to 1. 
 
Results and Discussion 
 

Pyridine raffinate degradation: 
Laccase was initially characterized by standard 

substrate guaiacol after which the best conditions 
were chosen to perform assay with pyridine raffinate. 
The bioremediation capability of the extracted 
enzyme was tested by analyzing the reduction in 

Table 1 — Range of parameters (independent variables) chosen for CCD 
Factor Name Units Type Minimum Maximum Coded Low Coded High Mean Std. Dev. 

A Temp. °C Numeric 19.89 45.11 1 ↔ 25.00 +1 ↔ 40.00 32.50 6.36 
B pH  Numeric 4.64 11.36 1 ↔ 6.00 +1 ↔ 10.00 8.00 1.70 
C Inoculum conc. g/l Numeric 0.4887 3.01 1 ↔ 1.00 +1 ↔ 2.50 1.75 0.6359 

 

Table 2 — Experimental plan, range and levels of  
independent variables (A), (B) and (C) 

Run Temp. 
(C) 

pH Inoculum 
(mL/ 

10 mL) 

Exp. 
removal 

(%) 

RSM ANN 

1 25 6 1 25.63 20.99 25.74597 
2 40 6 1 46.97 48.5 47.54515 
3 25 10 1 42.97 43.72 40.81833 
4 40 10 1 74.93 70.98 74.68941 
5 25 6 2.5 30.92 35.13 31.58764 
6 40 6 2.5 93.23 92.73 90.35077 
7 25 10 2.5 36.36 35.08 38.33328 
8 40 10 2.5 87.54 92.43 88.00668 
9 20 8 1.75 16.36 17.06 14.15993 
10 45 8 1.75 89.47 88.42 89.45637 
11 32.5 4.5 1.75 47.05 46.81 47.22412 
12 32.5 11.5 1.75 65.79 65.67 67.66411 
13 32.5 8 0.5 37.46 41.34 37.69763 
14 32.5 8 3.0 75.5 71.27 75.84445 
15 32.5 8 1.75 61.55 57.55 58.06888 
16 32.5 8 1.75 63.36 57.55 58.06888 
17 32.5 8 1.75 48.11 57.55 58.06888 
18 32.5 8 1.75 56.06 57.55 58.06888 
19 32.5 8 1.75 58.73 57.55 58.06888 
20 32.5 8 1.75 57.41 57.55 58.06888 
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optical density. Conical flasks (250 mL) each with 
100 mL pyridine raffinate were inoculated with crude 
laccase enzyme and incubated according to CCD for 
evaluating degradation performance. Then, 5 mL of 
sample was taken aseptically at optimized time; 140 min 
and centrifuged (Elektrocraft Pvt. Ltd., MP400R, 
Mumbai, India) at 5000 rpm for 10 min13. The analysis 
of pyridine bioremediation was performed in terms of 
optical density reduction in the supernatant, observed 
at 501nm by a UV spectrophotometer (G Biosciences 
Pvt. Ltd., Noida, India) (Table 2). 

 

The response expressed as percentage of pyridine 
raffinate degradation was calculated from Eq.2, 
 

 % Degradation =  
(C0−Ct)

C0
 × 100  (Eq. 2) 

 

where C0 is the initial optical density (OD) and Ct is 
the OD after time t (min). 

 

Optimization of pyridine raffinate degradation 
Central composite design (CCD) was employed for 

the experimental optimization of pyridine raffinate 
degradation. CCD model was used for experimental 
run, using temperature (A), pH (B), and inoculum 
concentration (C) as a variable parameter. The 
experimental run and the respective responses  
(i.e. degradation of pyridine raffinate in g/L) have 
been shown in Table 2. Error produced during the 
experiment was estimated before applying the RSM, 
ANN model for optimization. 

 

Optimization by RSM modeling 
The degradation of pyridine raffinate ranged 

between 16.36 and 93.23% removal. The experimental 
data was simulated using RSM for interaction analysis 
and response plot. The ANOVA model for pyridine 
raffinate degradation is shown in Table 3.  

The model F-value of 35.86 implied model to be 
significant with only a 0.01% chance that an F-value 
this large could occur due to noise. P-values less than 
0.0500 indicated the significant model terms which 
was A, B, C, AC, BC in this case. Model terms with 
values greater than 0.10 indicated insignificancy and 
if insignificant model terms are many (not counting 
those required to support hierarchy), model reduction 
may improve the model. The Lack of Fit F-value of 
0.8295 implied an insignificant lack of fit relative to 
the pure error. There was 57.88% chance that a Lack 
of Fit F-value this large could occur due to noise. 
Non-significant lack of fit is good as it implies the 
model to fit. The predicted R² of 0.8621 was in 
reasonable agreement with the adjusted R² of 0.9429; 
the difference was less than 0.2. Adeq precision 

measures the signal to noise ratio. A ratio greater than 
4 is desirable and in this case a ratio of 20.961 
indicated an adequate signal. Hence, the model was 
suitable to be used to navigate the design space.  

 

Final equation regarding code factors 
 

Pyridine raffinate degradation (%) = 97.46393 +2.48722Temperature 
+11.42961 pH+1.49961Inoculum0.004250Temperature*pH + 
1.33756Temperature*Inoculum 3.79583pH*Inoculum-0.030233 
Temperature² 0.115346pH² 0.782526Inoculum² ………...(Eq. 3) 
 

Predictions regarding the response for given levels 
of each factor can be made by using Eq. 3 in terms of 
actual factors where the levels should be specified in 
the original units for each factor. Fig. 1 depicts the 
interaction between the actual and predicted response. 
Further, the interaction graph and contour plot showing 
the relationship between two parameters keeping the 
remaining as constant is also presented.The interaction 
between inoculum concentration and pH is shown in 

Table 3 — Analysis of variance (ANOVA) for  
pyridine raffinate degradation 

Source Sum of 
Squares 

df Mean 
Square 

F-value p-value 

Model 8413.99 9 934.89 35.86 <0.0001* 
A-temperature 6147.29 1 6147.29 235.80 <0.0001 
B-pH 429.27 1 429.27 16.47 0.0023 
C-inoculum 1081.39 1 1081.39 41.48 <0.0001 
AB 0.0325 1 0.0325 0.0012 0.9725 
AC 452.85 1 452.85 17.37 0.0019 
BC 259.35 1 259.35 9.95 0.0103 
A² 41.68 1 41.68 1.60 0.2348 
B² 3.07 1 3.07 0.1177 0.7387 
C² 2.79 1 2.79 0.1071 0.7502 
Residual 260.70 10 26.07   
Lack of fit 118.20 5 23.64 0.8295 0.5788** 
Pure error 142.50 5 28.50   
Cor total 8674.69 19    

[*significant; **not significant] 

 

 
 

Fig. 1 —Relation between actual response and predicted response 
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Fig. 2A at a constant temperature 32.5 ℃. Similarly,the 
interaction between pH and temperature at a constant 
inoculum concentration of 1.75% is represented in  
Fig. 2B and interaction between inoculum concentration 
and temperature at constant pH 8 is represented in  
Fig. 2C. The optimum degradation of pyridine raffinate 
through RSM was evaluated at pH 7.45, temp 36.76°C  

and inoculum 1.96%. Fig. 3 depicts the optimum levels 
of the different parameters with the corresponding 
outcome for pyridine raffinate degradation.  

 

Optimization by Artificial Neural Network (ANN) 
Initially, for the ANN model, the input data  

was divided as training (70%), validation (15%)  
and testing (15%)  and  the  performance of training is 

 

 
 

Fig. 2 — Contour graph interaction between (A) inoculum concentration and pH; (B) pH and temperature;  
and (C) inoculum concentration and temperature 
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depicted in Fig. 4A. The ANN model with suitable R2 
values of training (0.9848), validation (0.9981) and 
testing (0.9977) is represented in Fig. 4B. The overall 
model was best fit to a linear equation with R2 value 
0.99013 which was not close to R2 value of RSM data 
set which was 0.9699. This indicates that accurate 

simulation for pyridine raffinate degradation (target) 
was provided by the developed ANN model and the 
experimental results were reproduced with greater 
precision. The quality of the data used to develop the 
ANN model was further estimated by error histogram 
plot which indicated most of the errors to range 
between -0.4276 to 0.3349 (Fig. 4C). The collection 
of more data points was necessitated in order to 
improve the model due to the presence of a large 
number of outliers in this model. 
 

External validation by GC analysis 
The GC-Flame ionization detector (GC-FID) was 

used to analyze the presence of pyridine along with 
other volatile and semi-volatile compounds in the 
raffinate and to validate the data regarding pyridine 
removal after microbial laccase treatment. Analysis of 
sample was performed by Agilent GC7890B with 
headspace 7697B (Agilent Technologies) to detect  
the  compounds  present  using  a  GsBP-624 capillary  

 

 
 

Fig. 3 — Optimum outcome of parameters 
 

 

 
 

 

 

Fig. 4 — (A) Performance plot 
during the ANN training;  
(B) Regression model data of 
experimental and predicted values 
using ANN; and (C) Error 
histogram plot for the ANN 
model for pyridine raffinate 
degradation 
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column (30 m X 0.32 mm X 1.80 µm film thickness) 
(Agilent Technologies). Hydrogen was used as a 
carrier gas at a flow rate of 36 mL/min and the sample 
volume loaded was 1.0 µL. The column temperature 
was set at 100℃ for 15 min. The volatile compounds 

present were detected by comparing their retention 
times depicted in the gas chromatogram to that of 
pure standard compound. The detection of the 
elements was done using a flame ionization detector.  
The chromatograms are shown in Fig. 5A-C. Fig. 5A 
indicates chromatogram for pure pyridine to be used 
as control with base material which depicts the peak 
with retention time and percentage (%) area for 
pyridine as 0.957 min and 65.10%, respectively; the 
retention time for base material was 0.699 min. 
(34.42%). The chromatogram in Fig. 5B depicts the 
different compounds present in the pyridine raffinate 
sample. The peak with retention time at 0.967 min. was 
confirmed as pyridine (1.38%) since the retention time  

corresponded to that of pure pyridine peak in control. 
Another prominent peak was obtained at 6.697 min. 
(98.5%). The identification of the compounds 
associated with the other peaks is to be done in our 
future studies. The analysis of the pyridine raffinate 
sample after treatment with microbial laccase validated 
the removal of pyridine by the enzyme. The chro-
matogram in Fig. 5C showed two peaks at 0.631 min. 
(21.00%) and 1.10 min. (77.93%), respectively, none 
of which corresponded to the peak for pyridine in the 
chromatogram mentioned in Fig. 5B. This indicates the 
potential degradation of the pyridine in the raffinate 
sample after treatment by microbial laccase since  
0% area was observed. 

 

Comparing CCD-RSM and ANN data 
The comparison of RSM and ANN data for 

validation has also been done in previous studies15,20. 
Fig. 6 depicts the comparison between CCD-RSM and 
ANN response where the data points of ANN response 
showed no overfitting. Also, the model was found to be 
statistically more suitable when compared to the RSM 
response. The experimental and predicted values of 
pyridine raffinate degradation by RSM and ANN are 
illustrated in Table 2. R2 and mean square error (MSE) 
was employed as the basis for comparison of predictive 
capabilities of RSM and ANN models. R2 values for 
the predicted model of RSM were found to be 0.9699 
and that for the ANN model was 0.9901 whereas the 
MSE values for RSM and ANN models were 28.50 
and 1.9077, respectively. One of the limitations with 
the RSM model is its ability to generalize data by only 
quadratic equations while ANN models demonstrate 

 

 
 

Fig 6 — Comparative analysis of experimental vs. CCD-RSM vs. 
ANN data 
 

 

 
 

Fig. 5 — GC chromatogram of (A) pure pyridine analysis; (B) 
pyridine raffinate analysis; and (C) Analysis of pyridine raffinate 
after treatment by microbial laccase 
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higher predictive capability attributed to the non- linear 
polynomials of the system. The comparative predictive 
supremacy of ANN over experimental response has 
also been reported21. The selection of model type 
(RSM or ANN) mainly depends upon the type of data 
set to be used. RSM models are more appropriate in 
case of the limited number of components for obtaining 
the relation between input and output components and 
for sensitivity analysis22. However, on the other hand, 
ANN possesses the ability to learn and generalize the 
behaviour of any complex process and represents non-
linearities in a much-rectified way23. 
 
Conclusion 

In this study, we demonstrated degradation of the 
environmental pollutant pyridine raffinate by 
microbial laccase. We estimated the optimum 
process parameters required for adequate 
degradation of pyridine raffinate using central 
composite design with further analysis of the 
experimental outcome by coupling RSM and ANN 
model. ANN was found to be a better and improved 
tool for optimization of pyridine raffinate 
degradation. The predicted degradation of pyridine 
raffinate through the model was found to be 71.60% 
at temperature 36.76°C, pH 7.45 and inoculum 
concentration 1.96 mL/10 mL. The actual run had 
limitation of incubation temperature, therefore 
instead of 36.76°C, temperature was approximated at 
37°C. At this condition, the actual degradation was 
determined by UV spectroscopy in terms of OD 
reduction and further validated by GC-FID. The 
optimum result was 65.76% which was further 
validated by GC-FID analysis to confirm the 
depicted area percentage (1.38%) of pyridine in the 
pyridine raffinate sample. After treatment by 
microbial laccase, the chromatogram showed no 
trace of pyridine (0% area) in the treated sample. 
Hence, microbial laccase could show potential in 
remediation of pyridine raffinate discharged into 
terrestrial and aquatic environment. Also, 
mathematically designed experiments (CCD- 
RSM/ANN) have great potential in the field of 
process optimization. 
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ABSTRACT. In this work, we consider a single relay multiple input multiple output (MIMO) space-
time block-code (STBC) based relaying system for two strategies using transmit antenna 
selection (TAS) technique. We consider the Rayleigh distribution between source to destination 
(SD), relay to destination (RD) and source to relay (SR) fading channel links. In first selection 
strategy, we consider selective decode and forward (SDF) protocol between the relay and 
destination and in second selection strategy, we consider STBC SDF protocol between RD 
fading channel links. We derive the closed form expressions for SER, SER upper bound and 
diversity order (DO). The optimal power allocation factors (OPFs) are derived for the both 
strategies, which minimize the SER of the relaying system. Simulation results show that the 
second strategy performs better than the first one for the same DO. 

RÉSUMÉ . Dans ce travail, nous considérons un système de relais à base de code de blocs spatio -
temporels (STBC) à entrées multiples et sorties multiples (MIMO) à relais unique pour deux 
stratégies utilisant la technique de sélection d'antenne d'émission  (TAS). Nous considérons les 
liaisons de canaux à évanouissements de la distribution de Rayleigh entre source vers 
destination (SD), relais vers destination (RD) et source vers relais (SR). Dans la première 
stratégie de sélection, nous considérons le proto cole de décodage et de transmission sélectifs 
(SDF) entre le relais et la destination. Et dans la deuxième stratégie de sélection, nous 
considérons le protocole STBC SDF entre les liaisons de canaux à évanouissements RD. Nous 
dérivons les expressions de fo rme fermée pour SER, limite supérieure et ordre de diversité (DO). 
Les facteurs optimaux d'allocation de puissance (OPFs) sont dérivés pour les deux stratégies, 
ce qui minimise le SER du système de relais. Les résultats de la simulation montrent que la 
deuxième stratégie est plus performante que la première pour le même OD.  

KEYWORDS: multiple input multiple output, space- time-block- code, selective decode and 
forward, pairwise error probability. 

MOTS-CLÉS : entrée multiple et sortie multiple, code spatio -temporel, décodage et transmission 
sélectifs, probabilité d'erreur paire.  
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1. Introduction  

MIMO is proven, cost-effective technology, high spectral efficiency, provides 
antenna diversity and reduces channel fading.  Cooperative communication attains 
ominously high data rates in 4G/5G communication systems due to their ability to 
create a virtual array of antennas (Ibrahim et al., 2008). With increasing emphasis on 
Femto, small and Pico cell networks, cooperative systems are a promising solution for 
5G systems. The most famous relaying protocols are amplify-and-forward (AF), 
decode-and-forward (DF) and SDF protocols (Khattabi and Matalgah, 2015; Ryu et 
al., 2018; Shankar et al., 2017; Shankar et al., 2017). Also by using MIMO and STBC 
together, better end-to-end error performance has been achieved and it will enhance 
the data transmission rate.      

In references (Varshney and Puri, 2017; Varshney et al., 2015), the author 
analyzed the pairwise error probability (PEP) of MIMO STBC S-DF cooperative 
communication protocol. The authors derived the closed-form PEP expressions for 
dual phase and multiple phase cooperation protocol, derive the DO and OPFs. 

 In the works (Amarasuriya et al., 2011; Yang et al., 2014), the authors 
investigated TAS based cooperation network. In stduy (Amarasuriya et al., 2011), AF 
based relaying is investigated and it is shown that two sub-optimal TAS technique 
achieves DOs 𝑀𝐷 + 𝑀𝑅 𝑚𝑖𝑛( 𝑀𝑆, 𝑀𝐷) and 𝑀𝑅 + 𝑀𝑆𝑀𝐷 . In sdudy (Yang et al., 2014), 
TAS for full duplex AF relaying protocol is extensively investigated.  

In study (Krishna and Bhatnagar, 2014), the author investigated the symbol error 
rate (SER) performance of two sub-optimal TAS strategies having only one relay SDF 
cooperation network. Closed form and upper bound expressions of SER for SDF 
systems have been taken for both TAS strategies.  

In study (Krishna and Bhatnagar, 2016), the authors investigated the single-relay 
MIMO DF relaying network with 𝑀𝑆, 𝑀𝑅and 𝑀𝐷number of antennas are employed in 
source, relay and destination. In sudy (Jin and Shin, 2013), the authors offered the 
selection of a new source transmit antenna based on the channel state information. It 
is shown that source transmit antenna selection achieves the full DO of 𝑀𝑆𝑀𝐷 +
𝑀𝑀𝑅 𝑚𝑖𝑛( 𝑀𝑆, 𝑀𝐷).  In study (Halber and Chakravarty, 2018), the author has 
investigated the relay for the optimization purpose. 

In this paper, investigation of the single relay MIMO STBC based SDF system 
employing M-ary PSK by deriving the closed form PEP expressions and PEP upper 
bounds has been done. The closed form SER expression for two sub-optimal selection 
strategies has been derived. There are consideration two criteria for antenna selection 
1) Maximization of SNR of SD and RD fading channel links and 2) Maximization of 
SNR of RD and SR fading channel links. Also, we investigated the DO and optimal 
power allocation.  

In this paper, section 2 gives the System Model. Section 3, describes SER analysis. 
Section 4, shows the Simulation results and discussions. Section 5 provides the 
conclusion for our proposed method.   
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2. System model 

Consider a MIMO SDF cooperative communication system employing single 
relay, as given in Figure 1. The relay, source, and destination nodes are employed with 
𝑀𝑅 ,  𝑀𝑆 and 𝑀𝐷 number of antennas, respectively. Only in the case of successful 
decoding relay node, the signal will be forwarded to the destination node, otherwise 
it will be inactive state. Let 𝐻𝑆𝑅 ∈ ℂ𝑀𝑅𝑀𝑆 , 𝐻𝑆𝐷 ∈ ℂ𝑀𝐷𝑀𝑆  and 𝐻𝑅𝐷 ∈ ℂ𝑀𝐷𝑀𝑅 denote 
the channel matrix from SR, SD and RD respectively. Let ℎ𝑑𝑖𝑠𝑗

∈ 𝐻𝑆𝐷 , ℎ𝑟𝑖𝑠𝑗
∈ 𝐻𝑆𝑅and 

ℎ𝑑𝑖𝑟𝑗
∈ 𝐻𝑅𝐷denote the channel coefficients for SD, SR and RD fading links.  The 

channel coefficient is modeled as the zero mean complex Gaussian circular shift 

(ZMCGCS) random variable (RV) with unit variance.Let ℚ𝑑𝑖𝑟𝑗
= |ℎ𝑑𝑖𝑟𝑗

|
2

,ℚ𝑟𝑖𝑠𝑗
=

|ℎ𝑟𝑖𝑠𝑗
|

2

and ℚ𝑑𝑖𝑠𝑗
= |ℎ𝑑𝑖𝑠𝑗

|
2

 denote the exponentially distributed instantaneous 

channel gains from the 𝑗𝑡ℎ transmitter (Tx) to 𝑖𝑡ℎreceiver (Rx) antenna in the RD, SR 
and SD fading channel. 𝛿𝑆𝐷

2 , 𝛿𝑆𝑅
2  and 𝛿𝑅𝐷

2 denote the average channel gain for SD, SR 
and RD fading link respectively. The transmission of signals can be divided into two 
steps, one transmission phase and one relaying phase.  In broadcast phase using Time 
Division Multiple Access (TDMA), the signal from the source is being transmitted to 
both destination and relay in 𝑇1 time slots. In relaying phase, the relay node forwards 
the signal correctly decoding to the destination node using STBC technique.  

2.1. The Broadcast phase 

Let 𝑋1 ∈ ℂ𝑇1×1 denotes the symbol vector, each symbol has unit energy, i.e., 
𝐸{𝑋1

𝐻𝑋1} = 1. Let 𝑦𝑆𝐷 ∈ ℂ𝑇1×1  and 𝑦𝑆𝑅 ∈ ℂ𝑇1×1  denote received symbol vector at 
the destination and relay node, modeled as, 

𝑦𝑆𝐷 = √𝑃𝑆ℎ𝐷𝑖𝑆𝑗
𝑥 + 𝑤𝑆𝐷                                           (1) 

𝑦𝑆𝑅 = √𝑃𝑆ℎ𝑅𝑖𝑆𝑗
𝑥 + 𝑤𝑆𝑅                                           (2) 

Where 𝑤𝑆𝐷 ∈ ℂ𝑇1×1, 𝑤𝑆𝑅 ∈ ℂ𝑇1×1, denote the noise vector, modeled as ZMCGCS 
RV with noise variance 𝑁0 . Let 𝑦𝑆𝐷

𝑘  denote the received symbol at 𝑘𝑡ℎ  time slot, 
modeled as,  

𝑦𝑆𝐷
𝑘 = √𝑃𝑆ℎ𝐷𝑖𝑆𝑗

𝑥𝑘 + 𝑤𝑆𝑅
𝑘                                            (3) 

Let us define 𝛼𝑆𝐷, the weight factor for SD fading link, the SNR is maximized 

when 𝛼𝑆𝐷 = ℎ𝐷𝑖𝑆𝑗

𝐻 . Also the maximized SNR is given as, 𝜆𝑆𝐷 =
𝑃𝑆

𝑁0
|ℎ𝐷𝑖𝑆𝑗

|
2

. Following 

similar procedure, weight factor and maximized SNR for SR fading link is given as, 

𝛼𝑆𝑅 = ℎ𝑅𝑖𝑆𝑗

𝐻 and 𝜆𝑆𝑅 =
𝑃𝑆

𝑁0
|ℎ𝑅𝑖𝑆𝑗

|
2

respectively. 
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2.2. The relaying phase 

2.2.1. Strategy I-single Tx and Rx antenna between the relay and destination nodes 

In relaying phase, the relay node selects one aerial in a random manner to 
transmitter and receiver selects one aerial randomly to receive, as given in Figure 2. 
Let 𝑦𝑅𝐷

𝑘+𝑇1  denote the received symbol block at the destination at the 𝑘 + 𝑇1  time 
corresponding to transmission of 𝑥𝑘 data, modeled as, 

𝑦𝑅𝐷
𝑘+𝑇1 = √𝑃𝑅ℎ𝐷𝑖𝑆𝑗

𝑥𝑘 + 𝑤𝑅𝐷
𝑘                                         (4) 

The weight vector 𝛼𝑅𝐷 of the RD link and maximum SNR is given as 𝛼𝑅𝐷 = ℎ𝐷𝑖𝑅𝑗

𝐻  

and 𝜆𝑅𝐷 =
𝑃𝑅

𝑁0
|ℎ𝐷𝑖𝑅𝑗

|
2

 respectively. Cooperation mode SNR is modeled as, 

𝜆 =
𝑃𝑆|ℎ𝐷𝑖𝑆𝑗

|
2

+𝑃𝑅|ℎ𝐷𝑖𝑅𝑗
|
2

𝑁0
                                            (5) 

2.2.2. Strategy II-STBC between relay and destination 

In strategy II broadcast phase is similar to strategy I. Relay generated the STBC 
code-word block 𝑋 ∈ ℂ𝑀𝑅×𝑇2 after receiving the transmitted vector 𝑋1 ∈ ℂ𝑇1×1 at 𝑇2 
time slot. According to the STBC transmission from the relay node, the symbol block 
received on the destination node has been modeled as, 

/RD R R RD RDY P M H X W= +                              (6) 

Where 𝐻𝑅𝐷 ∈ ℂ𝑀𝐷𝑀𝑅  denote channel matrix for RD fading link and RDW  denote 
the noise vector for RD fading link respectively, modeled as ZMCGCS RV with noise 
variance𝑁0. Assuming perfect CSI availability at receiver terminal and uncorrelated 
noise component, the maximum likelihood (ML) decoding of X is given as [1],  

�̂� = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑋∈𝐶

‖𝑌𝑅𝐷 − √𝑃𝑅/𝑀𝑅𝐻 𝑋𝑅𝐷 ‖
𝐹

2
                              (7) 

Where C denotes the STBC code-word set and |𝐶| denote the cardinality of the 
code-word set C 

3. SER analysis 

3.1. SER analysis for strategy I 

In Figure 2, it has given the various steps involve in the broadcast phase and in the 
other phase of selecting the antennas in strategy I. Broadcast phase is comprised of 
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two steps. Broadcast phase involves the selection of 𝑖𝑡ℎ, 𝑗𝑡ℎ  and 𝑘𝑡ℎ  aerials 
respectively, shown in Figure 2. 

 

Figure 1. Selection strategy I 

 

Figure 2. Selection strategy II 

In step 1, 𝑖𝑡ℎ antenna at the source and 𝑘𝑡ℎ antenna at the relay is selected 
depending on the maximum instantaneous gain ℚ𝑆𝑅 of all fading links. In step 2, 
𝑗𝑡ℎantenna at the destination node has been selected depending on the maximum 
instantaneous gain ℚ𝑆𝐷  of the fading channels displayed as dotted lines. Lastly, in 
step 3, one antenna is selecting between 𝑚𝑡ℎ antenna at the relay node and 𝑛𝑡ℎ 
antenna at the destination node. ℚ𝑆𝑅 ,ℚ𝑆𝐷  and ℚ𝑅𝐷 are given as, 

ℚ
𝑆𝑅

= 𝑚𝑎𝑥 (ℚ
𝑆1,𝑅1

,ℚ
𝑆2,𝑅2

, … … … ,ℚ
𝑆𝑀𝑠 ,𝑅𝑀𝑟

) , 1 ≤ 𝑖 ≤ 𝑀𝑆, 1 ≤ 𝑘 ≤ 𝑀𝑅  
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ℚ𝑆𝐷 = 𝑚𝑎𝑥 (ℚ𝑆𝑖𝐷1
,ℚ𝑆𝑖𝐷2

, . . . . . . . . . ,ℚ𝑆𝑖𝐷𝑀𝐷
) , 1 ≤ 𝑗 ≤ 𝑀𝐷ℚ𝑅𝐷 = ℚ𝑅𝑖,𝐷𝑖

, 1 ≤ 𝑚 ≤

𝑀𝑅 , 1 ≤ 𝑛 ≤ 𝑀𝐷                                               (8) 

The cumulative distribution function (CDF) and probability distribution function 
(PDF) of the ℚ𝑆𝐷 ,ℚ𝑆𝑅 and ℚ𝑅𝐷 is modeled as [8],   

𝐹ℚ𝑆𝐷
(ℚ) = (1 − 𝑒𝑥𝑝 (

−ℚ

𝛿𝑆𝐷
2 ))

𝑀𝐷

,  

𝑓ℚ𝑆𝐷
(ℚ) =

𝑀𝐷

𝛿𝑆𝐷
2 𝑒𝑥𝑝 (

−ℚ

𝛿𝑆𝐷
2 ) (1 − 𝑒𝑥𝑝 (

−ℚ

𝛿𝑆𝐷
2 ))

𝑀𝐷−1

,  

𝐹ℚ𝑆𝑅
(ℚ) = (1 − 𝑒𝑥𝑝 (

−ℚ

𝛿𝑆𝑅
2 ))

𝑀𝑆𝑀𝑅

,  

𝐹ℚ𝑅𝐷
(ℚ) = (1 − 𝑒𝑥𝑝 (

−ℚ

𝛿𝑅𝐷
2 )),  

𝑓ℚ𝑅𝐷
(ℚ) =

1

𝛿𝑅𝐷
2 𝑒𝑥𝑝 (

−ℚ

𝛿𝑅𝐷
2 ),                                          (9)  

In study (Shankar et al., 2017), the end-to-end error Probability is given as, 

𝑃𝐸
𝐼 = 𝑃𝑆→𝐷,𝑅→𝐷 × (1 − 𝑃𝑆→𝑅) + 𝑃𝑆→𝐷 × 𝑃𝑆→𝑅 .                           (10) 

Let 𝜓(𝜆𝑆𝐷) represents the instantaneous symbol error rate of M-PSK modulation, 
given as (Varshney et al., 2015),  

𝜓(𝜆𝑆𝐷) =
1

𝜋
∫ 𝑒𝑥𝑝 (

−𝑏

𝑠𝑖𝑛2 𝜃
𝜆𝑆𝐷)

(
𝑀−1

𝑀
)𝜋

0
𝑑𝜃,                               (11) 

Where 𝑏 = 𝑠𝑖𝑛2(𝜋/𝑀),  𝜃(𝛼)  denotes the Gaussian Q function, defined as 

(Varshney et al., 2008), 𝜃(𝛼) =
1

𝜋
∫ 𝑒𝑥𝑝 (

𝑥2

𝑠𝑖𝑛2 𝜃
)

𝜋

2
0

𝑑𝜃 and 𝑏 = 𝑠𝑖𝑛2 (
𝜋

𝑀
).  

The SER for SD link can be derived as (Varshney et al., 2017),   

𝑃𝑆→𝐷 = 𝐸ℚ𝑆𝐷
{𝜓(𝜆𝑆𝐷)}   = ∫ 𝜓(

∞

0
ℚ

𝑆𝐷
)𝑓ℚ𝑆𝐷

(ℚ)𝑑ℚ 

=
𝑀𝐷

∏𝛿𝑆𝐷
2 ∫ ∫ 𝑒𝑥𝑝( − (

𝑏𝑃𝑆

𝑁0 𝑠𝑖𝑛2 𝜃

(𝑀−1)∏

𝑀
0

∞

0
+

1

𝛿𝑆𝐷
2 )ℚ)(1 − 𝑒𝑥𝑝(

ℚ

𝛿𝑆𝐷
2 ))𝑀𝐷−1𝑑𝜃𝑑ℚ        (12) 

By using the expression, (1 − 𝑥)𝑀 = ∑ (
𝑀
𝑚

)
𝑀𝑅−1
𝑚=0 (−1)𝑚𝑥𝑚, we further simplify 

𝑃𝑆→𝐷 as, 

𝑃𝑆→𝐷 = 𝑀𝐷 ∑ (
𝑀𝐷 − 1
𝑗

)
𝑀𝐷−1
𝑗=0 (−1)𝑗𝐹 (

𝑏𝑃𝑆𝛿𝑆𝐷
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑗 + 1),                (13) 

Following the similar procedure, SER for the SER link can be derived as,   
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𝑃𝑆→𝑅 = 𝐸𝛽𝑆𝑅
{𝜓(𝜆𝑆𝑅)}  

= 𝑀𝑆𝑀𝑅 ∑ (
𝑀𝑆𝑀𝑅 − 1
𝑖

)
𝑀𝑆𝑀𝑅−1
𝑖=0

(−1)𝑖𝐹 (
𝑏𝑃𝑆𝛿𝑆𝑅

2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑖 + 1),               (14) 

The SER for the cooperation mode can be written as,  

𝑃𝑆→𝐷,𝑅→𝐷 = 𝐸𝑓ℚ𝑆𝐷
𝑓ℚ𝑅𝐷

{𝜓(𝜆)} 

=
1

∏
∫ ∫ 𝜓(ℚ𝑆𝐷)𝑓ℚ𝑆𝐷

(ℚ𝑆𝐷)𝑑ℚ𝑆𝐷

∞

0

(𝑀−1)∏
𝑀

0

∫ 𝜓(𝜆𝑅𝐷)𝑓𝛽𝑅𝐷
(ℚ𝑅𝐷)𝑑ℚ𝑅𝐷

∞

0

 

= 𝑀𝐷 ∑ (
𝑀𝐷 − 1
𝑗

)
𝑀𝐷−1
𝑗=0 (−1)𝑗𝐹 ((

𝑏𝑃𝑆𝛿𝑆𝐷
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑗 + 1) (

𝑏𝑃𝑅𝛿𝑅𝐷
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 1)),        (15) 

Substituting (13), (14) and (15) into (10), end to end SER for selection strategy I 
is expressed in (16). 

𝑃𝐸
𝐼 = 𝑀𝐷 ∑ (

𝑀𝐷 − 1
𝑗

)
𝑀𝐷−1
𝑗=0 (−1)𝑗𝐹 (

𝑏𝑃𝑆𝛿𝑆𝐷
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑗 + 1)  

× 𝑀𝑆𝑀𝑅 ∑ (
𝑀𝑆𝑀𝑅 − 1
𝑖

)
𝑀𝑆𝑀𝑅−1
𝑖=0 (−1)𝑖𝐹 (

𝑏𝑃𝑆𝛿𝑆𝑅
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑖 + 1)  

+𝑀𝐷 ∑ (
𝑀𝐷 − 1
𝑗

)
𝑀𝐷−1
𝑗=0 (−1)𝑗𝐹 ((

𝑏𝑃𝑆𝛿𝑆𝐷
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑗 + 1) (

𝑏𝑃𝑅𝛿𝑅𝐷
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 1))  

× (1 − 𝑀𝑆𝑀𝑅 ∑ (
𝑀𝑆𝑀𝑅 − 1
𝑛

)
𝑀𝑆𝑀𝑅−1
𝑛=0 (−1)𝑛𝐹 (

𝑏𝑃𝑆𝛿𝑆𝑅
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑛 + 1)),          (16) 

3.1.1. SER upper bound 

For deriving the SER upper bound, we assume 1 − 𝑃𝑆→𝑅 ≈ 1 at high SNR regimes. 
Tight SER upper bound of 𝑃𝐸

𝐼  can be given in (17), 

𝑃𝐸
𝐼 =

𝑀𝑆𝑀𝑅𝑀𝐷

𝜋2 ∫ ∫ (∑ (
𝑀𝑆𝑀𝑅 − 1
𝑛

) ×
(−1)𝑛

(
𝑏𝑃𝑆𝛿𝑆𝑅

2

𝑁0 𝑆𝑖𝑛2 𝜃
+𝑛+1)

𝑀𝑆𝑀𝑅−1
𝑛=0 ) ×

(
𝑀−1

𝑀
)𝜋

0

(
𝑀−1

𝑀
)𝜋

0

(∑ (
𝑀𝐷 − 1
𝑚

) ×
(−1)𝑚

(
𝑏𝑃𝑆𝛿𝑆𝐷

2

𝑁0 𝑆𝑖𝑛2 𝜃
+𝑚+1)

𝑀𝐷−1
𝑚=0 )  

× 𝑑𝜃1𝑑𝜃2 + 

𝑀𝐷 ∑ (
𝑀𝑑 − 1
𝑗

) × (−1)𝑗 × [
1

𝜋
∫

1

(
𝑏𝑃𝑅𝛿𝑅𝐷

2

𝑁0 𝑆𝑖𝑛2 𝜃
+𝑗+1)

×
1

(
𝑏𝑃𝑅𝛿𝑅𝐷

2

𝑁0 𝑆𝑖𝑛2 𝜃
+1)

𝑑𝜃
(

𝑀−1

𝑀
)𝜋

0
]

𝑀𝐷−1
𝑗=0  (17) 

Applying the approximation,  
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∑ (
𝑁
𝑛

)𝑁
𝑛=0 (−1)𝑛 1

𝑥+𝑛𝑦
=

𝑁!𝑦𝑁

∏ (𝑥+𝑛𝑦)𝑁
𝑛=0

                               (18) 

We can write tight SER upper bound for the selection strategy I as,  

𝑃𝐸
𝐼 ≤

𝑀𝑆𝑀𝑅𝑀𝐷(𝑀𝑆𝑀𝑅−1)!(𝑀𝐷−1)!𝐵0𝐵1

𝜋2(
𝑏𝑃𝑆𝛿𝑆𝑅

2

𝑁0
)

𝑁𝑆𝑁𝑅

(
𝑏𝑃𝑆𝛿𝑆𝐷

2

𝑁0
)

𝑁𝐷
+

𝑀𝐷(𝑀𝐷−1)!𝐵1

𝜋(
𝑏𝑃𝑆𝛿𝑆𝐷

2

𝑁0
)

𝑁𝐷

(
𝑏𝑃𝑅𝛿𝑅𝐷

2

𝑁0
)

                  (19) 

Where 𝐵0 = ∫ (𝑠𝑖𝑛 𝜃1)2𝑀𝑆𝑀𝑅𝑑𝜃1
(

𝑀−1

𝑀
)𝜋

0
, 𝐵1 = ∫ (𝑠𝑖𝑛 𝜃2)2𝑀𝐷𝑑𝜃2

(
𝑀−1

𝑀
)𝜋

0
.  

3.1.2. Optimal power allocation 

Substituting 𝑃𝑅 = 𝑃0 − 𝑃𝑆 in (19) and differentiating the resultant expression w.r.t. 
𝑃𝑆 and  after equating it to  zero, we can get, 

𝐾1(𝑀𝑆𝑀𝑅 + 𝑀𝐷)𝑃𝑆
−(𝑀𝑆𝑀𝑅+𝑀𝐷+1)

 

+𝐾2(𝑃 − 𝑃𝑆)−1𝑀𝐷𝑃0
−(𝑀𝐷+1)

− 𝐾2𝑃𝑆
−(𝑀𝐷)

(𝑃 − 𝑃𝑆)−2 = 0,              (20) 

Where 𝐾1 and 𝐾2 are appropriately defined constant terms, given below, 

𝐾1 =
𝑀𝑆𝑀𝑅𝑀𝐷(𝑀𝑆𝑀𝑅−1)!(𝑀𝐷−1)!𝐵0𝐵1

𝜋2(
𝑏𝛿𝑆𝑅

2

𝑁0
)

𝑀𝑆𝑀𝑅

(
𝑏𝛿𝑆𝐷

2

𝑁0
)

𝑁𝐷
, 𝐾2 =

𝑀𝐷(𝑀𝐷−1)!𝐵1

𝜋(
𝑏𝛿𝑆𝐷

2

𝑁0
)

𝑁𝐷

(
𝑏𝛿𝑅𝐷

2

𝑁0
)

. 

Solution of (20) will give optimal powers for source and relay nodes.  

3.1.3. DO calculation 

Substituting ℚ0 =
𝑃𝑆

𝑃
,ℚ1 =

𝑃𝑅

𝑃
, (19) can be written as, (21),  

𝑃𝑒 ≤
𝑀𝑆𝑀𝑅𝑀𝐷(𝑀𝑆𝑀𝑅 − 1)! (𝑀𝐷 − 1)! 𝐵0𝐵1

𝜋2(𝑏𝛿𝑆𝑅
2 )𝑀𝑆𝑀𝑅(𝑏𝛿𝑆𝐷

2 )𝑀𝐷ℚ
0
−(𝑀𝑆𝑀𝑅+𝑀𝐷)(𝑃/𝑁0)−(𝑀𝑆𝑀𝑅+𝑀𝐷)

 

+
𝑀𝐷(𝑀𝐷−1)!𝐵2

𝜋ℚ0
−−𝑀𝐷(𝑏𝛿𝑆𝐷

2 )
𝑀𝐷(𝑏𝛽1𝛿𝑅𝐷

2 )(𝑃/𝑁0)−(𝑀𝐷+1)
,                           (21) 

DO expression is given as,   

𝐷𝑂 = − 𝑙𝑖𝑚⏟

𝑆𝑁𝑅→∞︸
𝑙𝑜𝑔(𝑃𝐸

𝐼 )

𝑙𝑜𝑔(𝑆𝑁𝑅)𝐷
𝑚𝑖𝑛(𝑆𝑅

. 

3.2. SER strategy II 

In this selection strategy, the SD and SR link is having a similar error probability 
to the previous strategy. In this strategy between the relay and destination fading link 
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we apply STBC. Let us define the PEP as the error probability when STBC codeword 
𝑋𝑛 is of confused with STBC codeword 𝑋𝑙. The PEP can be modeled as,  

𝑃(𝑋𝑛 → 𝑋𝑙|𝐻𝑅𝐷) = 𝑄 (√
𝑃𝑅

2𝑀𝑅𝑁0
𝐻𝑅𝐷‖𝑋𝑛 − 𝑋𝑙‖𝐹

2 ). 

Averaging the PEP over the probability distribution of the fading channel, the 
average pairwise error probability can be derived as, 

𝑃(𝑋𝑛 → 𝑋𝑙) = 𝐺 (∏ (1 +
𝑃𝑅𝜆𝑘,𝑙𝜎𝑅𝐷

2

4𝑁0𝑀𝑅 𝑠𝑖𝑛2 𝜃
)

𝑀𝐷
𝑀𝑅
𝑘=1 ) = 𝐸𝐻𝑅𝐷

{𝑃(𝑋𝑛 → 𝑋𝑙|𝐻𝑅𝐷)}, 

Where 𝜆1,𝑙 , 𝜆1,𝑙 , . . . . . . . . . . . . 𝜆𝑀𝑅,𝑙 ,  are the non-zero singular values of (𝑋𝑛 −

𝑋𝑙)(𝑋𝑛 − 𝑋𝑙)
𝐻  and 𝐺(𝑥(𝜃)) = ∫

1

𝑥(𝜃)

𝜋

2
0

𝑑𝜃 . For RD link the PEP can be upper 

bounded using union bound, which is very tight on high SNR,  

𝑃𝑅→𝐷 ≤ ∑ 𝑃𝑅→𝐷(𝑋𝑛 → 𝑋𝑙
|𝐶|
𝑋𝑙∈𝐶,𝑙≠𝑛 ) =  

∑ 𝐺 (∏ (1 +
𝑃𝑅𝜆𝑘,𝑙𝛿𝑅𝐷

2

4𝑁0𝑀𝑅 𝑠𝑖𝑛2 𝜃
)

𝑀𝐷
𝑀𝑅
𝑘=1 )

|𝐶|
𝑋𝑙∈𝐶,𝑙≠𝑛                        (22)  

𝑃𝑆→𝐷,𝑅→𝐷 = 𝐸𝑓ℚ𝑠𝑑𝑓ℚ𝑟𝑑
{𝜓(𝜆)}  

=
1

∏
∫ ∫ 𝜓(𝜆𝑆𝐷)𝑓ℚ𝑆𝐷

∞

0

(𝑀−1) ∏

𝑀
0

(ℚ𝑆𝐷)𝑑ℚ𝑆𝐷 × ∫ 𝜓(𝜆𝑅𝐷)𝑓ℚ𝑅𝐷

∞

0
(ℚ𝑅𝐷)𝑑ℚ𝑅𝐷𝑑𝜃  

≃
1

∏
∫ ∫ ∫ 𝜓(𝜆𝑆𝐷)𝑓ℚ𝑆𝐷

∞

0

(𝑀−1)∏

𝑀
0

(𝑀−1)∏

𝑀
0

(ℚ𝑆𝐷)𝑑ℚ𝑆𝐷 ×

∫ 𝜓(𝜆𝑅𝐷)𝑓ℚ𝑅𝐷

∞

0
(ℚ𝑅𝐷)𝑑ℚ𝑅𝐷𝑑𝜃1𝑑𝜃2  

= 𝑀𝐷 ∑ (
𝑀𝐷 − 1
𝑚

) (−1)𝑚𝐹 (
𝑏𝑃𝑆𝛿𝑆𝐷

2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑚 + 1)

𝑀𝐷−1

𝑚=0

× 

∑ 𝐺 (∏ (1 +
𝑃𝑅𝜆𝑘,𝑙𝜎𝑅𝐷

2

4𝑁0𝑀𝑅 𝑠𝑖𝑛2 𝜃
)

𝑀𝐷
𝑀𝑅
𝑘=1 )

|𝐶|
𝑋𝑙∈𝐶,𝑙≠𝑛 ,                             (23) 

The end-to-end error probability for selection strategy II is given as, 

𝑃𝐸
𝐼𝐼 = 𝑃𝑆→𝐷 × 𝑃𝑆→𝑅 + 𝑃𝑆→𝐷,𝑅→𝐷 × (1 − 𝑃𝑆→𝑅)                            (24) 

Substituting (13), (14) and (23) into (24), we are getting (25), 

𝑃𝐸
𝐼𝐼 = 𝑀𝐷 ∑ (

𝑀𝐷 − 1
𝑗

)
𝑀𝐷−1
𝑗=0 (−1)𝑗𝐹 (

𝑏𝑃𝑆𝛿𝑆𝐷
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑗 + 1)  

× 𝑀𝑆𝑀𝑅 ∑ (
𝑀𝑆𝑀𝑅 − 1
𝑖

)
𝑀𝑆𝑀𝑅−1
𝑖=0 (−1)𝑖𝐹 (

𝑏𝑃𝑆𝛿𝑆𝑅
2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑖 + 1)  
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+𝑀𝐷 ∑ (
𝑀𝐷 − 1
𝑚

) (−1)𝑚𝐹 (
𝑏𝑃𝑆𝛿𝑆𝐷

2

𝑁0 𝑠𝑖𝑛2 𝜃
+ 𝑚 + 1)

𝑀𝐷−1

𝑚=0

 

× ∑ 𝐺 (∏ (1 +
𝑃𝑅𝜆𝑘,𝑙𝜎𝑅𝐷

2

4𝑁0𝑀𝑅 𝑠𝑖𝑛2 𝜃
)

𝑀𝐷
𝑀𝑅
𝑘=1 )

|𝐶|
𝑋𝑙∈𝐶,𝑙≠𝑛                                (25) 

Table 1. Optimal power allocation for SR link for selection strategy I 

Number of Antennas ℚ0 ℚ1 

𝑀𝑆 = 1, 𝑀𝑅 = 1, 𝑀𝐷 = 1, 0.60 0.40 

𝑀𝑆 = 2, 𝑀𝑅 = 2, 𝑀𝐷 = 2 0.70 0.30 

𝑀𝑆 = 2, 𝑀𝑅 = 3, 𝑀𝐷 = 3 0.73 0.27 

3.2.1. SER upper bound  

Replacing 1 − 𝑃𝑆→𝑅 ≈ 1 at high SNR, we can write 𝑃𝑆→𝐷,𝑅→𝐷as (26), 

𝑃𝑆→𝐷,𝑅→𝐷 ≤
𝑀𝐷

𝜋2 ∫ ∑ (
𝑀𝐷 − 1
𝑚

) (−1)𝑚𝑀𝐷−1
𝑚=0

1

(
𝑏𝑃𝑆𝛿𝑆𝐷

2

𝑁0 𝑠𝑖𝑛2 𝜃
+𝑚+1)

(𝑀−1)𝜋

𝑀
0

𝑑𝜃  

× ∑ ∫
1

∏ (1+
𝑃𝑅𝜆𝑘,𝑙𝜎𝑅𝐷

2

4𝑁0𝑀𝑅 𝑠𝑖𝑛2 𝜃
)

𝑀𝐷
𝑀𝑅
𝑘=1

𝑑𝜃
(𝑀−1)𝜋

𝑀
0

|𝐶|
𝑋𝑙∈𝐶,𝑙≠𝑛 ,                             (26) 

Using an expression given in (18), 𝑃𝑆→𝐷,𝑅→𝐷 is approximated as, 

𝑃𝑆→𝐷,𝑅→𝐷 ≤
𝑀𝐷(𝑀𝐷−1)!𝐼2

2

𝜋2(
𝑏𝑃𝑆𝜎𝑆𝐷

2

𝑁0
)

𝑀𝐷

(
𝑃𝑅𝜎𝑅𝐷

2 𝑧

4𝑁0𝑀𝑅
)

𝑀𝐷
                               (27) 

Table 2. Optimal power allocation for SR link for selection strategy II 

Number of Antennas ℚ0 ℚ1 

𝑀𝑆 = 1, 𝑀𝑅 = 1, 𝑀𝐷 = 1 0.60 0.40 

𝑀𝑆 = 2, 𝑀𝑅 = 2, 𝑀𝐷 = 2 0.53 0.47 

𝑀𝑆 = 3, 𝑀𝑅 = 3, 𝑀𝐷 = 3 0.48 0.52 

Finally, the SER upper bound for strategy II can be written as, 

𝑃𝐸
𝐼𝐼 ≤

𝑀𝑆𝑀𝐷𝑀𝑅(𝑀𝑆𝑀𝑅−1)!(𝑀𝐷−1)!𝐵0𝐵1

𝜋2(
𝑏𝑃𝑆𝛿𝑆𝑅

2

𝑁0
)

𝑀𝑆𝑀𝑅

(
𝑏𝑃𝑆𝛿𝑆𝐷

2

𝑁0
)

𝑀𝐷
+

𝑀𝐷(𝑀𝐷−1)!𝐼2
2

𝜋2(
𝑏𝑃𝑆𝜎𝑆𝐷

2

𝑁0
)

𝑀𝐷

(
𝑃𝑅𝜎𝑅𝐷

2 𝑧

4𝑁0𝑀𝑅
)

𝑀𝐷
,             (28) 
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Where, 𝑧 = ∑ 𝜆𝑙
|𝐶|
𝑋𝑙∈𝐶,𝑙≠𝑛 , 𝜆𝑙 = ∏ 𝜆𝑘,𝑙

𝑀𝑅
𝑘=1 , 𝐼2 =

1

𝜋
∫ (𝑠𝑖𝑛 𝜃)2𝑀𝐷𝑑𝜃

(𝑀−1)𝜋

2
0

.  

3.2.2. DO analysis 

Substituting 𝑃𝑆 = ℚ0𝑃, 𝑃𝑅 = ℚ1𝑃, we can express SER upper bound as,  

      (29) 

DO expression is given as,   

log( )

log( )

I
E

SNR

P
DO

SNRLim
→

= − =𝑀𝐷 𝑚𝑖𝑛(𝑀𝑆𝑀𝑅 , 𝑀𝐷).                                (30) 

3.2.3. Optimal power allocation 

Substituting  𝑃𝑅 = 𝑃𝑆 − 𝑃  in (28) and differentiating it with respect to 𝑃𝑆 , after 
equating it to zero, the resultant expression we get,   

𝐾1 × (𝑀𝑆𝑀𝑅 + 𝑀𝐷)(𝑃𝑆)−𝑀𝑆𝑀𝑅−𝑀𝐷−1 + 

𝐾2 [
𝑀𝐷(𝑃𝑆)𝑀𝐷 × (𝑃 − 𝑃𝑆)−(𝑀𝐷+1)

−𝑀𝐷(𝑃𝑆)−(𝑀𝐷+1)(𝑃 − 𝑃𝑆)𝑀𝐷
] = 0                           (31) 

Where 𝐾1 and 𝐾2 are appropriately defined constant terms. Solution of equation 
(31) will provide the optimal power for source and relay nodes. 

4. Simulation results and discussions 

We analyzed the SER performance of the single relay relaying network for the 
identical and best possible power factors ℚ0 and ℚ1. In Figure 3, the plots show that 
analytical results are in close agreement with simulated results. Also, SER simulated 
matches the SER upper bounds at high SNR regimes. It can be seen from the given 
graph that S2 performance is better than that of S1 and SER for optimal power 
outperforms SER for equal power allocation.  
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Figure 3. SER Simulated, SER Analytic, SER Upper bound for single relay relaying 
network with𝑀 = 4, 𝑁0 = 1, 𝑀𝑆 = 𝑀𝑅 = 𝑀𝐷 = 2, 𝛿𝑆𝐷

2 = 𝛿𝑆𝑅
2 = 𝛿𝑅𝐷

2 = 2, ℚ0 =

0.70,ℚ1 = 0.30 for selection strategy S1 and ℚ0 = 0.53,ℚ1 = 0.47for selection 
strategy S2 

 

Figure 4. Comparison between selection strategy S1 and selection strategy S2 for 
various antenna configurations and various values of channel variables 
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In Figure 4, we show a comparison between selection strategy S1 and S2 in 
different channel conditions and different antenna configurations with 𝑀 = 4, 𝑁0 =
1. Figure 4, shows that when𝑀𝑆 = 2, 𝑀𝑅 = 5, 𝑀𝐷 = 2, 𝛿𝑆𝐷

2 = 𝛿𝑆𝑅
2 𝑎𝑛𝑑𝛿𝑅𝐷

2 = 2, SER 
performance of strategy S2(DO=10) is better than strategy S1 (DO=8); and when 
𝑀𝑆 = 2, 𝑀𝑅 = 2, 𝑀𝐷 = 5, 𝛿𝑆𝐷

2 = 𝛿𝑆𝑅
2 𝑎𝑛𝑑𝛿𝑅𝐷

2 = 2 , SER performance of strategy 
S1(DO=10) are better than strategy S2 (DO=8). Lastly, when 𝑀𝑆 = 2, 𝑀𝑅 = 2, 𝑀𝐷 =
2, 𝛿𝑆𝐷

2 = 2, 𝛿𝑆𝑅
2 = 5, 𝛿𝑅𝐷

2 = 2  i.e., strategy S1 and S2 have same DO, SER 
performance of S1 is better than S2 by 3dB because it is based on the maximization 
of the SNR of source-to-destination fading link which is strong in this scenario; when 
𝑀𝑆 = 2, 𝑀𝑅 = 2, 𝑀𝐷 = 2, 𝛿𝑆𝐷

2 = 5, 𝛿𝑆𝑅
2 = 2, 𝛿𝑅𝐷

2 = 5, the strategy S2 performs better 
(1dB gain) because it is based on maximization of SNR of the relay to the destination 
and source-to-relay fading link which are strong in this scenario. 

5. Conclusion  

We investigated the SER performance of two antenna selection strategy S1 and S2 
for S-DF relaying network over time invariant Rayleigh fading links. We presented 
the closed form expression for SER analytic and SER upper bound for both antenna 
selection strategies.  Analytical outcomes have been validated with simulated 
outcomes. We have conducted simulations for various antenna configurations and 
various channel gains. We can select the antenna selection strategy which has 
maximum DO for that particular antenna configuration. In case both the strategies 
give the same DO then one can choose strategy I, when source-to-destination link is 
strong and strategy II, when source-to-destination link is weak as compared to source-
to-relay and relay-to-destination fading links. 
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Massive multiple input multiple output (MIMO) systems offer an improvement in the uplink 
sum rate with increasing the number of base station antennas. Massive MIMO system needs 
the perfect channel state information (perfect CSI) and imperfect channel state information 
(imperfect CSI) for deriving the achievable sum rate. The Uplink sum rate is derived for the 
ZF receiver and the MRC receiver with perfect CSI and imperfect CSI. The zero forcing (ZF) 
receiver outperforms maximal ratio combining (MRC) receiver. With imperfect CSI as the 
number of users increases the uplink sum rate also increases. The channel capacity is derived 
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massive MIMO system requires a large number of radio frequency (RF) chains where as the 
number of the RF chains increases the capacity of the system also improves. 
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1. INTRODUCTION

Current wireless networks operate at the carrier frequency 

below 6 GHz. The mmWave massive MIMO system works 

beyond 6 GHz. The massive MIMO system at mmWave range 

gives the benefits of a large bandwidth without compromising 

on device size and therefore it is facilitating the 5G technology. 

The mmWave massive MIMO works beyond 6 GHz [1-2]. 

Due to the large available bandwidth of the mmWave 

frequencies, high transmission rates can be achieved. IEEE 

802.11 ad-WLAN standard based on the mmWave provides 

data rates of 6 Gbps at frequencies around 60 GHz. But there 

are several problems to implement these types of systems due 

to rain attenuation, atmospheric absorption and severe path 

loss [3]. However, small chips are having huge number of 

antenna arrays at frequencies beyond 6 GHz and can provide 

high received signal power [4]. Analysis of systems with and 

without channel state information has been done [5-8]. There 

is a great deal of interest in the multiuser multiple input 

multiple output (MU-MIMO) containing a high number of 

antennas in a base station (BS). High number of MU-MIMO 

systems are serving hundreds of users by providing hundreds 

of antenna arrays. The design and analysis of MU-MIMO 

systems is appealing substantial interest in the latest research 

areas [9-11]. Small scale fading can be averaged out due to 

high antenna array. The cost of each antenna is low because 

the real size of the antenna is small. As the number of BS 

antenna increases, the random channel vectors become 

orthogonal between BS and the users. One important 

advantage of the large MIMO system is that there is a 

reduction in the transmitting power. In the uplink, decreasing 

the transmit power of the node will result in improving the 

battery life. In the downlink, the large amount of power 

consumed by the base stations is exhausted by the power 

amplifiers, associated circuits and cooling circuits [12-14]. 

Wireless backhaul is challenging in closely dispersed small 

cells in urban environments. Although the length is too small, 

operating expenditures can be high for optical fiber 

deployment due to dense deployment of small cell BS. So 

ideally, high data rate is provided by low cost mmWave 

technology. The mmWave can enable high data rate and low 

latency connectivity between vehicles and also provides high 

speed communication between vehicles and cloud for data 

processing and storage. This can support the mmWave-based 

vehicle to infrastructure communication. The mmWave can be 

employed in high speed systems such as mobile phones and 

virtual reality headsets. There are many challenges for the 

mmWave MIMO systems and several differences exist 

between different mmWave MIMO networks. Sub 6 GHz 

places new constraints on hardware. The hardware challenge 

at the mmWave are high frequency carrier and bandwidth of 

the communication channel. One more hardware challenge at 

mmWave is a large array at both the source and destination 

due to small wavelength. So large number of analog to digital 

converters (ADCs) are required by the high number of 

antennas. By increasing the resolution of the ADCs, the design 

complexity of the system increases. There are many solutions 

that have been proposed for mmWave networks such as hybrid 

beam forming architectures, beam space signal processing and 

low rate ADC methods [15-17]. The mmWave systems and 

low frequency systems are having some common properties 

like multipath delay spread, Doppler shift and angle spread. 

Also the mmWave has many differences with respect to a low 

frequency system such as high sensitivity to blockages and 

strong differences between line of sight (LOS) and non line of 

sight propagation conditions. High number of antenna arrays 

at the source and destination makes MIMO signal processing 

a reality, but this is more challenging at mmWave frequencies 

due to hardware constraint and different channel 

characteristics. Thus the novel solutions are needed to 

overcome hardware constraints, channel modeling and signal 

processing with large arrays. These will have a significant 

impact on the design and implementation of the mmWave 

communication network to maintain active connections with 

multiple BS’s to achieve diversity and overcome blockages. 
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Relays and cooperative diversity can enhance coverage and 

improve signal strength in the mmWave mobile network. 

This paper is organized as follows. In section 2, we analyzed 

the system model for MU-MIMO System. The achievable sum 

rate is derived for MU-MIMO Systems employing the ZF and 

MRC receivers with Perfect CSI and imperfect CSI. In section 

3, we derived the capacity of optimal precoder/combiner for 

the mmWave massive MIMO system. Simulation results are 

shown in section 4. Section 5 shows the conclusion.  

 

 

2. SYSTEM MODEL OF MU-MIMO SYSTEM 
 

 
 

Figure 1. System model of the hybrid mmWave precoder/combiner 
 

2.1 Perfect CSI for MU-MIMO systems  
 

The system model of MU-MIMO system can be shown as, 

 

𝑦 = √𝑃𝑈
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          (1) 

 

Uy P Bx n= +                                 (2) 

 

where 𝑃𝑈  denotes the average transmitted power of each 

user.𝐵 represents the 𝑀 × 𝐾 channel matrix between the BS 

and 𝐾 users and models fast fading, geometric attenuation and 

log-normal shadow fading. 1𝑠𝑡 , 2𝑛𝑑 . . . . . . .𝑀𝑡ℎ  row of the 

𝐵 matrix is shown as 𝑏1, 𝑏2, . . . . . . . . 𝑏𝑀 .𝑏𝑚𝑘  is the channel 

coefficient between m𝑘𝑡ℎ user and 𝑚𝑡ℎ antenna from the BS. 

𝑥 is the transmitted data and 𝑛 is a vector of additive white 

Gaussian noise with mean zero and variance unity. 

The coefficient 𝑏𝑚𝑘 can be shown as [13],  

 

mk mk kb h =                                        (3) 

 

where ℎ𝑚𝑘 is the fast fading coefficient between 𝑘𝑡ℎ user and 

𝑚𝑡ℎ  antenna of BS. 𝜆𝑘  is modeled as geometric attenuation 

and shadow fading. 

 
1/2B HC=                                             (4) 

 

where 𝐻  is 𝑀 × 𝐾  matrix having fast fading coefficient 

between 𝐾 user and BS, i.e [𝐻]𝑚𝑘 = ℎ𝑚𝑘  and 𝐶  is 𝐾 ×
𝐾diagonal matrix, i.e [𝐶]𝑘𝑘 = 𝜆𝑘.  

For perfect channel state information 

 
Hr A y=                                                         (5) 

 

( )
1H

B for MRC
A

B B B for ZF
−


= 


                               (6) 

 

After linear detection, the received vector is given by 

 
H H

Ur P A Bx A n= +                                    (7) 

 

Considering the MU-MIMO system, the received vector r  

at the BS can be written as, 

 

1

K
H H

U k i i k
i

r P a b x a n
=

= +                           (8) 

 

By taking user 1 without loss as the desired user, 

 

1 1
2

K
H H H

U k U k i i k
i

r P a b x P a b x a n
=

= + +                 (9) 

 

The signal to interference noise ratio (SINR) can be given 

as, 

 
2
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+
                      (10) 

 

The achievable rate for single cell MU-MIMO can be 

written as, 
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𝑅𝑝.𝑘 = 𝛦 [𝑙𝑜𝑔2 (1 +
𝑃𝑈
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The rate scaling is given as, 

 

( ) ( )2 2log 1 log 1 U kSINR e + = +                    (13)  

 

where 𝑒𝑈 denote the total transmit power. 

The achievable rate for very large value of M can be written 

as, 

 

( ), 2log 1p k U kR e =  +                           (14) 

 

In case of MRC, A=G so 𝑎𝑘 = 𝑏𝑘.        
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The power of each user is inversely related to the number of 

antennas, 𝑃𝑈 =
𝑒𝑈

𝑀
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When M is very large, 
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By using inequality, 𝑅𝑝,𝑘
𝑀𝑅𝐶 ≥ �̂�𝑝,𝑘

𝑀𝑅𝐶 . The lower bound on the 

achievable rate can be given as, 
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When, 𝑃𝑈 =
𝑒𝑈

𝑀
, then 
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                        (19) 

When 𝑀 is very large, 𝑀 → ∞ 

 

( ), 2
ˆ log 1MRC

p k k UR e= +                          (20) 

 

In case of ZF, 𝐴 = 𝐵(𝐵𝐻𝐵)−1so 𝑎𝑘 = (𝑏𝑘
𝐻𝑏𝑘)

−1. 

The Achievable sum rate for the ZF receiver can be given 

as, 
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By using inequality, 𝑅𝑝,𝑘
𝑍𝐹 ≥ �̂�𝑝,𝑘

𝑍𝐹 . The lower bound on the 

achievable rate can be given as, 
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When M is very large, 𝑀 → ∞ 
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ˆ log 1ZF
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2.2 Imperfect CSI for MU-MIMO systems 

 

In case of imperfect CSI, the signal to interference noise 

ratio can be given as [13], 
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The Achievable sum rate can be given as, 
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In case of MRC, A=G so �̂�𝑘 = �̂�𝑘. 
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)]          (29) 

 
 

𝑅𝑖𝑝,𝑘
𝑀𝑅𝐶 = 𝛦 [𝑙𝑜𝑔2 (1 +
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∑
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𝜏𝑃𝑈𝜆𝑖+1

𝐾
𝑖=1 +‖�̂�𝑘‖

2𝐾
𝑖=1,𝑗≠𝑘

)]            (30) 

 

Put, 𝑃𝑈 =
𝑒𝑈

√𝑀
 

 

𝑅𝑖𝑝,𝑘
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𝑒𝑈
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‖�̂�𝑘‖
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∑

𝜆𝑖
𝜏𝑃𝑈𝜆𝑖+1

𝐾
𝑖=1 +‖�̂�𝑘‖

2𝐾
𝑖=2

)]        (31) 

 

The achievable uplink rate of the 𝑘𝑡ℎ  user for the MRC 

receiver using imperfect CSI, Rayleigh fading and 𝑀 > 𝐾 +
1 is bounded as, 

 

Let 𝑃𝑈 =
𝑒𝑈

√𝑀
, then  
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When 𝑀 is very large, 𝑀 → ∞ 
 

( )2 2
, 2

ˆ log 1MRC
ip k k UR e= +                      (33) 

 

In case of ZF, �̂� = �̂�(�̂�𝐻�̂�)
−1

 so �̂�𝑘 = (�̂�𝑘
𝐻�̂�𝑘)

−1
. 
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The achievable uplink rate of the 𝑘𝑡ℎ  user for the ZF 

receiver using imperfect CSI, Rayleigh fading and 𝑀 > 𝐾 +
1 is bounded as, 
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As 𝑃𝑈 =
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When 𝑀 is very large, 𝑀 → ∞. 

( )
,

2 2
2

ˆ log 1
ip k

ZF
k UR e= +                          (37) 

 

 

3. OPTIMAL PRECODER/COMBINER FOR mmWAVE 
MIMO SYSTEM 

 

Received matrix 𝑌 can be given as [16-17],  

 

𝑌 = √𝑃𝑊𝐵𝐵
𝐻 𝑊𝑅𝐹

𝐻 𝐻𝑛𝐹𝑅𝐹𝐹𝐵𝐵 +𝑁               (38) 

 

where  𝐹𝑅𝐹 = 𝑁𝑇 × 𝑁𝑇 , 𝑊𝑅𝐹 = 𝑁𝑅 × 𝑁𝑅 , 𝐹𝐵𝐵 = 𝑁𝑇 ×
𝑁𝑇
𝐵𝑒𝑎𝑚  and 𝑊𝐵𝐵 = 𝑁𝑅 × 𝑁𝑅

𝐵𝑒𝑎𝑚. 

Number of RF chains=𝑁𝑅𝐹. 

The channel model can be written as, 

 

𝐻𝑛 = 𝐴𝑅⏟
𝑁𝑅×𝐺

× 𝐻⏟
𝐺×𝐺

× 𝐴𝑇
𝐻⏟

𝐺×𝑁𝑇

                       (39) 

 

where 𝐺 is the number of directional cosine vectors and 𝐻𝑛is 

the sparse combination of directional vector at the transmitter 

/receiver. 

The equivalent sensing matrix is given as, 

 

𝑣𝑒𝑐(𝑌) = √𝑃𝑄𝑆𝑣𝑒𝑐(𝐻) + 𝑣𝑒𝑐(𝑁)             (40) 

𝑦 = √𝑃𝑄𝑆ℎ + �̃� 

 

Equivalent sensing matrix 𝑄𝑆 = 𝑠𝑖𝑧𝑒𝑁𝑇
𝐵𝑒𝑎𝑚𝑁𝑅

𝐵𝑒𝑎𝑚 × 𝐺2. 

 

( ) ( )*T T H H
S BB RF T BB RF RQ F F A W W A=                      (41) 

 

The channel estimation problem can be formulated as, 

 

𝑎𝑟𝑔 𝑚𝑖𝑛⏟

ℎ︸‖𝑦−√𝑃𝑄𝑆ℎ‖2‖𝑦−𝐴ℎ‖2

 

𝑦 = 𝐻𝑥 + 𝑛 = 𝐻𝐹𝑅𝐹𝐹𝐵𝐵𝑠 + 𝑛                   (42) 

 

( )
2

,
, arg min

RF BB

opt opt H H
RF BB BB RF

W W
W W E s W W y= −             (43) 

 

where 𝑊𝐵𝐵
𝐻 = 𝑁𝑆 × 𝑁𝑅𝐹 and 𝑊𝑅𝐹

𝐻 = 𝑁𝑅𝐹 × 𝑁𝑅. 

The MMSE estimate is shown as, 
 

�̂� = 𝑊𝑀𝑀𝑆𝐸
𝐻 𝑦                                         (44) 

 

𝑊𝑀𝑀𝑆𝐸
𝐻 = 𝐸(𝑠𝑦𝐻)𝐸(𝑦𝑦𝐻)−1 = 𝑅𝑠𝑦𝑅𝑦𝑦

−1 

 

Finally MMSE estimate can be written as, 
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( )
21/2ˆ yy MMSE RF BB F

s R W W W= −                          (45) 

 

MMSE minimization can be given as, 

 

( ) ( )
21/2

,
, arg min

RF BB

opt opt
RF BB yy MMSE RF BB FW W

W W E R W W W= −    (46) 

 

The capacity can be given as, 

 

( )2log 1C B SINR= +                               (47) 

 

 

4. SIMULATION RESULTS 
 

Figure 2 shows that there is a much improvement in the 

uplink sum rate for the ZF receiver than MRC receiver with 

perfect channel state information in the massive MIMO 

system. The uplink sum rate also increases as the number of 

base station antenna increases. In figure 3, comparison of 

uplink sum rate for varying number of users is done. The 

uplink sum rate is higher as the number of users increases with 

imperfect channel state information in the massive MIMO 

system. In figure 4, it is shown that as the number of transmit 

and receive antenna increases, the capacity of the mmWave 

massive MIMO system increases. Capacity of hybrid MIMO 

outperforms conventional MIMO system. Figure 5 shows an 

improvement in the capacity of the system as the number of 

radio frequency chain increases. 

 

 
 

Figure 2. Numerically evaluated values and lower bounds of 
uplink sum rate for different number of base station antenna 

for MRC and ZF  receiver with with perfect channel state 
information for K=15 (Number of Users) 

 

 
 

Figure 3. Comparison of numerically evaluated values and 
lower bounds of uplink sum rate for different number of base 

station antenna for MRC and ZF receiver with imperfect 
channel state information for K=10 (Number of Users) and 

K=12 (Number of Users) 

  
 

Figure 4. Comparision of Capacity versus signal to noise 
ratio for Conventional MIMO and Hybrid MIMO with 𝑇𝑥 =
32, 𝑅𝑥 = 32, 𝑛𝑅𝐹 = 6and 𝑇𝑥 = 16, 𝑅𝑥 = 16, 𝑛𝑅𝐹 = 6 
 

 
 

Figure 5. Comparison of Capacity versus signal to noise 
ratio for Conventional MIMO and Hybrid MIMO with 𝑇𝑥 =
32, 𝑅𝑥 = 32, 𝑛𝑅𝐹 = 12 and 𝑇𝑥 = 32, 𝑅𝑥 = 32, 𝑛𝑅𝐹 = 6 

 
 
5. CONCLUSION 

 

Massive MIMO systems offer an improvement in the uplink 

sum rate with increasing the number of base station antennas. 

ZF forcing receiver outperforms the MRC with perfect CSI 

and Imperfect CSI. With imperfect CSI, as the number of users 

increases the uplink sum rate also increases. In the mmWave 

massive MIMO system, there is an improvement in channel 

capacity as the number of transmit and receive antenna 

increases. Further, as the number of the RF chains decreases, 

the capacity of the mmWave massive MIMO system with 

MMSE receiver also degrades. 
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NOMENCLATURE 
 
B band width 
C channel capacity 
e 
k 

total transmitted power 
single antenna user 

M 
n 
N 
P 
x 
r 
R 

Base station antenna 
additive white Gaussian noise 
number of radio frequency chain 
average transmitted power 
transmitted data 
received vector 
achieved sum rate 

 
Greek symbols 
 
λ geometric distribution 
τ length of pilot sequence 
 
Subscripts 
 
u number of user 
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Abstract
In this study, pyrolysis of agricultural residues, such as rice straw (RS), wheat straw (WS), and sugarcane bagasse (SB), was 
performed in a fixed-bed reactor. The experiments were carried out at varying operating conditions, such as temperature, 
heating rate, biomass particle size and sweeping gas flow rate, such that the bio-oil yield could be maximized. Small particle 
size and high heating rate contributed to more bio-oil yield as compared to large particle size and low heating rate. Physico-
chemical properties of bio-oil samples, evaluated in a comparative manner with maximum focus devoted on analyzing the 
chemical constituents through GC–MS and FTIR analysis. Biochar was also examined through different physicochemical 
techniques (e.g., HHV, pH, SEM–EDX, FTIR, CHNS, ICP-AES) for understanding pyrolysis mechanism and its practical 
usability. Analysis of non-condensable gas through GC-TCD, revealed co-existence of  H2, CO,  CO2 and  CH4 molecules, 
with greater percentage of  H2 and  CH4 at high temperature resulted enhancement in calorific value.

Keywords Pyrolysis · RS · WS · SB · Fixed-bed

Introduction

Maximum of the world’s energy resources are non-renewa-
ble and fulfilling through fossil fuel sector, those are deplet-
ing day by day due to their extensive uses, and also there is 
a rising concern for greenhouse gas emissions [1, 2]. These 
fundamental problems have created a tremendous amount 
of interest in the field of alternative and renewable fuels, 
which are environmentally benign as well as economically 
viable [3]. Biomass is a major source of energy; it provides 
approx. 10–14% energy demand of world [4]. Biomass, such 
as materials produced from microbial, animal, algae, agri-
cultural waste, and forestry residues, is the renewable energy 
source, which converted into liquid fuels and value-added 
chemicals and used as high-potential feedstock for con-
ventional petroleum-based energy sector around the world 

[5–9]. Biomass has gained more attention because of its 
wide availability and low cost in comparison to other renew-
able energy sources [10–12]. Agricultural biomasses mainly 
comprise cellulose (30–60%), hemicellulose (20–35%) and 
lignin (15–30%) along with some resins and inorganic con-
stituents and possess high-energy content [13]. They can be 
used for getting heat, power, synthesis gas, and chemicals 
through different thermo-chemical routes, such as combus-
tion, gasification, pyrolysis, liquefaction, and enzymatic 
route, such as fermentation [14–19]. Among the various 
methods available for agricultural biomass conversion to the 
biofuels, pyrolysis is a promising technique which incurs 
lesser amount of cost and leads to the generation of high-
energy-density bio fuel, performed in an inert atmosphere 
[20]. It is a thermo-chemical process that can efficiently pro-
duce bio-oil, gases and biochar. The yield and properties of 
products obtained from pyrolysis strongly depend on various 
factors viz. reactor design, operating conditions (tempera-
ture, heating rate, particle size, and sweeping gas flow rate 
etc.) as well as on type of biomass used [21–23]. Due to 
the diversity and heterogeneity in biomass composition and 
its typical thermal decomposition nature makes, resulting 
pyrolysis mechanism is very much complex [24]. Studies 
explained that there are three stages of pyrolysis reactions: 
(1) removal of free moisture (2) initial decomposition of 
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long-chain molecules (3) followed by bio-oil decomposi-
tion and re-polymerization [25]. Since cellulose present 
in abundance amount in agricultural biomass, a simple 
decomposition mechanism explained by Waterloo helps to 
understand the reaction pathways for pyrolysis process [26]. 
Accordingly, at low temperature, cellulose gets depolym-
erized (300–450 °C) and subsequently defragmented at a 
higher temperature (~ 600 °C), and finally turns into car-
boxylic acid, alcohol, aldehyde, ketone, and anhydrosugars, 
etc. which are the major compounds found in bio-oil [24].

Indian economy is mostly agricultural-based because 
60.6% of the cultivable land is being used by 53% of peo-
ple, those belonging to rural India and who earn their liveli-
hood through farming. So, a lot of agricultural wastes are 
generated every year, which are utilized directly for animal 
consumption or used as raw material for pulp and paper 
industry. However, storage, collection and transportation of 
residual biomass are very difficult and expensive. Therefore, 
it remained unutilized as a waste or directly burned in house-
hold stove or farms, causing serious environmental pollution 
and health hazards. A simple solution of this acute envi-
ronmental problem arising from burning crop residues and 
unused biomass waste can be to solve through production 
of bio-oil and other value-added products locally through 
pyrolysis [11]. Bio-oil produced by pyrolysis of biomass is 
a free-flowing complex organic liquid dark brown in color, 
contains highly oxygenated organic compounds and having 
smoky odor [21, 27]. Bio-oil has an advantage over fossil 
fuel because it contains a very low amount of bonded nitro-
gen and sulfur resulting in lesser amount of greenhouse gas 
emission during combustion [19, 28]. However, it contains 
variety of value-added chemicals that can be used in differ-
ent applications. The non-condensable gases produced dur-
ing pyrolysis mainly comprise  H2, CO,  CH4, and  CO2 up to 
95% [29, 30], which has high calorific value and further can 
be utilized for energy generation.

Apart from bio-oil and non-condensable gases, biochar 
(also called charcoal) is also the valuable solid product 
containing unconverted organic, inorganic and carbona-
ceous residues obtained from pyrolysis. According to the 
previous literatures [31, 32], biochar is mainly a carbon-
rich compound with composition ranging from 53 to 96%, 
heating values ranging from 20 to 36 MJ/kg, and yields of 
biochar obtained from pyrolysis of different feedstock varied 
between 30 and 90%. The high HHV of biochar makes it a 
valuable combustible product, which can be substituted for 
coal also [33]. The highly porous surface structure of biochar 
confers it as a low-cost adsorbent material for removal of 
various organic and inorganics pollutants [25, 32] as well 
as in catalysis application also [34]. Biochar can also act as 
a fertilizer for soil amendment application [35] and can also 
contribute in carbon sequestration process [36].

Agricultural residues, such as wheat straw (WS), rice 
straw (RS), sugarcane bagasse (SB), are the largest and 
abundant by-products produced in the developing countries 
like India, Brazil, China, etc. [37, 38]. A lot of research has 
been carried out on pyrolysis of RS, WS and SB previously. 
Wang et al. [39] pyrolysed RS in a simple closed reactor 
at 523–773 K with 10 K/min heating rate. The maximum 
yield of liquid products was obtained at 693 K with H/C 
molar ratio of 1.65 and O/C molar ratio of 0.058 just in 
the range of petroleum. Park et al. [40] carried out slow 
pyrolysis of RS at different temperature range from 300 to 
700 °C with a 10 °C/min heating rate. The yield of bio-oil 
and biochar obtained was same above 500 °C temperature. 
At 700 °C temperature, yield of bio-oil declined while gas 
yield increased. Balagurumurthy et al. [41] also performed 
pyrolysis of RS in the presence of hydrogen and nitrogen 
atmosphere. They observed that, higher yield of bio-oil was 
obtained under nitrogen atmosphere as compared to hydro-
gen environment. Pottmair et al. [42] performed pyrolysis 
of rice husk and WS in the wide temperature range from 
290 to 900 °C at constant flow of nitrogen 100 mL/min with 
50 °C/min heating rate. They reported that the bio-oil yield 
increases with rise in temperature from 290 to 900 °C for 
both the biomass. Varma et al. [43] conducted pyrolysis of 
SB in a semi-batch reactor at different temperature range 
of 350–650 °C with two heating rates (10 and 50 °C/min) 
and biomass particle sizes (< 0.25 to 1.7 mm). They con-
cluded that maximum bio-oil yield of 45.23% was obtained 
at temperature 500 °C with heating rate 50 °C/min, parti-
cle size of 0.5–0.6 mm and nitrogen flow rate of 100  cm3/
min. Gonclaves et al. [44] evaluated the pyrolysis of SB 
in a fixed-bed reactor to investigate the product distribu-
tions at various operating conditions, such as temperature 
heating rate, particle size of biomass samples and sweep-
ing gas flow rate of nitrogen. They reported highest bio-oil 
yield (0.5 g/g of biomass) at 600 °C, 15 °C/min heating rate 
and  N2 flow rate of 200 mL/min, with particle size ranging 
from 0.5 to 1.0 mm. Temperature and particles’ sizes were 
the most significant factors for the maximum bio-oil yield. 
Also, Biswas et al. [11] performed a comparative study on 
fixed-bed pyrolysis of various agricultural residues, such as 
RS, husk, corn stover, WS at different temperatures range 
300–450 °C with a fixed heating rate of 20 °C/min and nitro-
gen flow rate 50 mL/min and analyzed bio-oil produced dur-
ing experimentation. Maximum bio-oil yields were varied 
for corn cob, WS, RS and rice husk were 47.3, 36.7, 28.4 
and 38.1%, respectively [11]. Apart from this, Duong et al. 
[45] carried out thermal degradation of four types of Viet-
namese biomasses, e.g. bagasse, corncob, rice husk and rice 
straw, through pyrolysis reaction for bio-oil production. This 
study has revealed that the bio-oil yield greatly depended on 
temperatures and sweeping gas flow rate, not the biomass 
particles size. Moreover rice husk and straw shown greater 
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production of bio-oil than bagasse and corn cob. Similarly, 
pyrolysis of agricultural residue has been extensively studied 
for bio-char production and those have specific uses. Adi-
naveen et al. [46] prepared porous biochar from rice straw 
by two-stage pyrolysis process and prepared porous carbons 
have been employed for fabrication of super-capacitor elec-
trode. The physicochemical and nutrient properties of bio-
char have been investigated by several researchers for their 
plausible application in bioremediation, improvement of soil 
fertility, etc. Bera et al. [47] prepared biochar by pyrolysis of 
rice straw, wheat straw, maize stover and pearl millet stover 
by only variation of pyrolysis temperature. Temperature and 
biomass residue modified biochar properties significantly, 
those in turn improved soil nutrient on their application. 
Similar to above findings, Tan et al. [48] and Do et al. [49] 
reported in their investigation that the agronomic proper-
ties of biochar prepared by pyrolysis of agricultural residue, 
greatly influenced by reaction temperature and pyrolysis 
reaction atmosphere. Tan et al. in their research found that 
the limited oxygen cracking conditions improvised the bio-
char morphology and nutrient content as compared to inert 
nitrogen atmosphere. Also, Do et al. reported that at higher 
reaction temperature (> 500 °C) improved biochar poros-
ity but their calorific value was reduced. Derakhshan-Nejad 
et al. [50] prepared biochar from the pyrolysis of rice husk 
and maple leaves. The prepared biochar sample was used 
in soil amendment application for heavy metal immobiliza-
tion. They found that phytoavailability of heavy metals Cd, 
Cu, Pb, Zn present in soil extensively declined in biochar-
amended soil due to their immobilization process. The over-
all conclusion showed that all the biomasses are suitable to 
be used as a feedstock for bio-oil production in Indian sub-
continent, due to abundant availability and very low sulfur 
and nitrogen contents.

Though a number of these types of studies have been 
performed till date, however, none of the work focused on 
the slow pyrolysis of different types of agricultural residues 
(crop residues) in addition to detailed and comparative anal-
ysis of all three pyrolysis products (bio-oil biochar, gases) 
through operating parameter variation. Moreover, there were 
only a few reports available regarding physicochemical prop-
erties of all three pyrolysis products in comparative manner 
with application oriented approach. This work also wanted 
to address issues with waste management as stubble burn-
ing poses serious threat to the environment. Hence, pyroly-
sis of surplus biomass available locally offers a sustainable 
solution.

The focus of this research is to study pyrolysis of three 
different kinds of biomass (SB, WS, RS) abundantly avail-
able in the campus of Banaras Hindu University, in a 
fixed-bed reactor. A comparative study regarding the yield 
of three primary pyrolysis products (bio-oil, biochar and 
non-condensable gases), along with variation in the yield 

at various operating parameters viz. temperature, heating 
rate, sweeping gas flow rate, particles sizes were also stud-
ied extensively. Various physical properties of bio-oil and 
biochar were evaluated and significant focus was devoted 
on the chemical characterization through FTIR, GC–MS, 
ICP-AES, SEM and CHNS analysis for application oriented 
approach. Similarly, effect of inorganic constituents present 
in biochar on pyrolysis mechanism and product distribu-
tion were also thoroughly explained. Detailed composition 
of non-condensable gases (mainly producer gases) analyzed 
through gas chromatography (GC-TCD) techniques and vari-
ation of their energy values with temperature were studied 
carefully.

Materials and methods

Feedstock preparation

Feedstock chosen for this experiment was SB, RS, and WS, 
collected from agriculture farm of Banaras Hindu Univer-
sity. Each biomass was subjected to initial size reduction in 
a cutting mill (SM 300 Retsch Germany), washed thoroughly 
and sun-dried for 4–5 days followed by drying in an oven 
at 105 °C for 4 h. The dried biomass was ground into small 
sizes in a disintegrator and sieved into three different sizes 
of 0.2–0.4 mm, 0.4–0.6 mm, and 0.6–0.8 mm.

Characterization methods

Characterization of biomass

The proximate analysis of biomass includes moisture con-
tent, volatile matter, ash content, and fixed carbon con-
tent and these were determined according to standards 
ASTMD1037 (1991), ASTMD3172, ASTMD2017 (1998), 
ASTM E1755, respectively. The ultimate analysis of three 
biomass samples was carried out in Euro-vector Elemental 
Analyzer. The functional groups present in biomass were 
also investigated at room temperature in the frequency range 
of 4500–500 cm−1 using a Fourier-transform infrared (FTIR) 
spectrometer (Thermo Electron Corporation, USA, FTIR 
procedure: S1, ESI). TGA of three biomass samples was 
carried out in the NETZSCH STA 449 F3 instrument. Dur-
ing each run, 7 mg of the sample was heated up to 900 °C at 
a heating rate of 10 °C/min starting from room temperature. 
The carrier gas used was argon with flow rate maintained at 
100 mL/min.

Characterization of liquid and gaseous products

Bio-oil samples were characterized by measuring their phys-
ical properties, such as density, pH, viscosity, ash content, 
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and calorific value. The pH of the bio-oil samples was meas-
ured with the digital pH meter (Eutech Instrument) and vis-
cosity was measured with the help of Redwood Viscometer 
(I.P. 70/46, Gallenkamp, British Made) present in the labora-
tory. Ash content of bio-oil was determined by burning 10 g 
of bio-oil at around 600 °C in a muffle furnace overnight 
[51, 52]. The higher heating value of bio-oil was measured 
by a digital bomb calorimeter (model no. RSB-7, Rajdhani 
Scientific Instruments Corporation, New Delhi, India). 
The chemical characterization of bio-oil was performed by 
determining the organic functional groups present in it by a 
Thermo electron FTIR analyzer. GC–MS analysis of three 
bio-oil samples was performed in a GC–MS-QP 2010 plus 
ultra (Shimadzu company) equipped with a capillary column 
(HP-INNOWAX, 60 m × 0.25 mm id × with 0.250 µm film 
thickness) for determination of organic compounds present 
in them. Operating conditions and library specification for 
GC–MS analysis are provided in supporting information 
(S2, ESI). Non-condensable gases were collected in gas 
holders at different temperatures and analysis was carried 
out in a Centurion Scientific Gas chromatography thermal 
conductivity detector (GC-TCD). The GC was equipped with 
a Carbosieve SII column (40–60 mesh range) with a ther-
mal conductivity detector. Column, detector, and injector 
temperatures were maintained at 60 °C, 80 °C, and 100 °C, 
respectively.

Characterization of biochar produced

Produced biochar samples were characterized through deter-
mination of their higher heating value (HHV) and pH. For 
measurement of pH 0.5 g of biochar, the sample was dis-
solved in 50 mL of distilled water and stirred for 30 h in a 
magnetic stirrer [30]. HHV was measured with the help of 
digital bomb calorimeter (model no. RSB-7, Rajdhani Scien-
tific Instruments Corporation, New Delhi, India). Chemical 
characteristics of biochar samples were observed with the 
help of FTIR analysis, SEM/EDX (Evo 18 Research, Carl 
Zeiss, Oxford Instruments, Germany), CHNS (EuroEA ele-
mental analyzer) and ICP-AES analysis (Thermo scientific 
model no. ICAP 6200 Duo). Prior to ICP analysis, biochar 
samples were dissolved in aquaregia solution and subjected 
to repeated filtration by diluting with deionized water fol-
lowed by passing through Whatman #1 filter paper. Details 
regarding ICP-AES analysis procedure are provided in sup-
plementary information (S3, ESI).

Experimental procedure

The experiment was performed in a tubular fixed-bed reac-
tor made of quartz with the help of a split-tube single-zone 
furnace (NSW-104, New Delhi) programmed with a linear 
ramping rate. The reactor was made of quartz having length 

65 cm and 2.5 cm in diameter. The height of the biomass 
bed was approx. 10 cm; id of the quartz reactor was 22 mm. 
The amount of biomass loaded was fed manually from the 
upper side of reactor by gently tapping the wall such that a 
packed bed shape could be obtained. The bed temperature 
was measured by inserting a thermocouple which touched 
the top portion of the biomass bed. The bed temperature was 
measured by inserting a thermocouple (temperature sensor) 
which touched the top portion of the biomass bed. Since 
the bed height is small and biomass particle has powder 
texture, the temperature variation due to thermal gradient 
can be overcome easily and biomass bed has nearly uniform 
temperature, sensed by thermocouple. The reactor had a pro-
vision of feeding line for carrier gas and thermowell (with 
K type thermocouple) for measurement of bed temperature. 
The sweeping gas (nitrogen) flow rate was controlled by 
a mass flow controller. A real-time picture of reactor set-
up has been provided in the supplementary information 
file (Fig. S1, ESI). For every run 5 g of the biomass, the 
sample was taken, and produced vapors were condensed in 
a condenser placed at the bottom of reactor maintained at 
4 °C with the help of re-circulation bath (Eyela, Japan). For 
the reproducibility of the result, every result was performed 
twice, and the average value was reported in the results. The 
condensable vapors were collected in the form of bio-oil in 
the separator. Condenser and its accessories were washed 
with acetone at the end of every run so as to collect the 
residual if any present in it. Acetone was evaporated in an 
oven at 70 °C and the calculated weight of residual bio-oil 
was added to the weight of bio-oil produced to obtain the 
final yield of bio-oil weight percentage. It was found that 
the residual bio-oil was present in condenser and its acces-
sories within 5% of total product yield. The schematic of the 
experimental set-up is shown in Fig. 1. Pyrolysis of biomass 
samples of given sizes (mentioned earlier) was carried out at 
a temperature range of 350–650 °C in an interval of 50 °C 

Fig. 1  Schematic diagram of experimental set-up
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with heating rates maintained at 20 °C/min and 100 °C/min 
and sweeping gas flow rate ranging from 30 to 100 mL/min.

Product yield was calculated using the following 
equations:

Yield of the products (on weight basis) was calculated 
as follows:

Results and discussion

Characterization of biomass samples

The data for proximate and ultimate analyses of selected 
biomass samples are shown in Table 1. FTIR results of three 
biomass samples are provided in Fig. 2. Thermogravimet-
ric analysis was carried out (Fig. 3) to identify the thermal 

(1)

Yield of bio-oil (wt%)

=
[

(bio-oil formed)∕(biomass-fed into the reactor)
]

× 100,

(2)

Yield of biochar (wt %)

= (biochar formed∕biomass-fed into the reactor) × 100,

(3)
Yield of non-condensable gas (wt %)

= 100 − (yield of bio-oil + yield of biochar).

decomposition behavior of three biomass samples which in 
turn specify the suitable temperature range within which 
experiment has to be performed [53].

Proximate and ultimate analyses

As shown in Table 1, SB has the lowest ash content, mois-
ture content and O/C ratio compared to other biomass sam-
ples. RS found to contain high amount of ash as compared 
to other biomass samples. All results are compared with the 
other works listed in Table 2 [1, 54, 55].

FTIR analysis

From Fig. 2, it is observed that the absorbance peak at 
3490 cm−1 in the case of three biomass samples corre-
sponds to OH stretching vibration which in turn confirms 
the presence of alcoholic and phenolic functional groups 
associated with cellulose as well as hemicellulose and lignin 
components, respectively, present in them. Cellulose is a 
homo-polymer of cellobiose monomers and hemicellulose 
is branched heterogeneous polymer of various sugar mono-
mers like hexose, pentose, etc., all are associated with OH 
groups in their basic structures. Similarly, lignin is a highly 
branched 3D heteropolymer of hydroxyl- and methoxyl-sub-
stituted phenyl propane units mainly contribute to phenolic 

Table 1  Proximate and ultimate 
analyses of selected biomass 
samples (wt%)

a Not detected

Biomass Moisture Volatile matter Ash Fixed carbon N C H S O H/C O/C

SB 6.0 89.50 1.90 8.60 0.88 44.04 6.18 Nda 48.90 1.68 0.83
WS 7.0 81.00 7.53 11.47 1.15 42.16 5.57 Nd 51.12 1.58 0.90
RS 8.0 77.50 11.6 10.9 1.07 40.30 5.53 Nd 53.10 1.64 0.98

Fig. 2  FTIR spectra of three biomass samples Fig. 3  TG and DTG analysis of three biomass samples as a function 
of temperature
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functional groups in all three biomass samples. C–H stretch-
ing vibration at wave no. 2910 cm−1 indicates the presence 
of alkanes, resulted from various carbohydrate monomers 
in three biomass samples [51, 56, 57]. The absorbance peak 
at 2140 cm−1 indicates the presence of alkyne functional 
group in 3 biomass samples [58]. Apart from this, the aver-
age intense absorption band at 1720 cm−1 indicates C=O 
stretching vibration, which confirms the presence of Qui-
none, aldehyde, and ketonic functional groups [51, 56, 57]. 
Its presence also validated from the fact that hemicellulose 
associated with various acetylated sugars. The medium-
intense absorption band at 1620 cm−1 indicates C=C stretch-
ing vibration, which confirms the presence of alkenes and 
aromatic functional groups in above three biomass samples 
associated with lignin [56]. The absorbance peak at wave 
no. 1440 cm−1 in three biomass samples indicates O–CH3 
(methoxyl) functional groups contributing to the basic struc-
ture of phenyl propane units of lignin [58]. Infrared vibra-
tion at 1030 cm−1 which corresponds to C–O stretching or 
OH deformation, indicates the presence of ethers, esters 
in all three biomass samples those act as a connecting link 
between various monomers of lignocellulosic components 
as well as components of phenyl propane units associated 
with lignin. The more intense absorption band at wave no. 
694 cm−1 in all three biomass samples indicates the presence 
of mono-, polycyclic, and substituted aromatic compounds 
contributing to the basic structure of lignocellulosic compo-
nents of biomass [51].

Thermogravimetric analysis

The entire TGA profile (Fig. 3) can be distinguished into 
three stages. During the first stage between 50 and 220 °C, 
there is a slight change in the slope of TG curves for all 
three biomasses. This is an indication of slight decay in bio-
mass weight (within 10%) due to the drying procedure and 
release of lighter volatiles in addition to bound moisture 
[59]. The second stage demarcated within a temperature 
range of 220–500 °C in TG curves contributed significantly 
to a drop in weight of biomass (~ 50%). This rapid weight 
loss is mainly because of the thermal decomposition of cel-
lulose, hemicellulose, and lignin [58, 60]. During the third 
stage (500–900 °C), there is no significant loss in biomass 
weight due to thermal decomposition as indicated by the flat 
profile of the TG curve. Maximum weight loss rate occurs 

at a temperature of 340 °C for SB and WS, while in case of 
RS, it is 320 °C. Maximum weight loss rates are 7%/min, 
7.8%/min and 6.5%/min for SB, WS, and RS, respectively.

In lignocellulosic biomass, thermally degradable poly-
mers are hemicellulose, cellulose, and lignin. Hemicellulose 
decomposed readily at a temperature range of 210–315 °C. 
Cellulose is more robust due to a long polymer of glucose 
without branches, thermally stable, and its pyrolysis tem-
perature revolves around high temperature (315–400 °C). 
Lignin is full of aromatic rings with various branches 
hence, its degradation occurs at a wide temperature range 
(100–900 °C) [58]. Figure 3 consists of one major deriva-
tive weight loss peak in between 310 and 400 °C for all 
biomasses, and it is mainly due to the decomposition of 
cellulose. DTG curves consist of shoulder observed at a 
temperature < 300 °C, mainly due to hemicellulose decom-
position. Small degradation peaks in DTG curve of three 
biomass samples at wide temperature range mainly due to 
decomposition of lignin.

Effect of pyrolysis reaction conditions on products 
distribution

Effect of temperature

The pyrolysis yield of products at different temperatures 
having a particle size of 0.2–0.4 mm, using a sweeping gas 
flow rate of 30 mL/min and a heating rate of 100 °C/min is 
shown in Fig. 4. The temperature had a significant effect on 
pyrolysis product distribution. The bio-oil yield was lowest 
at a temperature of 350 °C, and the yield increased up to 
550 °C, and after that, there was a decreasing pattern. The 
maximum yield was obtained at a temperature of 550 °C 
in the case of SB and WS, but in the case of RS, maximum 
yield of bio-oil was obtained at 450 °C. SB produced high-
est bio-oil yield nearly 52.5%, and in the case of WS and 
RS maximum, bio-oil yield percentage is 37.2% and 33.3%, 
respectively. These results are similar to results obtained by 
several other researchers [51, 52, 57, 61, 62]. The evolve-
ment of minimum bio-oil yield and maximum char yield 
at 350 °C are due to the rigidness and lower thermal con-
ductivity of biomass that inhibits its decomposition at low 
temperature [63]. At low-temperature pyrolysis, high char 
yield and low liquid yield are also reasonable because of the 
polymerization of volatilized organics [51]. But among three 

Table 2  Proximate and ultimate 
analyses of selected biomass 
samples (from literature) (wt%)

Biomass Moisture Ash N C H O S Ref

SB 6.21 2.98 0.15 45.39 7.92 46.67 – [1]
RS 5.68 14.11 1.07 47.50 6.55 44.88 – [54]
WS 6.60 8.19 1.4 41.19 5.34 51.97 0.096 [55]
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biomasses, char yield was highest in the case of RS, since it 
contains a high amount of lignin [56, 64]. As the tempera-
ture increased, bio-oil yield also increased due to the rapid 
de-volatilization of biomass by primary decomposition with 
rising temperature. But at high temperature, i.e. after 550 °C 
in the case of SB and WS and 450 °C in the case of RS, the 
bio-oil yield started to decrease due to thermal and catalytic 
cracking of bio-oil or in other words, secondary reactions 
of the liquid fraction of volatiles [53, 62]. As temperature 
increased, the biochar yield decreased due to the decomposi-
tion of char at high temperature [62, 65]. Figure 4 also shows 
the increasing pattern of non-condensable gases with the rise 
in temperature, just because of the primary decomposition of 
biomass and secondary decomposition of biochar [62]. At a 
temperature above 550 °C, the rate of increase in gas yield 
was higher with the highest rate obtained at 650 °C because 
of secondary cracking of pyrolysis vapors or secondary reac-
tions of bio-oil in vapor phase [53, 62, 66].

Effect of particle size

Effects of biomass particle size in the range of 0.2–0.8 mm at 
a heating rate of 100 °C/min, sweep gas flow rate of 30 mL/
min and temperature of 550 °C for SB and WS and 450 °C 
for RS were studied on the pyrolysis product distribution, 
and results are shown in Fig. 5. It was observed that big-
ger particle size maximized the formation of char and non-
condensable gases. But in the case of small-sized biomass 
particles, there was maximum amount of bio-oil produced 
instead of char and non-condensable gases. For small-size 

particles, solid to solid heat transfer is faster and pyrolysis 
governs the reaction mechanism. Therefore, faster volatili-
zation leads to higher liquid yield which was observed in 
case of all three biomass samples having small particle size 
(0.2–0.4 mm).

Similarly, as particle size increases, there is interaction 
among char produced and volatiles generated that lead to 
simultaneous cracking of bigger volatiles and polymeriza-
tion of smaller volatiles [51]. This phenomenon was also 
observed in our experiment, as particle size increased 
char and non-condensable gas yield increased and reached 
maximum in case of biggest size biomass particles (i.e., 
0.6–0.8 mm). Char and gas yields were highest in pyrolysis 
of all three kinds of biomass samples having particle size 
(0.6–0.8 mm). Moreover, as particle size increased from 
0.2–0.4 to 0.6–0.8 mm, bio-oil yield decreased because large 
particle does not enhance the mass transfer and heat transfer 
associated with the cracking mechanism and non-uniform 
heating of particle as shown in the Fig. 5 [65–67]. Another 
reason for high char yield and low liquid yield with the 
increase in particle size is the rise in heat transfer resistance 
with distance from particle surface to center that impedes 
the quick heat transfer from a hot material to cold biomass, 
and thus reaction is not completed [68].

Effect of heating rate on product distribution

Pyrolysis experiment was conducted at two different heat-
ing rates of 20 °C/min and 100 °C/min at a sweep gas flow 
rate of 30 mL/min. It was found that bio-oil and gas yield 
increased with heating rate while char yield decreased. Fig-
ure 6 indicates that as the heating rate increased, bio-oil 

Fig. 4  Yield of pyrolysis products at different temperatures (heating 
rate of 100  °C/min, sweep gas flow rate of 30 mL/min and particle 
size of 0.2–0.4 mm)

Fig. 5  Yield of pyrolysis products at different particle size (heating 
rate of 100 °C/min, sweep gas flow rate of 30 mL/min and tempera-
ture of 550 °C for SB and WS and 450 °C for RS)
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yield increased. With the increase in heating rate from 20 
to 100 °C/min, bio-oil yield increased from 47.2 to 52.5% 
in case of SB, 31.9 to 37.2% in WS and 27.3 to 32.6% in 
case of RS. Similarly, biochar yield decreased from 39.2 to 
32.6%, 45.5 to 38.9%, and 46.7 to 40.1% in the case of SB, 
WS, and RS, respectively. Figure 6 also shows that non-con-
densable gas yield increased from 33.35 to 34.65% in case of 
SB, 36.7 to 38% in case of WS and 37.45 to 38.75% in case 
of RS. Rapid heating rate leads to rapid de-polymerization 
of solid biomass into primary volatiles those upon conden-
sation produce more bio-oil hence, its yield was increased 
[66, 67]. While at low heating rate, dehydration to more 
stable anhydrous cellulose is limited and very slow that leads 
to more char formation. Moreover, the actual heating rate 
measured was 38 °C/min, for a theoretical heating rate of 45 
°C/min in the furnace. Hence, we may expect that the actual 
heating rate was maintained within the bed around 85–90 
°C/min, when the set value in the furnace was 100 °C/min. 
The thermal gradient within the bed was 4.35 °C/min in the 
radial direction. Hence, the predicted heating rate difference 
between two set values of experimentation mentioned in 
this manuscript was definitely responsible for the observed 
difference in product yield as contrary to some researchers 
[69], who those claimed that variation of heating rate does 
not have significant influence on product yield within the 
selected testing range.

Effect of the flow rate of sweeping gas on product 
distribution

For slow-to-moderate pyrolysis conditions as per this experi-
ment, the carrier gas flow rate has significant influence on 
product distribution [51]. Hence, to ascertain the effect 

of this reaction parameter on pyrolysis product yields, an 
additional experiment was designed for a certain biomass 
sample. Influence of the sweeping gas flow rate on product 
distribution of SB was carried out at 550 °C temperature, 
the particle size of 0.2–0.4 mm and fixed heating rate of 
100 °C/min by varying the sweeping gas flow rate from 20 
to 100 mL/min. The same effect can be observed for WS and 
RS not represented here.

It is observed from Fig. 7 that bio-oil yield was highest 
at a flow rate of 30 mL/min, and then it decreased. For bio-
char and non-condensable gas, there is an initial decrease 
and then increase pattern, respectively, with an increase in 
flow rate. At low flow rate, the residence time of released 
volatiles in the reactor is high which influences more vapor-
phase secondary cracking and re-polymerization reactions 
that lead to more char, gas and low liquid yield [70, 71]. 
To increase the bio-oil yield, the produced vapors should 
be quenched immediately to inhibit the onset of secondary 
reactions. As flow rate increased, bio-oil oil yield increased 
due to inhibition of cracking and re-polymerization reaction 
of vapors by rapid quenching [36, 51]. But at high sweeping 
gas flow rate, the yield of bio-oil decreased, whereas non-
condensable gas and char yield increased as the effective 
time required for condensation of vapors was not sufficient 
enough. The increased amount of biochar at high sweep-
ing gas flow rate may be correlated with the fact that, low 
availability of vapor-phase residence time slowed down the 
cracking of long polymeric chains of lignocellulosic biomass 
and smaller hydrocarbons [62, 65].

Fig. 6  Yield of pyrolysis products at a different heating rate (sweep 
gas flow rate of 100 mL/min)

Fig. 7  Effect of sweep gas flow rate on pyrolysis product distribution 
of SB
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Bio‑oil characterization

Physical characterization

Table 3 demonstrates that bio-oil produced from three bio-
mass samples is acidic in nature. The acidity of bio-oil is 
mainly due to the presence of carboxylic acids, phenolic 
compounds, and its derivatives [22]. The density of bio-oil 
found to be comparable or slightly heavier than diesel and 
fuel oil [62, 72]. This is mainly because of the presence of 
oxygenated heavy organic compounds, such as phenol [51]. 
The viscosity of produced bio-oil samples is lower as com-
pared to the viscosity of diesel (1.58–4.99 cSt), biodiesel 
(1.66–5.24 cSt) [62]. The higher heating values (HHV) of 
bio-oil produced from all three biomass samples were inves-
tigated and found that in case of SB, it is maximum that may 
be correlated with its low moisture content and O/C ratio.

Chemical characterization

FTIR analysis From Fig.  8, it is illustrated that absorb-
ance peak at 3370 cm−1 and 3390 cm−1 present in all bio-
oil samples conforms to OH group which is an indication 
of the presence of phenol, alcohol, polymeric OH and to 
some extent water impurity [57, 73]. The strong absorb-
ance peak at 1710 cm−1 in 3 bio-oil samples confirms the 
C=O stretching vibration, which in turn designates the pres-
ence of ketones, quinones, aldehyde, and carboxylic acid 
compounds. The slight absorbance peak at wave numbers 
1660 cm−1 and 1510 cm−1 indicates C=C stretching so that 
there is a confirmation of alkene bond present in three bio-
oil samples [74]. The medium-intense absorption band in 3 
bio-oil samples at 1380 cm−1 is a simultaneous indication of 
C–H bending (alkane) and substituted aromatic compounds 
in bio-oils [51, 73, 75]. The broad peaks at 1260 cm−1 and 
1050 cm−1 confirm the presence of alcohols, phenols, ether, 
and ester with CO stretching and OH deformation in 3 sam-
ples. The sharp absorbance peaks at wave numbers 775 and 
727 cm−1 in case of SB bio-oil, at 739 cm−1 in case of WS 
oil, at 710 cm−1 in case of RS bio-oil specify the presence of 
mono-, polycyclic and substituted aromatic compounds in 
them [51, 75]. The high-intensity absorption peak at wave 
number 633 cm−1 in case of bio-oil produced from WS and 

RS indicates the presence of aromatic compounds in them 
[76].

As mentioned previously, bio-oil contains various 
amounts of oxygenated organic compounds, such as acids, 
phenols, sugars, hydroxy aldehyde, hydroxy ketones, and 
alcohols, which are also substantiated from FTIR analysis. 
This leads to heterogeneity in bio-oil, which in turn affects 
the energy density, storage stability of bio-oil, miscibility 
with hydrocarbon fuels [77].

GC–MS analysis Table  4 presents a comparison of impor-
tant compounds present in bio-oils (identified by GC–MS) 
obtained from pyrolysis of SB, WS, and RS. All three bio-
oil samples mainly composed of benzene derivatives, nitro-
genated, oxygenated, and aliphatic organic compounds in 
abundant quantities as inferred from their area % data in 
mass spectra. Tables S1–S3 (presented in ESI) give a list of 
all compounds identified by GC–MS for bio-oils obtained 
from pyrolysis of these three biomass samples. It was 
observed from Table  4 that ketones and ester compounds 
were found to be maximum in bio-oil obtained from WS, 
whereas furans and guaiacols were maximum in case of SB. 
Anhydro-sugars were available in significant quantity from 
SB, and it was also observed by David et al. [78]. Besides, 
alcohol was very high in bio-oil obtained from WS as well 

Table 3  Physical characteristics 
of bio-oil produced from 
selected biomass samples

Bio-oil from 
biomass

pH (25 °C) Density (g/mL) 
(40 °C)

Viscosity (cSt) 
(40 °C)

Ash content 
(wt%)

HHV (MJ/kg) 
pyrolysis at 
550 °C

SB 2.71 1.09 2.80 0.2 22.31
WS 2.87 1.05 1.89 0.2 18.12
RS 3.58 1.04 2.40 0.1 16.35

Fig. 8  FTIR spectra of bio-oil produced from three biomass samples
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as RS. It was also found that phenolic compounds and their 
derivatives comprised a greater portion of all three bio-oil 
samples. These mainly consist of phenol, 2-methoxyphenol, 
3-methyl-phenol, 3-ethyl-phenol, 4-ethyl-guaiacol, 2-meth-
oxy-4 vinyl phenol, 2,6 dimethoxy phenol, 2-methoxy-4-phe-
nol, 2,6-dimethoxy-4(-2propenyl)-phenol, 2,6-dimethoxy-
4(prop-1-en-1-yl) resulted from decomposition of lignin in 
all biomass samples. Decomposition of lignin and cellulose 
simultaneously gives rise to the production of aldehyde, 
ketone, and ester-related compounds, including also some 
oxygenated organic compounds. Acidic compounds found 
in all three bio-oil samples, such as 2,4-hexadienedioicacid, 
2,4-benzene dicarboxylic acid, acetic acid, and butanoic 
acid, mainly evolved from the decomposition of hemicellu-
lose in raw biomass. Cellulose decomposition also produces 
levoglucosan compound, such as 1,6-anhydro-beta-d-glu-
copyranose, which is found in produced bio-oil samples 
along with furan and its derivatives. Aliphatic, aldehyde, 
ketone, ester, alcohol (cyclopropyl methanol) and some of 
the carboxylic acid compounds present in all three bio-oil 
samples also formed from the decomposition of cellulose 
and hemicellulose as investigated by some researchers [78]. 
Presence of nitrogenous compound in bio-oil samples, such 
as 4-methyl pyridine, 3,5-dimethyl-1H-pyrazole, dinitro-
glycoluril, guanosine, 6H-dipyrrole [1,2-A:1,2-D] pyra-
zine, 2,4-pyrimidinediamine,5-[(3,4,5)-(trimethoxy phenyl)
methyl], etc. is due to the presence of protein-based com-
pounds in biomass. Presence of straight-chain hydrocarbon 
compound, such as 2-isocyanatopropane, is due to cracking 
of acidic compounds present in raw biomass samples [65, 
78].

Non‑condensable gas product distribution 
during pyrolysis

The non-condensable gases produced during pyrolysis of 
three types of biomass samples mainly comprised CO,  CO2, 
 H2 and  CH4 as analyzed by GC-TCD (Fig. S2, ESI). Since 
these gases contributed majority of producer gases used in 

fuel applications, hence, non-condensable gases produced as 
a by-product could have better fuel application. The CO and 
 CO2 content was found to be high in non-condensable gases 
produced below 450 °C unlike high temperature. Maximum 
evolution of CO and  CO2 obtained at a very low temperature 
(~ 300 °C) and then there was a decreasing trend continued 
up to 650 °C. High yield of CO and  CO2 at low temperature 
mainly resulted due to cleavage of the C=O bond present in 
biomass samples. In addition to major CO and  CO2 contribu-
tion to gases, resulted from cracking of carbonyl (C–O) and 
carboxyl (–COOH) groups, respectively, some researchers 
also claimed that high yield of CO and  CO2 at low tempera-
ture is mainly due to decomposition of cellulose and hemi-
cellulose [79], which was previously verified through TGA. 
Evolution of  CH4 gas started near 300 °C and continued 
rising up to 600 °C, then was a decreasing trend at high tem-
perature. Major contribution towards  CH4 release was from 
O–CH3 (methoxyl) group associated with basic structure 
of phenyl propane units of lignin [80] unlike cellulose and 
hemicellulose. Amount of  CH4 in non-condensable gases 
was less compared to quantity of CO and  CO2. Hydrogen 
 (H2) gas was produced at much higher temperature ~ 500 °C, 
and then it followed an increasing trend with rise in tempera-
ture and was expected to rise above 650 °C (Fig. S2). The 
increasing evolution trend of  H2 at higher temperature was 
mainly due to cracking and reforming reaction of aromatic 
rings present in biomass. One noticeable observation from 
entire analysis of non-condensable gases, that temperature 
below 600 °C was responsible for the production of more 
amounts of CO,  CO2,  CH4 as a result of primary pyrolysis 
process, whereas at high temperature (650 °C and above), 
secondary pyrolysis and thermal cracking reactions domi-
nated, resulting more amount of  H2 [76].

Non-condensable gas higher heating value (HHV) was 
evaluated with the help of mathematical formula provided 
by [81] by taking into consideration volume percentage of 
gases and represented as:

According to Eq. (4), the higher heating value was cal-
culated and found that with rise in temperature, the higher 
heating value of gases produced increased (Table 5) and at 
temperature above 600 °C, there was a decreasing trend. 
Increase in higher heating value with rise in temperature 
may have resulted due to increase in  H2 and  CH4 content in 
non-condensable gases, but at high temperature,  CH4 yield 
decreased ultimately reducing higher heating value. SB 
produced non-condensable gases with higher heating value 
less compared with RS and WS. This type of result may be 
ascertained from the fact that SB contained more amount of 

(4)

HHV
(

MJ∕Nm
3
)

=
(

H
2
% × 30.52 + CO% × 30.18

+CH
4
% × 95

)

× 0.0042

Table 4  GC–MS analysis of bio-oil obtained from pyrolysis of SB, 
WS (pyrolysis temperature 550 °C); and RS (pyrolysis temperature 
450 °C); heating rate 100 °C/min; 0.2–0.4 mm particle size

Compound SBa WSa RSa

Ketone 15.51 30.04 25.13
Furans 22.75 6.58 16.68
Ester 3.46 12.38 4.39
Guaiacol 11.66 8.26 7.04
Phenolics 10.91 10.99 1.38
Anhydro-sugar 23.99 0.33 4.58
Alcohols – 26.96 27.54
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cellulose/hemicellulose and less amount of lignin, ultimately 
resulting gases devoid of high quantity of  H2 and  CH4, those 
that contribute more to HHV. Moreover, SB produced gases 
enriched with  CO2 as a result of cellulose decomposition.

Carbon conversion efficiency (CCE) related to production 
of non-condensable gases can be calculated according to 
formula provided by [82] and represented in Eq. (5):

�C = carbon conversion efficiency, mbiochar = amount of bio-
char produced, mbiomass = amount of biomass fed to reactor, 
%C = elemental carbon percentage in biomass.

Carbon conversion efficiency in case of SB biochar was 
found to be slightly higher than CCE of two other biomass 
samples (Table 5).

Biochar characterization

Physical characterization

Calorific values of biochar samples were measured with 
the help of laboratory bomb calorimeter and represented in 
Table 6. Interestingly, biochar calorific value is higher as 
compared to corresponding raw biomass. Hence, biochar can 

(5)�C =

[

1 −
mbiochar

mbiomass × % C

]

× 100,

be used in combustion, co-firing, and briquette application 
for providing heat energy. HHV of biochar is comparable to 
coal [83, 84], so it can be used as a substitute for fossil fuel 
in energy generation applications like running a boiler or 
stationary power generation. As three biochar samples are 
alkaline in nature (Table 6), their use as bio-fertilizer will 
help in controlling soil acidity for availing important plant 
nutrients and maintaining healthy environment for smooth 
functioning of beneficial soil bacteria [52]. Less pH value of 
biochar prepared from SB as compared to WS and RS may 
have resulted due to ample presence of acidic functional 
groups (–COOH, –OH) on its surface [85]. High acidity 
SB biochar among WS and RS may act as possible cation 
exchange site, from where cationic macro- and micronu-
trients may be readily available for plant intake purpose, 
hence, ultimately improving soil fertility and nutrient hold-
ing capability.

Chemical characterization

CHNS/ultimate analysis CHNS analysis of three biochar 
samples is described in Tables 7 and S4–S5. High percent-
age of carbon (as a major element) has been reported in 
produced biochar samples. Data regarding C and H weight 
percentage presented here have similar trends with that of 
represented earlier by Mullen et al. [83]. Within the pyro-
lytic temperature range of 350–50 °C, the concentration of 
carbon increases due to increase in degree of carboniza-
tion [86] and O, H decrease with rise in temperature due to 
decarboxylation and dehydration reactions [56]. Increased 
degree of carbonization with reduced oxygen content could 
have harnessed biochar in several fuel applications. Apart 
from this, high amounts of C, N contents in biochar make 
them good fertilizer application, which can replenish these 
elements in soil [83]. Moreover, probability of inducing soil 
nitrogen deficiency through biochar fertilizer application 
caused by microbial breakdown of carbon-rich substrates 

Table 5  HHV of non-
condensable gases and carbon 
conversion efficiency of biochar 
prepared from different biomass 
samples

a ƞc: carbon conversion efficiency

Temperature Biomass

SB WS RS

HHV (MJ/Nm3) ƞc (%) HHV (MJ/Nm3) ƞc (%) HHV (MJ/Nm3) ƞc (%)

300 4.24 – 4.55 – 4.90 –
350 4.35 99.875 5.08 99.823 5.12 99.826
400 4.55 – 5.36 – 5.67 –
450 5.04 99.883 7.83 99.83 7.10 99.835
500 7.25 – 12.18 – 11 –
550 10.86 99.891 13.93 99.837 15.78 99.842
600 13.87 – 16.61 – 17.96 –
650 12.70 99.897 16.00 99.842 17.55 99.847

Table 6  Physical characteristics of produced biochar samples from 
selected biomass

Biochar Heating value 
(HHV) (MJ/kg)

pH (25 °C) HHV(MJ/kg) 
raw biomass

SB 27.77 8.03 16.80
WS 17.72 10.07 13.93
RS 14.08 9.53 13.37
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can be countered by the fact that the carbon present in bio-
char is in condensed aromatic form, which is hardly easy 
to degrade. Since char contains little amount of nitrate as 
well as not balanced elementally, it is always advisable to 
use along with any nitrogenous fertilizer for soil amendment 
application. Another noticeable observation is that N con-
tent of biochar is high as compared to raw biomass, may 
be contributed due to adsorption  N2- or N-bearing organic 
compounds on the surface of solid char [76]. With increase 
in pyrolysis temperature, there is decrease in O/C and H/C 
ratio of biochar samples collected (Table 7). Generally, with 
rise in temperature, there is enhancement in carbonization 
as well as aromatization process, ultimately making the bio-
char more hydrophobic and non-polar in nature. This is also 
verified from the fact that there is a decremental nature of 
O/C and (N + O)/C ratio with rise in temperature in case 
of biochar. Biochar produced at high temperature with low 
H/C and O/C ratio is very much desirable during combus-
tion process since it leads to reduction in energy losses and 
smoke generation. Similar type results have been reflected 
in case biochar generated at high temperatures, having high 
HHV with reduced polarity, thus making it as good-quality 
solid fuel as explained earlier. Van Krevelen diagram (Fig. 9) 
shows that biochar samples produced at high temperature 
(> 600 °C) have coordinates shifted towards region of fossil 
fuel [84]. Hence, their potential usability in energy genera-
tion by combusting individually or with synergistic man-
ner in combination with lignite type fossil fuel in coal fired 
plant is highly desirable as confirmed through Van Krevelen 
diagram [87]. Carbon in biochar is highly stable and may 
be sequestered for thousands of years [88, 89]. Infact bio-
char produced from three biomass samples with H/C < 0.6 
and O/C < 0.4 can be used in soil amendment applications 
[90]. Energy density and energy yield of biochar produced 
at different temperatures are evaluated according to formula 
developed by [91]. These are defined as:

(6)
Energy density ∶ energy of biochar∕energy of raw biomass,

(7)Energy yield (%) ∶ yield of biochar × energy density.

From Tables 7 and S4–S5, it has been found that the 
energy yield of biochar decreases with increase, whereas 
energy density increases with rise in temperature. Energy 
density of biochar samples is highest at high-temperature 
conditions with maximum energy density going up to 1.60, 
1.23 and 1.86, respectively, for SB, WS and RS at high 
temperature. The increasing trend of energy density with 
rise in temperature may be attributed to the minimization 
of low energy bonds, such as C–H, C–O and increment in 
high-energy C–C bond, during pyrolysis process due to car-
bonization process. Similarly, energy yield varies in between 
39.45–36.32, 40.22–39.11, and 56.73–54.94% for SB, WS, 
and RS biochars. Variation of energy yield from biomass to 
biomass can be correlated with the biomass structure as well 
as amount of char resulted during pyrolysis process. Since 
RS produced maximum amount of biochar during pyroly-
sis process, hence, its energy yield found to be maximum. 
Biochar due to greater amount of fixed carbon, low H/C and 
O/C ratio as well as high-energy density can have better fuel 
property as compared to raw biomass.

Table 7  CHNS/ultimate analysis of biochar produced from SB

a Not detected

Char at tem-
perature (°C)

C H N S O H/C O/C (N + O)/C HHV (MJ/kg) Energy density Energy yield %

350 68.42 3.81 0.98 Nda 26.79 0.66 0.29 0.30 24.22 1.44 39.45
450 70.01 3.02 1.97 Nd 25.00 0.51 0.26 0.29 23.89 1.42 36.35
550 78.20 2.62 2.43 Nd 16.75 0.40 0.16 0.18 27.34 1.62 38.88
650 80.12 1.81 2.22 Nd 15.85 0.27 0.14 0.17 26.97 1.60 36.32

Fig. 9  Van Krevelen plot for different biomass samples with its bio-
char produced at different temperatures
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FTIR analysis of  biochar samples Pyrolysis is nothing but 
thermal decomposition of biomass at a specific temperature, 
ultimately resulting in breaking/cleavage of chemical bonds 
present in them and release of volatile gases corresponding 
to that temperature. So, a relationship established between 
the chemical structure of biochar produced (identified by 
FTIR) and composition of released gases at different final 
temperatures. Herein FTIR results of biochar produced at 
different temperatures are represented in comparison with 
raw biomass, to study the chemical changes occurring in 
biomass during pyrolysis process and its effect on released 
gases. As the chemical structures (functional groups) pre-
sented in three biomass samples shown similar representa-
tion in FTIR analysis (Fig. 2), thus the comparison is pro-
vided for only one biomass type, and same analysis can be 
followed for others.

Figure 10 shows that the sharp absorbance peak at wave 
number 3500 cm−1 (OH functional group) of raw biomass 
eventually diminishes to zero in case of biochar produced 
at 350 °C. This is an indication of dehydration reaction 
occurred during the pyrolysis process, which started near 
300 °C and produced a large amount of water that goes 
directly to the bio-oil. Medium intense absorption band 
between 2860 and 2970 cm−1 (C–H stretching) in the IR 
spectra of raw biomass diminishes to a very minimal value 
near 550 °C as shown in spectra of biochar produced at that 
temperature. This mainly results due to the breaking of weak 
C–H (alkyl) bond and the formation of more  CH4 gases 
during pyrolysis within that temperature range. Slightly 
broad absorption band in raw biomass between 1700 and 
1730 cm−1 is an indication of C=O functional group (car-
boxylic acid). The FTIR spectra of biochar (Fig. 10) col-
lected within temperature 450 °C show that this absorption 
band becomes narrow and its intensity also diminishes. This 

type of pattern appeared due to the formation of more CO 
and  CO2 gases within 450 °C by breaking of C=O bond. 
Another interesting fact observed from the figure is that 
absorption band of functional groups, such as C–O (1450 
and 1080 cm−1) and CH aromatic ring (1440 and 890 cm−1), 
increases with a rise in temperature. This increasing trend 
originated due to decreasing peaks of OH and CH alkyl 
groups. But after the final temperature reaching near about 
650 °C, this increasing trend discontinued, and peak inten-
sity decreased. These functional groups broke in a stepwise 
manner to produce more volatiles. Cracking and re-polymer-
ization of aromatic rings gave rise to more  H2 gas evolution 
at high temperature (600 °C) [53, 56, 76].

SEM analysis SEM analysis of biochar samples was car-
ried out to study the textural property, surface morphology, 
and porous structure. The SEM images of biochar produced 
from SB, WS and RS, at low and high temperatures are 
shown in Fig. 11 along with SEM images of raw biomass for 
comparison purpose. From the SEM images, it is concluded 
that there was no porosity present on biomass surface, but 
with temperature rise, porosity and pore sizes increased. At 
350 °C, small numbers of pores appeared on the surface of 
char. This is mainly due to low decomposition of volatile 
matter at that temperature when temperature increased and 
reached near 550 °C, a large number of fine pores developed 
on the surface of solid char as shown in Fig. 10 also pore 
size increased. In fact, at high temperature (~ 550 °C), there 
was the opening of more numbers of micro-sized pores 
which lead to the high surface area of produced biochar 
samples. These results were mainly due to the rapid release 
of volatile compounds during pyrolysis at this temperature 
[56]. Results obtained in this experiment were in accord-
ance with the detailed study on biochar produced at differ-
ent temperatures as previously reported by Yang et al. [76]. 
They explained the effect of pyrolysis temperature on the 
porosity and pore size of prepared biochar samples through 
SEM and BET analysis simultaneously. The trend regard-
ing biochar porosity obtained in this pyrolysis reaction 
matches closely well with that of results obtained by Yang 
et  al. But at a higher temperature, not studied here, these 
pores might block and combined, thus, shrunk in sizes due 
to plastic nature of char. Also, there will be large numbers of 
pore blockages due to melting and combination of minerals 
which were the main constituents of char produced at high 
temperature. Maximum de-volatilization occurred below 
550 °C, therefore, maximum porosity developed within that 
temperature. The presence of large pores at the surface of 
biochar has many applications. It can be used as activated 
carbon for decolorization in the sugar industry, increase 
metal adsorption capacity by chemisorption method, etc. If 
this highly porous char is applied to the soil, it will contrib-Fig. 10  FTIR spectra of SB biochar at different temperatures and its 

comparison with raw biomass
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ute more to the enhancement of soil quality and act as to 
subsequent sites for nutrient exchange [83].

EDX analysis The EDX analysis (Fig. S3, ESI) confirmed 
that biochar contains several inorganic elements, such as 
Ca, Si, K, P, Mg, Na. Biochar enriched with these elements, 
when applied to soil (especially acidic soil) as a fertilizer, 
provides important plant nutrients to soil [30, 56]. N P K 
present in biochar samples are the essential plant macro-
nutrients that help in plant growth and fertility. Oxide and 
carbonate form of K and Na, whereas phosphate and sulfate 
form of Ca and Mg present in biochar are readily water-sol-
uble, thus providing important macro- as well micronutrient 
contribution towards soil while being used as fertilizer, thus 

promoting plant growth without any additional induction of 
toxicity [85]. Similarly, silica present in all the biochar sam-
ples in ample amount helps prevent drying up plant leaves 
and improves pollen fertility [92]. In addition, inorganic ele-
ments act as surface-charged species in the biochar, which 
help in removal of several pollutants from wastewater, such 
as Cd, Ni, Cu, and Zn, through chemisorption method [83]. 
Alkaline nature of biochar as previously described may be 
attributed to presence of these inorganic elements especially 
Ca, Mg carbonate along with organic hydroxyl and carboxyl 
functional groups [93].

ICP‑AES analysis The inorganic elements present in stud-
ied biochar samples have been provided in Table 8. Most 

Fig. 11  SEM analysis of raw biomass and biochar produced at 350 °C and 550 °C (a) SB (d) WS (g) RS (b) SB biochar @ 350 °C (c) SB bio-
char @ 550 °C (e) WS biochar @ 350 °C (f) WS biochar @ 550 °C (h) RS biochar @ 350 °C (i) RS biochar @ 550 °C

Table 8  ICP-AES analysis of 
different biochar samples

Biochar K Ca P Zn Na Cu Mn Mg Si

SB 4.023 0.9014 0.3461 0.1511 4.8664 0.0365 0.0321 3.82 7.65
WS 2.492 1.1650 0.0586 0.2115 3.3493 0.0243 0.4210 1.49 8.81
RS 3.050 1.4010 0.3062 0.1498 4.2295 0.0031 0.0351 1.65 9.16
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abundant constituents of biomass minerals are Si, Ca, K, 
Na, and Mg with a lesser amount of S, P, Cu, Zn, Mn, and 
Al. These constituents remain as oxides, silicates, carbon-
ates, sulfates, chlorides, and phosphates from [94] Miner-
als/inorganic salts majorly present in biomass ash, decrease 
organic liquid yield with minimization of de-volatilization 
and initial decomposition temperature. They also catalyti-
cally promote char-forming secondary reactions [95]. Potas-
sium and calcium catalyze biomass decomposition and char 
formation. The heterogeneous reaction between the mineral 
(Na + K) and pyrolysis vapor affects oil production. ICP 
analysis of biomass ash reveals that potassium concentra-
tion of SB is higher as compared to the other two biomass 
samples. Potassium is a strong catalyst for char gasification 
promoted in the presence of  CO2 and  H2O, thereby mini-
mizing char yield as observed in case of SB. Similarly, com-
bined effect K and Zn in SB also resulted in the production 
of more volatiles as compared to char. Similar trends were 
also observed in case of WS which resulted in more vola-
tiles in terms of non-condensable gases unlike RS which 
ended up producing more char due to high lignin content. 
Due to the presence of Zn in biomass, there is a rise in initial 
decomposition temperature during pyrolysis whereas potas-
sium has its reverse effect on biomass. TGA profile for three 
types of biomass samples indicated that the initial decom-
position temperature of WS (~ 240 °C) is more as compared 
to other two biomasses due to presence of high amount of 
zinc in it. The initial pyrolysis decomposition temperatures 
were ~ 220 °C and ~ 230 °C for SB and RS, respectively, due 
to the high concentration of potassium in them as compared 
to zinc. Also, the combination of zinc and potassium played 
significant role in enhancing the number of volatile prod-
ucts produced during pyrolysis. SB has a moderately high 
amount of Na + K as compared to WS and RS; hence, there 
was larger decomposition and production of greater amount 
of volatiles clearly visible from SB weight loss profile in 
TGA. The weight loss was nearly (~ 50%) higher than WS 
(~ 47%) and RS (~ 42%). Another important finding is that 
the presence of Zn in biomass leads to generation of more 
gases while minimizing liquid yield.WS, on pyrolysis reac-
tion produced higher gas yield as compared to the other two 
biomasses due to the high percentage of Zn in it. Ca and Mg 
present in biochar samples have concentration lower than 
Na and K since they have less solubility in water, hence not 
properly detected. Presence of nitrogen in prepared biochar 
samples along with all these inorganic elements mentioned 
above is important in plant nutrients, and those on subse-
quent application towards soil enhances soil fertility and 
promotes plant growth owning to their high solubility nature 
in water.

Generally, silica present in biomass has the property of 
arresting the carbon present in it, and thus reducing its con-
version efficiency during formation of producer gas. Slight 

increase in carbon conversion efficiency in case of biochar 
prepared from SB may have resulted due to presence of 
lesser amount of silica in its biomass as compared to WS 
and RS.

Pyrolysis product distribution 
and corresponding utilization

Though we have already discussed regarding wide usability 
of pyrolysis products obtained for different biomass samples, 
in this paragraph, we have briefly discussed each product 
quality based on their physiochemical properties. Based on 
yield % and heating value, sugarcane bagasse produced best-
quality bio-oil which makes it suitable for best alternative 
liquid fuel in boiler and combustion engines after moder-
ate upgrading. Bio-oil produced has comparable density 
and viscosity with diesel/fuel oil. Hence, greater volume 
of fuel injection, better atomization of fuel in burner, and 
uniform cylinder temperature ultimately lead to less  NOx 
emission while using in combustion engine. Though low 
viscosity enhances the shelf life of bio-oil; however, acid-
ity and slightly higher ash content (~ 0.1%) can have issues 
with corrosion or kicking problem in engine, hence requiring 
moderate upgrading before use [96]. GC–MS analysis of 
bio-oil also revealed that it contains alcohol, anhydrosugar, 
furan and ketone compounds, those that can be directly con-
sumed as fuel [97]. Also, phenolic compounds identified in 
bio-oil samples have attracted special attention due to their 
use in applications like fuel additives and chemical precur-
sors [98, 99]. Detailed applications of identified chemical 
compounds present in bio-oils have been discussed in sup-
plementary file (section S4, ESI). Biochar is produced in 
larger amounts for WS and RS and specifically maximized 
at bigger biomass particle size and low-temperature heating 
conditions. The yield of biochar was maximum for reaction 
carried out at low temperature; however, char produced at 
high temperature (> 600 °C) with low H/C and O/C ratio 
and high-energy density has calorific value comparable to 
fossil fuel (e.g. coal), hence it can be used in several energy 
generation applications like running a boiler furnace, co-
firing, and briquetting etc. Apart from this, high porosity of 
biochar generated at moderate pyrolysis conditions and alka-
line nature of biochar can be useful in applications like bio-
fertilizer for providing important soil nutrients and carbon 
sequestration process. Apart from these, inorganic elements 
like (Si, Ca, K, Na, and Mg) are rich in biochar produced, 
hence can also be utilized in soil amendment application and 
use of it as an excellent adsorbent for waste water purifica-
tion. Non-condensable gases generated at high-temperature 
pyrolysis conditions with less amount of  CO2 can be used 
as a fuel (synthesis gas) in combustion process and can be 
recycled and combusted to run the pyrolysis system [100]. 



 Journal of Material Cycles and Waste Management

1 3

In fact, non-condensable gases with relatively higher yield 
and enhanced HHV, generated from pyrolysis of WS and RS, 
can be used for energy generation applications.

Conclusion

Pyrolysis of three biomass samples was accomplished at 
different operating conditions to maximize bio-oil yield. 
The maximum bio-oil yield was obtained at a temperature 
of 550 °C for SB and WS, whereas for RS, it was 450 °C. 
Variation of the heating rate from 20 °C/min from 100 °C/
min had no significant influence on optimizing the prod-
uct yield in the chosen range. Biomass particle size had 
a great influence on the optimization of pyrolysis product 
yield. Bio-oil, which is the principal product in this experi-
ment, was obtained at higher percentage within the particle 
size of 0.2–0.4 mm. The bigger particle size (0.6–0.8 mm) 
maximized the formation of char and gas during pyroly-
sis reaction. The flow rate of 30 mL/min was found to be 
best for maximizing bio-oil yield. TGA analysis of 3 bio-
mass samples showed the similarity between decomposi-
tion behavior of SB and WS. RS showed slightly different 
thermal decomposition property, and maximum decompo-
sition occurred within a temperature range of 220–500 °C. 
SB produced more CO,  CO2 as compared to other biomass, 
while RS exhibited the maximum yield of  H2 and  CH4. The 
bio-oil produced from three biomasses found to be acidic 
in nature and measured calorific value goes up to 10 MJ/
kg. The comparable density with commercial fuel, low ash 
content, the low viscosity of produced bio-oil makes it suit-
able for use in an application like boiler combustion and IC 
engine. FTIR and GC–MS analysis of bio-oil showed that it 
contains chemical compounds, such as phenol, acids, alco-
hols, ester, ether, aromatic compounds, ketones, those can be 
exploited for commercial extraction purpose. CHNS, SEM/
EDX, pH analysis of produced biochar indicated that it could 
be used as a commercial fertilizer in soil by replenishing soil 
nutrients. FTIR, CHNS, ICP-AES analyses data of biochar 
correlate biochar composition well with the pyrolysis prod-
uct distribution. High calorific value of produced biochar 
samples compared to their precursor makes them suitable 
in combustion application with low  NOX and  SOX emission.
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a b s t r a c t
Batch and fixed-bed column studies were carried out to investigate the potential of an economic 
and eco-friendly adsorbent (iron impregnated Azadirachta indica roots (AIR)), for the remediation of 
arsenate. Maximum adsorption of 96.811% (qe,exp = 10.586 μg/g) was obtained at an initial arsenate 
concentration of 100 μg/L, pH of 6.0, adsorbent dose of 1 g/L and contact time of 30 min. The pres-
ence of co-existing anions like PO4

3–, SiO3
2– decreases the adsorption capacity whereas cation does 

not have any effect on the same. Kinetics, isotherms, and thermodynamic studies were also con-
ducted for understating the adsorption process in a better way. The adsorption data fitted best in the 
Langmuir model (R2 = 0.9918 and qmax = 29.82 μg/g), which reveals the removal takes place as mono-
layer adsorption with homogenous energy levels. Adsorption kinetics study reveals that the pseudo-
second- order kinetics (R2 = 0.9966, qe = 10.2832) controls the adsorption process. Thermodynamics 
studies show exothermic and spontaneous adsorption of arsenate on Fe-AIR. In fixed-bed column 
operations, effects of various operating parameters like bed height, the influent concentration of 
As(V), flow rate, column diameter were investigated to evaluate the removal efficiency. At optimum 
experimental conditions (Ci = 1,000 μg/L, bed height = 9 cm, flow rate = 3 mL/min, column diame-
ter = 3 cm and pH 7.0), maximum uptake (qe = 93.3 μg/g) with maximum breakthrough (450 min) was 
achieved. Breakthrough curves were used to analyze the effect of operating parameters on adsorp-
tion. Thomas model was used to determine the saturated concentration and the Yoon–Nelson model 
was applied to determine the required time for 50% adsorbate breakthrough. The present system 
developed for arsenate remediation is rapid, economic, and reproducible and can be applied to any 
resource of arsenic-contaminated water. The Fe-AIR fixed column can be regenerated and reused 
many times. The adsorption capacity decreases to 31.5% after 5 cycles.

Keywords: Arsenate; Fe-AIR; Breakthrough curve; Column operation; Regeneration

1. Introduction

Arsenic in drinking water is considered as a potential 
threat to human health. It is ranked as the number one 
carcinogenic substance and listed as number five among 
potentially toxic elements according to the Comprehensive 
Environmental Response, Compensation, and Liability act 
act [1]. More than 70 countries, including the United States, 

Southeast Asian countries, China, Hungary, Chile, etc. were 
affected by arsenic contamination [2]. Due to highly toxic 
nature towards human health, the maximum allowable 
Arsenic concentration in drinking water has been reduced 
to 10 from 50 μg/L by the World Health Organization 
(WHO) [3]. Under different redox situations and pH, arse-
nic is present in various oxidation states (–3, 0, 3, and 5) in 
the aquatic system and its chemistry is complicated. Under 
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oxidizing conditions and in the pH range of 5–7, As(V) is 
dominating species in the form of HAsO4

–2, HAsO4
–1, and 

HAsO4 while under mild reducing conditions, As(III) pre-
dominates and exists as H3AsO3

–2, H3AsO3
–1, or H3AsO3 [4]. 

In human bodies, Arsenate readily reduces to arsenite at 
low dosages. It is important to treat the total arsenic rather 
than the distribution of arsenate and arsenite from the 
contaminated water [5]. Only the conversion of arsenite to 
arsenate does not reduce arsenic toxicity. Thus it is neces-
sary to develop efficient As(V) removal technologies after 
pre-oxidation of contaminated water. There are various 
methods including coagulation and flocculation, membrane 
filtration, ion exchange, electrochemical precipitation, and 
adsorption were proposed for the Arsenic remediation from 
drinking water [6]. It has been reported that along with 
technical barriers, economic hurdles are also very promi-
nent in arsenic remediation as arsenic-containing ground-
water mostly found in developing countries. Therefore, 
cheaper and technically good methods are required for 
the treatment of arsenic-contaminated water. Out of the 
mentioned methods, electrochemical precipitation has the 
problem of disposal of waste, membrane filtration, and ion 
exchange technique are less cost-efficient methods [7]. The 
wide use of the adsorption process is in comparison to other 
arsenic remediation techniques is due to its simplicity in 
operation, low cost of operation, and availability [8].

In the recent past, the demand for biosorption and 
agro-based adsorption processes increased. This hike in 
the demand can be attributed to the fact that they are rela-
tively very cheap, their bulk abundance, easy regeneration, 
and generation of minimum sludge. Moreover, this class 
of adsorbent also tends to form the metal complex of their 
functional group with metal ions which in turn result in high 
affinity [9]. Lignin, hydrocarbons of water, hemicellulose, 
proteins, functional groups of starch are the essential com-
ponents derived from agro-waste that are responsible for 
forming a metal complex, which results in sequestering [10].

The powdered form of roots of the Azadirachta indica tree 
is a very good example of non-conventional bio- adsorbent. In 
the recent past, adsorbents synthesized from bark and leaves 
of Azadirachta indica tree draw the attention of researchers, 
due to its easy availability across the globe. 90% of As(III) 
removal at pH 5 was reported using zinc oxide nanoparticle 
entrenched on leaf extract of Azadirachta indica [11]. At 6 pH 
and 100 μg/L arsenic concentration, 79% of arsenic removal 
from the groundwater reported using modified bark pow-
der of Azadirachta indica [12]. Under optimized experimental 
conditions (0–500 μg/L, pH of 6.5), 89% of As(III) removal 
achieved using powdered bark of Azadirachta indica [13]. 
Remediation of other pollutants including Zn(II) [14], Cd(II) 
[15], Cr(VI) [16] and dyes [17] from aqueous solution also 
investigated using Azadirachta indica powder. Earlier the 
roots of water hyacinth plant (81% arsenic removal at 6.0 pH 
and 10 mg/L concentration [18], eucalyptus (94% removal at 
pH = 6.0, t = 47.5 min, C0 = 2.75 mg/L and m = 1.5 mg/L)), 
ribwort plantain, lichens, mosses, Chinese brake fern, 
crowberry, Tamarix and many more plants were used for 
arsenic removal still, not a single research has reported 
removal of As(V) using roots of Azadirachta indica tree.

These findings attributed to great interest in analyz-
ing the possibility for application of [19] powdered roots 

of Azadirachta indica tree in the remediation of As(V) from 
aqueous solution. Since the unmodified barks or leaves of 
Azadirachta indica tree has proven to be reasonably signifi-
cant adsorbents for the removal of As(III) and other pollut-
ants, it is essential to modify the properties of adsorbents 
to achieve better efficiencies for As(V) removal. Various 
researches show that iron and its compounds are very effec-
tive adsorbents for the remediation of arsenic from water, 
but due to their fragile nature and the high cost, they can-
not be used alone. Many Fe based adsorbents are used for 
As(III) removal [19–23] but very few such adsorbents were 
used for As(V) remediation [24,25]. In the present study, sur-
face modification of Azadirachta indica root (AIR) carbon is 
carried out using the impregnation of Fe.

The present study aimed at (i) evaluation of equilibrium 
adsorption and kinetics using iron impregnated Azadirachta 
indica carbon (new adsorbent) in batch and fixed-bed col-
umn operations, (ii) to find the optimum flow velocity, bed 
height, maximum uptake capacity through the fixed bed 
column operations to bring the Arsenic concentration in the 
prescribed domain as per WHO limits. Vast studies carried 
out where removal of Arsenic is done through different 
activated carbons using the static batch runs [26]. Very few 
experiments were conducted in the past using column-based 
dynamic operations. The novelty of the work is the per-
formance evaluation of Azadirachta indica roots derived 
activated carbon, followed by its impregnation using iron 
metal. The column experiment which was performed has 
direct relevance with the large scale industrial operations.

2. Materials and methods

2.1. Apparatus and reagents

Chemicals of analytical grade procured from Merck 
India limited and used without further purification. Acid 
washing of glassware followed by rinsing with double dis-
tilled water and subjected to oven drying at every stage. 
Double distilled water was used to prepare reagents. 
NaOH and HCL having molarity 0.1 were used to maintain 
the pH.

2.2. Instruments used

Agilent (Laos) inductively coupled mass spectrophoto-
meter (ICPMS)-7900 used to find the concentration of arse-
nate. The pH of the sample was measured by Hanna (Rhode 
Island, United States) edge multi parameter pH meter-HI2020. 
For the study of morphology and Fe-distribution of impreg-
nated iron, Fe-ACs was fractured for exposing internal 
structure using energy-dispersive X-ray spectroscopy (EDX) 
coupled with a scanning electron microscope (Carl Zeiss 
EVO 50, Germany). On the exposed region, no further pol-
ishing was done to avoid the spoliation of the surface char-
acteristics of Fe-AIR. Determination of Fe-species was done 
through X-ray diffraction (XRD) analysis by using Bruker 
D8 focus (United States) X-ray diffractometer having Cu-Kα 
X-radiation source and λ = 1.5418 Å. Brunauer–Emmett–
Teller (BET) multipoint technique (Autosorb iQ) was used to 
evaluate the surface area of impregnated and non-impreg-
nated AIR at 77 K.
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2.3. Preparation of arsenic(V) solution

Sodium arsenate (NaHAsO4·7H2O) used to prepare the 
stock solution of arsenate. Then after, by the dilution of stock 
solution, required concentrations were obtained. NaOH or 
H2SO4 solution used to control the pH.

2.4. Collection and preparation of adsorbent

The adsorbents which are used in the present work is 
activated carbon derived from roots of Azadirachta indica 
(Neem) tree, which are further modified by the impregna-
tion procedure with iron salt. The alteration in the structure 
of pore of activated carbon and enhancement in its surface 
area is achieved by the impregnation process [27]. More 
quantity of iron was preferred in the Iron impregnation as 
the active phase is recognized by the impregnated Iron 
which is responsible for enhancing adsorption capacity [28].

AIR was purchased from a local timber house. Repeated 
washing of roots with distilled water was done to remove 
dust and other impurities, followed by oven drying at 
65°C for 30–36 h. After the removal of moisture, the roots 
were grounded to obtain powder form. The product thus 
obtained was sieved. The dried mixture was placed in a 
muffle furnace at 750°C for 6 h. Washing of the product 
(activated carbon) thus produced was done with distilled 
water [29]. The washed activated carbon was dried in a hot 
air oven at 90°C for 6 h. Desiccators are used to store pro-
duced activated carbon.

2.4.1. Iron impregnation on the adsorbent

The iron salt solution which is used in the current study 
for the impregnation, of the activated carbon was obtained 
by dissolving the ferrous chloride salt in the distilled water. 
The impregnation method involving thermochemical reac-
tions by ferrous chloride solution was used to coat the acti-
vated carbon. The pH of the slurry was maintained at 8 by 
use of NaOH that enhances the negative charge abundance 
of activated carbon which in turn enhances the impregna-
tion process [30]. Fifty grams of AC was added to a 500 mL 
glass beaker filled with a 0.5 M FeCl2 solution. To prevent 
precipitation and ferrous oxidation, no headspace was pro-
vided. A magnetic stirrer was used for through stirring of 
AC in the ferrous salt solution. The suspension tempera-
ture was controlled and maintained at 70°C. After stirring 
24 h, the suspension was collected and filtered by using fil-
ter paper. Oven drying at 100°C for 6 h was done to obtain 
the required solid phase. After complete drying of the solid 
phase, the product was cooled and washed thoroughly until 
a clear supernatant was obtained. Post-treatment of the thus 
obtained product with 1 N NaOH provides the stabilization 
step in the development of the iron impregnated activated 
carbon [31].

2.5. Experimental setup

2.5.1. Batch experiments

In the batch experiments, different parameters like time 
of contact (15–75 min), a dose of adsorbent (0.25–1.25 g), 
pH (2–10), initial As(V) concentration (50–250 μg/L) and 

operating temperature (313–328 K) were studied to analyze 
their effects on As(V) adsorption. In the experimental pro-
cedure, a known quantity of Fe-AIR was added to a 250 mL 
Erlenmeyer flask filled with a 100 mL solution of sodium 
arsenate (NaHAsO4·7H2O), after pH adjustment. The mag-
netic stirring of the suspension, thus formed was done till 
the equilibrium conditions were achieved. After stirring, 
the suspension was allowed to settle down and filtered 
using a 0.22 μm syringe filter. The obtained filtrate was col-
lected, and the arsenic concentrations were recorded using 
ICPMS. The following equation [32] was used to calculate 
adsorption (removal) efficiency:

Adsorption removal  efficiency ( ) =
−

×
( )C C
C
i e

i

100  (1)

where Ci and Ce are the arsenate concentration before and 
after treatment in the sample solution.

At equilibrium, the As(V) uptake capacity of Fe-AIR was 
estimated by the following equation [33]:

q
C C
M

Ve
i euptake capacity( ) = −

×
( )

 (2)

where M is the mass of the adsorbent and V is the volume of 
the solution.

The effect of co-existing ions on the adsorption of As(V) 
was observed at room temperature. The As(V) solution was 
further spiked with the salts of competing ion, including 
phosphate (PO4

3–), sulfate (SO4
2–), silicate (SiO3

2–), and nitrate 
(NO3

–). At optimum pH and adsorbent dose, the co- existing 
ion salt solutions were added to 100 ml Erlenmeyer flask, 
which was already filled with As(V) solution. The sus-
pension thus obtained was subjected to stirring for 10 h. 
The suspension was filtered through a syringe filter and 
the resulting concentration was observed as before.

2.5.2. Column experiments

Two experimental setups were constructed for analyz-
ing the adsorptive behavior of As(V) in packed bed reac-
tors. The D.I water spiked with 100 μg/L As(V) at pH of 
6 was circulated through the empty column to test the 
As(V) adsorption in constituents of setup (tubing and col-
umn). A little adsorption in the column at the very initial 
stage was observed, which was vanished off after 3 h, and 
no adsorption was observed in tubes. Each experimental 
setup comprise of heat resistant borosilicate glass column 
(Reactor 1: I.D = 2 cm; H = 30 cm and Reactor 2: I.D = 3 cm; 
H = 30 cm). Both columns were rinsed using 15% nitric acid 
followed by washing with deionized water at 6 pH for 8 h. 
Then after, Fe-AIR adsorbent was loaded into the columns. 
To obtain different bed heights (3, 6, and 9 cm), varying 
amounts of Fe-AIR (4.17, 10.98, and 17.81 g) were used to 
pack the column. Layers of glass wool (1 cm) at the ends 
were used to avoid floating. After loading is done, As(V) 
spiked water was circulated into the columns by peristal-
tic pumps with different flow rates (3, 6, and 9 mL/min). 
The effluents from the column were collected through 
the weir. Adjustment of optimum pH was done to ensure 
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the maximum Arsenic uptake for desired concentration 
and pumped in down-flow mode was used to maintain 
the desired flow rate. When the concentration of effluent 
exceeds the value of 99% initial arsenic concentration, the 
operation was stopped. The hydraulic head of 6 inches was 
maintained. All samples were collected and refrigerated 
until their analysis.

Under identical conditions, the blank control test was 
performed. The amount of As(V) lost during the test was 
subtracted from the experimental results. All the experiments 
were performed in triplicate at room 25°C (room tempera-
ture). The average experimental values were reported, and 
the standard deviation was represented using error bars. 
The relative experimental error was within ±5%.

3. Result and discussion

3.1. Characterization

The scanning electron microscopy (SEM) images (25 kV; 
20 μm) of uncarbonized AIR and Fe-AIR at 5000 magnifica-
tion are shown in Figs. 1 and 2, respectively. SEM images 
of virgin AIR show smooth and non-porous morphology 
whereas, SEM image of Fe-AIR reveals the presence of 
rough, porous, heterogenous, and non-uniform surface. The 
cavities and heterogeneity of adsorbent support the high 
adsorption capacity[34]. EDX determined the presence of Fe 
and Cl, which are known to be good binding agents [35].

The BET surface areas, pore-volume, and pore width of 
Fe-AIR and virgin AIR are given in Table 2. A reduction in 

Fig. 2. SEM micrograph and EDX image of Fe-AIR.

Fig. 1. SEM micrograph and EDX image of AIR.
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the surface area of Fe-AIR was observed when compared 
to the surface area of virgin AC. This reduction in surface 
area can be attributed to the awning of the AIR surface 
during the impregnation process by iron oxide particles 
[36]. The pore volume and pore width also decrease in the 
same fashion as that of BET surface areas from virgin AC to 
Fe-AC [37]. The pore width of the Fe-AIR lies in the range 
of 5–15 Å, which suggests the microporous nature of the 
adsorbent used in the present study.

Fig. 3 shows the XRD pattern of virgin AIR and Fe-AIR. 
The XRD plot analysis revealed that the basic structure of 
AIR carbon is amorphous. Broder peaks were obtained in a 
2θ range of 10°–35°. The peaks of Fe-AIR can be attributed 
to oxides of iron [38]. The marked peaks of the Fe-AIR plot 
show the face-cantered cubic structure of Fe(II) oxide.

Comparing d values and plot pattern of Fe-AIR with 
magnetite, it was observed that the peaks of the plots cor-
respond to magnetite which was adsorbed on to the surface 
of Fe-AIR. No peak corresponds to any other form of Fe was 
observed. Crystalline nature of adsorbent results from the 
loading of iron. The absence of a sharp peak in the remain-
ing part of the plot shows porosity and amorphous nature. 
The appreciable adsorption capacity of Fe-AIR towards 
arsenic is due to the crystalline, amorphous structure [39].

The electronic state and elemental composition of Fe-AIR 
in the present study were determined by X-ray photoelec-
tron spectroscopy (XPS) scan. The distribution of the ele-
ments on the Fe-AIR was analyzed using the survey scan. 
Then the concentration of C, O, N, and Fe in the Fe-AIR 
were measured using utility scans. Fig. 4 shows various 
positions of peaks of Fe, C, O, and N determined by XPS 
scan of Fe-AIR. From Fig. 4, it can be seen that the carbon-1s 
peak was detected at 224.0 eV. The N-1s peak of Fe-AIR was 
observed at 342.0 eV, which may be due to R-NH2 (amino) 
groups in AIR carbon [40]. Strong Fe peaks were observed 
which can be attributed to effective impregnation of Fe 
on to AIR. A primary band of Fe at 681.0 eV was observed 
along with its secondary band at 723.0 eV. The Satellite band 
of Fe at 698.0 eV can be due to the oxidation state of Fe3+ 
[41]. The presence of Fe3+ in Fe-AIR the sample reveals that  
iron(III) oxide, iron(III) oxide, or residual iron(III) chloride 
was present on the surface of the sample [42]. No zero-valent 
Fe was observed on to the Fe-AIR surface in the Fe-2p spectra.

3.2. Batch operations results

3.2.1. Effect of initial arsenate concentration

The influence of initial As(V) concentration on the 
adsorption of arsenate onto Fe-AIR and AIR, in the con-
centration range of 50–250 μg/L is shown in Fig. 5. It can 
be seen that with increasing concentration of Arsenate, the 
percentage of removal decreases for both adsorbents. In the 

Table 2
BET results of virgin AIR and Fe-AIR

Fe-AC Virgin AC

Surface area (m²/g) 358.916 631.355
Pore volume (cc/g) 0.159 0.198
Pore width (Å) 5.996 23.878

Table 1
Physiochemical properties of Fe-AIR

Analysis Value

Moisture content 11.18%
pHzpc 6.91
pHslurry 6.17
Specific gravity 0.216
Porosity 78%
Particle size 238 μm

Fig. 3. XRD pattern of Fe-AIR.
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case of Fe-AIR, removal percentage increases from 90.30% 
at 250 μg/L to 95.48% at 100 μg/L. Though the adsorption 
capacity of AIR is comparatively low, the removal percent-
age increases from 51.11% at 250 μg/L to 72.11% at 100 μg/L, 
in the same pattern as that in the case of Fe-AIR. The same 
trend was observed earlier for the adsorption of As(V) with 
varying initial concentrations [43]. At low As(V) concen-
tration, the adsorption capacity increases due to signifi-
cant interaction of As(V) ions with the active binding sites 
and, decrement at high concentration can be attributed to 
less availability of highly energized binding sites onto the 
surface of adsorbents [44]. But the amount of Arsenate 
adsorbed per unit mass of Fe-AIR increases with increasing 
arsenate concentration in the test solution. This increment 
can be attributed to reduced solute uptake from solution 
with an increase in arsenate concentration [45].

3.2.2. Effect of pH on zeta potential and As(V) adsorption

The influence of pH on the As(V) adsorption at AIR 
and Fe-AIR surface was investigated with an initial As(V) 

concentration of 100 μg/L. To each test solution, 1 g of AIR 
and Fe-AIR was added and equilibrated for 75 min, then 
after pH and As(V) uptake was recorded. Although adsorp-
tion capacity of AIR is very low, maximum As(V) adsorption 
(73%) onto AIR obtained at pH 4. The adsorption of arsenate 
is more prominent at acidic conditions. In the pH range of 
2–10, anionic behavior is exhibited by As(V) and is replaced 
by AsO4

3–, HAsO4
2– and H2AsO4

2–. Under acidic conditions, 
the surface is positively charged and the accompanying ions 
balance the positive charge. In this way, ion exchange can 
take place with anionic species that are already there in a 
test solution. [46]. It can be seen from Fig. 6 that maximum 
removal is achieved at pH 5.0–6.0. The isoelectric point (IEP) 
of Fe-AIR was observed at 6.3, below which Fe-AIR particles 
are positively charged. The optimum removal of 96.811% 
(17.7 μg/g) by the Fe-AIR was achieved at a pH of 6.0, which 
is very close to the IEP point. The following equation will 
give the surface reaction:

≡ − + → ≡+ +Fe OH  H  FeOH2  (3)

Fig. 4. XPS scans for Fe-AIR.
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≡ − → ≡ − +− +Fe OH  Fe O  H  (4)

It can be seen from Fig. 7 that the zeta potential values 
decrease with increasing pH. This can be attributed to dec-
rement in negative charge on to the surface with increas-
ing pH values. The decrease in negative charge species of 
As (H2AsO4

2− and HAsO4
−) is due to the dominance over the 

adsorption mechanism by electrostatic repulsive forces 
[47]. After adsorption of As(V) on Fe-AIR, the value of zeta 
potential decreases. The reason behind this decrement may 
be the adsorption process resulting from chemisorption 
and electrostatic attraction (due to inner and outer surface 
complexation). The final pH of the suspension was lower 
than the initial pH when the pHs values are greater than 
6. This trend can be attributed to the liberation of H+ ions 
by Fe-AIR and adsorption of OH– ions on to the surface at 
high pHs [48].

There exists one more factor which depends on pH and 
influences the arsenate adsorption efficiency: pHpzc (point of 
zero charge) of the adsorbent. The surface charges are more 
active in acidic conditions which result in a more positive 
surface charge of Fe-AIR, and hence the attraction towards 
arsenate is more. The charge on to the surface gets nega-
tive when the value of pH exceeds the point of zero charge 
value due to electrostatic effect (repulsive) and hence the 

adsorption capacity of Fe-AIR towards arsenate reduces 
under basic conditions. The influence of pH on adsorption 
capacity reported at 5–6 pH values shows the maximum 
adsorption as these values are less than the point of zero 
charge (6.9).

3.2.3. Effect of adsorbent dose

The effect of the dose of AIR and Fe-AIR on adsorption 
of As(V) is illustrated in Fig. 8. The adsorption experiment 
carried out at an optimum pH of 6 and 100 μg/L initial 
As(V) concentration. The percentage removal of As(V) was 
increased from 19.725% to 95.88% as the dose of Fe-AIR 
increases from 0.25 to 1 g. likewise for AIR removal per-
centage increases from 23.42% to 67.6% for the same dos-
ages. The increase in adsorption capacities of AIR and 
Fe-AIR may be due to an increase in surface area, which 
in turn provides a higher number of active adsorption sites 
[49]. But above a dose of 1.0 g, the removal of As(V) was 
negligible for both the adsorbents. This can be attributed 
to achieving maximum adsorption at a dose of 1.0 g, and 
hence even with further addition in adsorbent dose, the 
number of ions will remain unchanged. Similarly, 10 g/L of 
Fe loaded zeolites shows 98% As(V) removal for 100 μg/L 
of arsenate concentration [50]. Besides, percent removal 
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of As(V) increases from 20% to 92% using 25–500 mg/L 
Fe-zeolite [51]. Also, 1 g/L of Fe impregnated bamboo char-
coal yields 89% arsenate removal under controlled exper-
imental conditions [52]. More than 97% removal capacity 
using Fe-biomass carbon (1.5 g/L) was achieved for a test 
solution containing 10 mg/L of As(V) [53]. Therefore current 
study shows that a lesser amount of Fe-AIR brings down 
the As(V) concentration to the prescribed limits. The resid-
ual Fe concentrations were also measured after adsorption, 
and it was observed that at the optimum adsorbent dose the 
amount of Fe in spent Fe-AIR was 0.152 mg/L. The spent 
amount was under the maximum permissible limit of Fe 
(0.2 mg/L) in drinking water by WHO and Fe-AIR can be 
used as a safe and efficient adsorbent for arsenate removal.

3.2.4. Effect of contact time

The rate of adsorption of As(V) on AIR and Fe-AIR 
was studied in the time range of 15–75 min Fig. 9 adsorption 
of As(V) on Fe-AIR is quite rapid, with 94.747% removal of 
the initial amount within 30 min of operation, and attained 
equilibrium after approximately 60 min. This behavior is 
common for As(V) adsorption and has been reported earlier 
in the literature [40,54]. Larger concentration gradient and 

availability of higher adsorption sites attribute to the quick 
adsorption in the initial stage [54]. After 30 min, no remark-
able changes in adsorption capacity were found. Though, 
the time of contact of 75 min was chosen for maximum 
removal to take place for the sake of optimization of other 
process parameters. The adsorption capacity of Fe-AIR was 
95.887% at equilibrium (t = 60 min).

3.2.5. Influence of the coexisting ions

The results of batch experiments were analyzed by 
taking As(V) alone as the adsorbate in the test solution. 
However, in actual practice, several other ions may also be 
present in contaminated water which can affect the adsorp-
tion of As(V) ions. The influence of the presence of other 
ions including PO4

3–, SO4
2–, SiO3

2– and NO3
– on the adsorption 

capacity of Fe-AIR was investigated in a representative test. 
The percentage removal of As(V) in the absence and pres-
ence of competing ions is given in Fig. 10. It was observed 
that the adsorption capacity of As(V) on Fe-AIR reduced 
by in the presence of phosphate (PO4

3–) anions. Remarkable 
reduction in removal percentage was also observed in the 
presence of SO4

2– anions. The high interference in As(V) 
adsorption in the presence of phosphates and silicates ions 
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may be attributed to the strong adsorption of these anions 
onto the Fe oxide surface due to inner core complexation. 
PO4

3– and SiO3
2– get adsorb by Iron oxide when Complex 

on the surface is formed with a surface R–OH group [55]. 
Also, it can be concluded that phosphates and silicates ions 
possess the same chemical properties as that of arsenate in 
aqueous solution. Similar results were reported earlier for 
the removal of As(V) in test solution using the same nature 
of adsorbents [56,57].

The presence SO4
2– and NO3

– anion does not possess a 
remarkable impact on the adsorption of As(V) ions. The 
adsorption of these anions can be due to outer and inner 
surface complexation. Moreover, their binding ability with 
oxides of metals is very less when compared to arsenate 
[58]. The presence of cations does not interfere with the 
adsorption of As(V).

3.3. Equilibrium adsorption isotherm study for batch process

Isotherm study gives the relationship between the 
adsorbent and adsorbate. In the current study Langmuir, 

Freundlich, Dubinin–Radushkevich (D-R) and, Temkin iso-
therms equations were used to quantify the removal capac-
ity of Fe-AIR for the adsorption of Arsenate. Langmuir, 
Freundlich, Temkin models are very significant for chemisorp-
tion although the Langmuir and Freundlich isotherm mod-
els are equally important for physisorption. Analysis of the 
physical adsorption of gases and vapors on porous adsorbent 
is done by D-R isotherm. The assumption of the Langmuir 
model is based on the fact that adsorbate molecules are 
bound as a monolayer on to specific sites of the adsorbent 
surface [59]. Multilayer and heterogeneous adsorption on 
the adsorbent surface is given by the empirical equation 
of the Freundlich model. This model takes the assumption 
that there is an uneven allocation of adsorption sites on the 
heterogeneous surface [43]. Temkin model gives a corrected 
adsorption theory involving adsorbate–adsorbent and adsor-
bate–adsorbate interactions. In the adsorption layer, with 
an increase in coverage, there is a decrement in the heat of 
adsorption of all molecules. By taking into account, all the 
reactions in adsorbate–adsorbent and adsorbate–adsorbate 
interactions, the adsorption theory was corrected [60]. D-R 

Fig. 10. Effect of co-existing ions on the adsorption of As(V). (Experiment conditions: initial As(V) concentration 100 μg/L; adsorbent 
dosage 1.0 g/L; solution pH 6.0; agitation speed 60 rpm).

Table 3
Isotherm data for sorption of arsenate by Fe-AIR

Adsorption isotherm Equation Parameters Values R2

Langmuir isotherm 1 1 1
q q K C qe L e

= +
max max

 (5)
qmax (μg/g) 29.82393 0.9918
KL (L/μg) 0.102678

Freundlich isotherm
log loq logq K

n
Ce F e= +

1  (6)
KF (μg/g) 2.5661 0.9899
1/n 0.5086

Temkin isotherm
q RT

b
A Ce

T
T e= +( )ln ln  (7)

AT (L/μg) 0.720396 0.9829
bT (J/mol) 324.2599
B 7.6232

D-R isotherm

ln ln lnmaxq q
E

RT
Ce
e

= +





















−

1
2

1 1
2

2

 (8)

qmax (μg/g) 20.05692 0.8728
E (J/mol) 7.8991
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isotherm uses Gaussian energy distribution over a heteroge-
neous surface to express the mechanism of adsorption. D-R 
isotherm model is temperature dependent, which is a unique 
feature on its own [61].

Various correlation coefficients and constants of four 
adsorption isotherms are evaluated and shown in Table 3. 
It can be seen from the table, the correlation coefficient for 
the Langmuir (R2 = 0.9918) model is highest among all four 
models which shows that the Langmuir model is most rel-
evant to express the equilibrium adsorption of As(V) on 
Fe-AIR. The removal takes place as monolayer adsorption 
with homogenous energy levels. Since the separation factor 
(RL) value is between 0 and 1, we can say that the adsorp-
tion process is favorable. The degree of heterogeneity is 
given by Freundlich constant (KF) and another constant n. 
A graph between log(qe) vs. log(Ce) yields the KF and 1/n 
values. The value of 1/n is coming out to be 0.5086 (1/n 
value lying between 0 and 1) which shows that adsorption 
is favorable [62]. Temkin isotherm analysis reveals that the 
value of heat of adsorption related Temkin constant (B) is 
7.6232 which is less than the typical bonding energy range 
of ion exchange process. The low R2 value for Temkin iso-
therm suggests that removal of As(V) by Fe-AIR does not 
closely follow the isotherm [63]. The E value calculated from 
the D-R isotherm model equation comes out to be smaller 
than the typical bonding energy range (8–16 kJ g) for the 
process of ion exchange. Thus E value suggests that the 
adsorption process onto the surface of Fe-AIR may not be 
only ion exchange mechanism or chemisorption. Thus for 
adsorption of As(V) by Fe-AIR, pore filling can also be a fea-
sible process [64].

3.4. Kinetic study

The adsorption mechanism, the description of ways of 
adsorbate molecule transfer and dependency of reaction 
rate on different variables were studied using kinetics of 
adsorption. In the present study, to investigate the adsorp-
tion mechanism on Fe-AIR at pH 7, 1 g adsorbent at a con-
centration of 100 μg/L at 298 K temperature, the pseudo-
first- order, pseudo-second-order and, intraparticle diffusion 
models were used. The assumption in the first-order model 
states that the solute withdrawal rate is proportional to the 
quantity of adsorbent withdrawal and contrast of concentra-
tion at saturation. The rate equation of pseudo-first-order is 
given by equation [65]:

log   logq q q
k

te t e) (
.

−{ } =( ) { } − 1

2 303  (9)

where the quantity of As(V) adsorbed after time t and at 
equilibrium (μg/g) is denoted by qt and qe respectively. k1 is 
the rate constant for first-order model.

Pseudo-second-order kinetic model assumes that the 
adsorption process is controlled by chemical adsorption. 
The rate equation of the second-order model is given by 
equation [66]:

t
q k q

t
qt e e( ) = ( )( )

+ ( )
1

2

2  (10)

where k2 is the rate constant for the second-order model. qt 
is the arsenate adsorbed after time t and qe is the arsenate 
adsorbed on Fe-AIR at equilibrium.

The interphase diffusion plot gives the mechanism of the 
adsorption process. The Weber–Morris intraparticle model is 
given by equation [67]:

q k t Ct = +pi
0 5.  (11)

where qt is arsenic adsorbed on Fe-AIR after time t, kpi is the 
intraparticle diffusion rate constant, and constant C gives the 
thickness of the boundary layer.

Different kinetic model parameters are given in Table 4. 
The determination coefficient (R2) will provide the good-
ness of fit in different models. Higher the value of R2, the 
better will be a description of the kinetics of As(V) adsorp-
tion by Fe-AIR. For the entire As(V) concentration range, 
the first-order model does not give a great fit to experi-
mental data due to the lower determination coefficient. 
Moreover, adsorption capacity at equilibrium predicted 
by the first-order model was not in good agreement with 
the experimental values of qe. Hence the pseudo-first-order 
kinetic model was not found suitable for the prediction of 
the sorption kinetics of As(V) on to Fe-AIR. According to 
the intraparticle diffusion model, the uptake plot ought to 
be linear if in the adsorption process, diffusion is twisted 
and the intraparticle diffusion model is rate-controlling step 
if the lines originate through the origin. Due to lower R2 
values, the intraparticle diffusion model failed to get fitted 

Table 4
Kinetic parameters for adsorption of arsenate by Fe-AIR

Kinetic model Equation Parameters Values R2

Pseudo-first-order log   logq q q
k

te t e) (
.

− =( ){ } { } − 1

2 303

qe 1.7155 0.9017
k1 0.001317

Pseudo-second-order
t
q k q

t
qt e e( ) = ( )( )

+ ( )
1

2

2

qe 10.2832 0.9966
k2 0.020992

Intraparticle diffusion q k t Ct = +pi
0 5. kpi 1.214 0.8815

C 5.081
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with kinetic data and suggests that the rate-controlling step 
was not intraparticle diffusion for the sorption of Arsenate 
on to Fe-AIR. Furthermore, the value of the determination 
coefficient of the pseudo-second-order model was reported 
as 0.996, which was much higher in comparison to the 
other models. Also, it was observed that the gap between 
the experimentally obtained adsorption capacity and the 
equilibrium adsorption capacity is very narrow for the var-
ious concentrations of arsenate which suggest that arsenate 
on to Fe-AIR follows pseudo-second-order kinetics.

3.5. Thermodynamic studies

Thermodynamics studies provide insight into the nature 
of the reaction (endothermic or exothermic), entropy, and 
enthalpy changes resulting from adsorption and change 
in Gibb’s energy. Thermodynamic parameters including 
change in Gibbs free energy (ΔG°), change in enthalpy 
(ΔH°), and change in entropy (ΔS°) can be evaluated using 
equations provided in Table 5 [68]. The negative value 
of ΔG° reveals that the adsorption is feasible and sponta-
neous, maybe resulting from columbic attraction. Also, 
decrement in ΔG° values with increment in temperature 
propound that adsorption of As(V) on Fe-AIR is even more 
favorable at elevated temperatures. The positive value of 
ΔH° (5.33092 × 10–3) reveals that the adsorption of As(V) on 
Fe-AIR is an endothermic process [69]. The degree of ran-
domness of the system has been defined as entropy. A posi-
tive value of entropy change confers the structural changes 
that occurred on the surface of adsorbent during the adsorp-
tion process and randomness increases in the adsorption 
system at solid-liquid interphase [70].

3.6. Column operations results

3.6.1. Effect of bed height

The bed depth of the adsorbent in the column is a key 
parameter for adsorption as segregation of metal ions is 
dependent on the amount of adsorbent inside the column. 
The influence of bed depth on breakthrough was analyzed 
by carrying out adsorption experiments in bed height rang-
ing from 3–9 cm, at optimum pH, constant influent Arsenate 
concentration (1,000 μg/L) and, flow rate (3.0 mL/min). 
Breakthrough curves for adsorption of As(V) on Fe-AIR 
are shown in Fig. 11. The effect of bed height can be eval-
uated from the shape of the breakthrough and time needed 

to attain a breakthrough point. Larger bed heights result in 
the availability of more time for interaction of Fe-AIR with 
As(V), which in turn enhances the diffusion of As(V) ions 
into the Fe-AIR and adsorption capacity of Fe-AIR increases 
with increasing bed height [71]. Similar results showing the 
increment in exhaustion time with increasing bed height 
were reported earlier in literature [72,73].

3.6.2. Effect of flow rate

The flow rate is an important parameter that affects the 
adsorption process in a continuous flow column to a great 
extent. In the current study, the influence of flow rate on 
Arsenate adsorption by Fe-AIR was investigated by varying 
the flow rate from 3.0 to 9.0 mL/min and keeping the influ-
ent arsenate concentration (1,000 μg/L), bed height (9.0 cm) 
and pH constant. The breakthrough curve is shown in 
Fig. 12. It was observed that for higher flow rates, a quicker 
breakthrough was achieved. With decreasing flow rates, a 
significant increase in breakthrough time was noted. At a 
low inlet flow rate of As(V), time available for interaction 
with Fe-AIR was more which in turn results in increased 
removal of As(V) ions in the column. Fundamental of 
mass transfer demonstrates the variation in adsorption 
capacity and slope of the breakthrough curve. The expla-
nation is that increased flow rate results in enhanced mass 
transfer rate and the amount of As(V) adsorbed onto mass 
transfer zone (unit bed height) increases, due to which 
faster saturation was achieved [74]. Less residence time 
of As(V) ions in column resulted in reduced adsorption 
capacities at an increased flow rate and solutes leave the 
column before the occurrence of equilibrium. These find-
ings were in good agreement with results referred to the 
previous literature [75,76].

3.6.3. Effect of influent As(V) concentration

The influence of varying As(V) concentration rang-
ing from 1,000–1,500 μg/L with 9 cm of Fe-AIR bed height 
and influent As(V) flow rate of 3 mL/min is shown by 
the breakthrough curve in Fig. 13. As can be seen from 
fig, in the time interval of 400 min, the Ce/Ci values reach 
0.50, 0.67 and 0.89 when influent concentration was 1,000; 
1,250; and 1,500 μg/L respectively. It is observed that with 
increasing influent As(V) concentration, the breakthrough 
time decreases. A slower and dispersed breakthrough 

Table 5
Thermodynamic parameters for adsorption of arsenate by Fe-AIR

Thermodynamics parameters Equation Values

Standard Gibbs free energy ∆G RT KC° = − ln  (12)

Temp. (K) ΔG° (KJ/mol)
313 –1.79076
318 –1.82576
323 –1.85492
328 –1.88409

Standard enthalpy change
log

. .
K S

R
H
RTC =

°
−

°∆ ∆
2 303 2 303

 (13)
ΔH° = 1.58007

Standard entropy change ΔS° = 5.33092 × 10–3
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was analysed at lower concentration and sharper break-
through curves were obtained at higher concentration. 
This can be attributed to slow transport of As(V) ions 
resulted from a decreased diffusion coefficient. The slope 
of the curve became steeper with increasing influent con-
centration. These findings show that the rate of saturation 
and breakthrough time was influenced by the variation of 
concentration gradient which means the process of diffu-
sion is dependent on concentration. The loading rate of 
As(V) ions increases with increasing influent concentration 
along with the increase in driving force and the length of 
the adsorption zone decreases [77]. Similar behaviour was 
observed for As(V) removal by Fe-oxide based adsorbent 
[78], Arsenate adsorption on untreated dolomite powder 
[79]. With increasing influent concentration, the increase in 
adsorption capacity was expected due to enhanced driving 

force facilitated by a higher concentration difference for the 
adsorption process. The largest bed capacity of 90.02 μg/g 
was achieved using 1,000 μg/L influent As(V) concentra-
tion, 9 cm bed height, and 3 mL/min flow rate. The present 
result is in agreement with fixed bed adsorption operations 
which were reported earlier [80,81].

3.6.4. Effect of the column diameter

The effect of the column diameter (2 and 3 cm) at a fixed 
bed height of 9 cm, a flow rate of 3.0 mL/min, and normal pH 
is shown in Fig. 14. It was observed that maximum removal 
of 92.785% was achieved using a 3 cm diameter column hav-
ing the same height and influent metal concentration like 
that of a 2 cm diameter column. This can be attributed to 
the fact that larger depth is achieved in the column having 
a larger diameter which in turn increases the interaction 
between the As(V) solution and the adsorbent permitting 
better adsorption of As(V) ion at available binding sites of 
Fe-AIR [82].

3.6.5. Thomas model application

One of the most extensively used and general mod-
els for packed column studies is the Thomas model. The 
assumptions used in the Thomas model are that axial dis-
persion is not there and it follows Langmuir adsorption 
kinetics, provided that the second-order kinetics is obeyed 
by rate deriving force. A constant separation factor is also 
assumed but applies to unfavorable or favorable isotherm. 
Thomas model also possesses some disadvantages like its 
derivation is based on second-order kinetics. Interphase 
mass transfer often controls adsorption and is not limited 
by chemical kinetics. Some errors may results from all 
these discrepancies while the adsorption process is being 
modeled using the Thomas model [83]. The model has the 
following linearized form:

C
C K q m

Q
K C t

t

0
0 0

1

1
=

+ −








exp TH TH

 (14)
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Fig. 11. The breakthrough curve for arsenate adsorption by 
Fe-AIR at different bed height.
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Fig. 13. The breakthrough curve for arsenate adsorption by 
Fe-AIR at different influent concentration.
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where C0 and Ct are As(V) concentrations initially and after 
time t respectively, q0 is As(V) uptake per gram (μg/g) of 
Fe-AIR at equilibrium, m is the mass of As(V) in grams, the 
flow rate is given by Q (mL/min) and KTH is Thomas constant 
(L/μg min). Table 6 shows the values of Thomas constants 
and As(V) uptake capacity at different bed heights, flow 
rates, influent arsenic concentration, and column diameters. 
It can be seen from the table that all the mentioned para-
meters affect Thomas constant and As(V) uptake capacity. 
The values of As(V) uptake capacity increase and Thomas 
constant (KTH) reduces with increasing bed height. With 
increasing flow rates, the values of As(V) uptake capacity 
decreases and Thomas constant (KTH) increases. Also, with 
increasing influent arsenic concentration, KTH decreases and 
As(V) uptake capacity increases. Also with an increase in 
column diameter, both KTH and q0 values increases. The same 
trend has been reported earlier [84].

3.6.6. Yoon–Nelson model application

Yoon–Nelson model does not concentrate on the nature 
of adsorbent, adsorbate properties, and any physical as  
pects of adsorption bed and it’s a straightforward physical 
assumption. Yoon–Nelson model states that adsorption rate 
decrement is proportional to adsorption of adsorbate and 
adsorbent breakthrough [85]. The following expression is 
used:

ln   YN YN

C
C

K t Kt

0

= − τ  (15)

where KYN is velocity constant and τ is the time needed for 
fifty percent adsorbate breakthrough. The values of τ and 
KYN can be obtained from the intercept and slope of the lin-
ear graph of lnCt/C0 and t. The table shows values of T and 
KYN at various bed heights, flow rates, influent arsenic con-
centration, and column diameters. It can be concluded from 
Table 6 that with increasing influent arsenic concentration, 
the KYN values increase. This may be attributed to the fact 
that with increment in initial concentration, vying for the 
binding sites among adsorbate molecules increases which 
results in enhanced uptake capacity of Fe-AIR. The values 
of KYN increases with an increase in bed height and decrease 
with an increase in column diameter.

3.6.7. Regeneration and reuse of Fe-AIR

For a feasible adsorption process, it is important to have 
efficient regeneration and reuse of adsorption medium. 
To test the same, the 9 cm exhausted Fe-AIR media was 
regenerated using NaOH (10%). The recovery profile of 
arsenate through desorption is shown in Fig. 15. It can be 
concluded from the calculations that for 99% arsenate recov-
ery, 12-bed volumes are sufficient. Almost 83.5% of adsorbed 
arsenate was eluted during the first two bed volumes and 
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Fig. 14. The breakthrough curve for arsenic adsorption by 
Fe-AIR at different column diameters.

Table 6
Column operation modeling results onto Fe-AIR column

Process parameters

qexp (μg/g)

Thomas model results Yoon–Nelson model results

Bed height (cm) KTH (mL/min μg) q0 (μg/g) R2 KYN τ

3 70.75 0.017 64.21 0.83 0.010 135.30
6 85.33 0.012 76.52 0.95 0.015 287.17
9 89.15 0.010 90.89 0.93 0.016 388.03
Flow rate (mL/min)
3 89.1541 0.0067 90.8981 0.9339 0.0168 388.0347
6 84.0307 0.0084 81.2042 0.9468 0.0084 187.3247
9 76.2183 0.0104 63.2949 0.9521 0.0157 97.3405
Conc. in (μg/L)
1,000 89.1541 0.0104 90.0222 0.9339 0.0133 388.0347
1,250 90.2231 0.0095 90.8981 0.9245 0.0153 332.2661
1,500 92.6643 0.0088 91.0536 0.9548 0.0168 280.0608
Column dia. (cm)
2 89.1541 0.01045 90.8981 0.9339 0.0168 388.0347
3 93.3372 0.01605 97.4687 0.7455 0.0160 449.6885
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the rest get removed in the next 10 bed volumes. From these 
findings, it can be concluded that the active sites of Fe-AIR 
particles are accessible through the pore network among 
the particles, which suggests that there occurs no clogging 
in pores.

After regeneration, excess NaOH was removed through 
the conditioning process where media was subjected 
to hot water, due to which the pH was decreased. The 
concentration of dissolved iron in the regenerant spent 
was reported as 0.02 mg/L, which is very low in compari-
son to the amount of iron present in the medium. So it was 
assumed that the total amount of Fe in the medium remains 
unaltered. Fig. 16 shows six adsorption cycles. It can be seen 
from the figure that appreciable decrement of 31.4% in the 
removal percentage was observed after 5 cycles. Hence it 
can be concluded from regeneration and reuse analysis that 
Fe-AIR proffers an inexpensive approach to the removal of 
arsenate from water.

3.6.8. Adsorption capacity comparison of different adsorbents 
from the literature for removal of As(V)

The adsorption potential of Fe-AIR needs to be com-
pared with other adsorbents used for the purpose to justify 

its validity. The value of qmax at different operating condi-
tions is listed in Table 7. It is not possible to compare the 
adsorption capacity of Fe-AIB and Fe-AIL directly with other 
adsorbents due to different operating conditions. However, 
the adsorbent used in the present study shows good adsorp-
tion capacity when compared with other adsorbents. The 
variation in adsorption capacity for different adsorbents are 
due to difference in individual properties (functional group, 
surface structure, available surface area) of adsorbents

4. Conclusion

A methodology of Fe impregnation was applied to syn-
thesize a porous cost-effective arsenate adsorbent (Fe-AIR) 
from the Azadirachta indica roots carbon. The adsorption 
capacity and efficiency of Fe-AIR for remediation of arse-
nate from contaminated waters were investigated. Batch 
operations were conducted under various operating condi-
tions to analyze the adsorption capacity of Fe-AIR. The max-
imum removal of arsenate species on Fe-AIR from arsenate 
spiked deionized water is reported to be 96.811%. Analysis 
of the effect of competing ions reveals that the presence 
of phosphate and sulfate anions reduces the adsorption 
capacity whereas the presence of cations does not affect the 

0 2 4 6 8 10 12 14
0

40

80

120

160

Bed volumes

Re
co

ve
rd

 A
s(

v)
 c

on
ce

nt
ra

�o
n 

Fig. 15. Concentration profile of arsenate during regeneration.

1 2 3 4 5 6
60

70

80

90

100

Number of cycles

To
ta

l A
s (

V)
 R

em
ov

al
 

Fig. 16. Variation in percentage removal of As(V) by repetitive use of Fe-AIR.



G.M. Sawood, S.K. Gupta / Desalination and Water Treatment 203 (2020) 292–308306

adsorption process. The batch process was evaluated by var-
ious isotherms and kinetic models. Langmuir isotherm best 
fits the batch operation data. From the results of adsorption 
kinetics, it can be seen that the second-order kinetics controls 
the adsorption. The exothermic nature of adsorption was 
observed. Spontaneous adsorption on Fe-AIR was indicated 
from negative values of ΔG°. To analyze the practical appli-
cability of Fe-AIR in the removal of Arsenate species, col-
umn operations were employed. The experimental data of 
column operations fits well with Thomas model and Yoon–
Nelson model for arsenic influent concentration ranging 
from 1,000–1,500 ppb at a flow rate of 3 mL/min. Following 
adsorption, about 99% of Fe-AIR fixed bed was regenerated 
effectively with 10% sodium hydroxide within 12-bed vol-
umes. Not much depression in efficiency is reported in the 
first five cycles, which makes Fe-AIR responsive to reuse and 
regeneration and thus cost-effective in use. Through arsenic 
incorporation in Portland cement, arsenic solidification is 
possible so there will not be an issue of secondary pollution. 
Moreover, the developed fixed column treatment process is 
easy to handle, reproducible, rapid, and economic so it is a 
suitable and appropriate approach for arsenic remediation 
in local areas.
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Abstract
Arsenic emerges out as a potential threat to human health and vegetation in recent past. Therefore, the present study aimed 
at adsorption of As (V) from the aqueous solution using Fe-AIB and Fe-AIL (iron-impregnated activated carbon synthesized 
from the powder of bark and leaves of Azadirachta indica tree). The removal of As (V) by Fe-AIB and Fe-AIL was examined 
under different experimental conditions. The Fe-AIB showed up to 96% As (V) removal at pH of 6.0, and up to 90% removal 
was observed with Fe-AIL at pH 4.0. Although the kinetic data fit best in the pseudo-second-order model, there are vari-
ous other processes like intraparticle diffusion, pore diffusion and film diffusion that controls the overall rate. Mechanistic 
frameworks related to the adsorption process were analysed using various isotherm models. Langmuir and Freundlich models 
clearly explain As (V) adsorption by Fe-AIB and Fe-AIL. Thermodynamic analysis reveals the spontaneous adsorption on 
Fe-AIB. Moreover, it also confers the endothermic nature of the adsorption process for both the adsorbents. The presence 
of co-existing ions like  PO4

3− and SiO3
2 negatively interfered the removal or arsenate uptake, whereas ions like  SO4

2− and 
 NO3

− do not significantly affect the adsorption process. Consistently greater than 90% As (V) removal up to few cycles for 
both the adsorbents was observed in regeneration studies. Significant reusability characteristics was possessed by both the 
spent adsorbents, which makes them potentially efficient for large-scale practical application with enhanced performance.

Keywords Adsorption · Arsenate · Adsorption isotherms · Fe-AIB · Fe-AIL

Introduction

Arsenic is a heavy metal and presents in abundance, pri-
marily in environment and earth’s crust. For living beings, 
arsenic is an essential element as it has wide use in phar-
maceutical, agriculture and electronic industries, but tox-
icity caused by arsenic is an emerging issue (Hare et al. 
2019). More than two hundred million people are affected 
by arsenic-contaminated groundwater worldwide, especially 
in Ganga–Brahmaputra and Indo-Gangetic plains. Recent 
research shows some new areas like Amazon basin also get-
ting effected by As contamination (Upadhyay et al. 2019). 
Arsenic contamination of groundwater can be caused by 
natural sources, including weathering of minerals and rocks. 

Anthropogenic activities like processing of ore, extraction 
of metals, smelting, excessive use of fertilizer and pesti-
cides cause transport and mobilization of As and highly 
induces its concentration in groundwater (Ranjan 2019). 
Arsenic exists in inorganic and organic form in an aqueous 
system. The organic form is of not much relevance as it eas-
ily gets detoxify through methylation. Inorganic As exists 
in rarely found oxidation states of − 3 and 0 and very com-
monly found oxidation states of + 3 and + 5 in water system 
depending upon the redox conditions (Shankar et al. 2014). 
Pentavalent arsenic co-exists in the anionic form such as 
 AsO4

3−,  H2AsO4
− and is predominant species under oxidiz-

ing conditions (surface water). Trivalent arsenic exists in the 
non-anionic form such as As(OH)3,  AsO2OH2−, As(OH)4

−, 
 AsO3 3− and  AsO2OH2− and dominates under mild reducing 
conditions (groundwater) (Cullen and Reimer 1989; Singh 
and Pant 2004). Most of the As compounds do not possess 
any colour or smell; their presence in edible food or water 
cannot be detected easily and presents a serious threat to 
human health and environment (Mandal and Suzuki 2002). 
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USEPA declared arsenic as Group A carcinogenic com-
pound and considered as a severe potential threat to living 
being across the globe. Because of the notorious behaviour 
of As towards human health, the prescribed limit for As 
consumption by WHO is decreased to 10 ppb, which earlier 
was 50 ppb. There are various pathways through which As 
enters the human body, but ingestion of water and food is 
widespread (Smeester and Fry 2018). Mostly all organs of 
humans can be adversely affected by As toxicant. Basically, 
the effect on human health can be chronic or acute, which 
greatly depends on the amount of consumption and type 
of As (Ferreccio et al. 2013). Wide range of biochemical 
mechanism including mitosis activation, genotoxic damage 
induction, depletion of DNA fixing mechanism, signal cas-
cades perturbation, etc., was proposed for arsenic as carcino-
gen (Tchounwou et al. 2019). Long-term consumption of 

As-contaminated water may result in As poising, also known 
as arsenicosis. Its pathological and clinical manifestations 
have been largely reported, and it comprises of pathologies 
related to skin, fibrosis of lungs and liver, atherosclero-
sis, loss of hearing and neurologic impairment in children 
(Tchounwou et al. 2015). In present work, the arsenic effect 
on human health has been distinguished as non-carcinogenic 
effects and carcinogenic effects (Table 1).

Due to easy oxidation of arsenite to arsenate, As (V) is in 
much more abundance in comparison with arsenite (Rango 
et al. 2013). Therefore, the present study aimed to remove 
As (V) from water. Due to the severity of arsenic threat, 
numerous arsenic removal technologies have been devel-
oped in recent past. A compact summary of them is given 
below (Tripathy and Raichur 2008; Nicomel et al. 2016; 
Asere et al. 2017).

Table 1  Ways in which As effects human health

Non-carcinogenic effects
Cardiovascular effect Elevated blood pressure, hypertension and CVD were linked with chronic As consumption. Research shows areas 

exposed to prolonged As consumption are much prone to ischaemic heart diseases (IHD) (Tseng 2009)
Respiratory effects Apart from lung cancer, there are many other effects on the respiratory system related to As poisoning. Research 

suggests the link of arsenicosis with chronic bronchitis. Moreover, vital capacity in children decreased by As (Smith 
et al. 2006)

Reproductive effect The deleterious impact is shown by inorganic As on the reproductive system. Women affected by chronic As con-
sumption shows positive trends towards premature delivery, complications in pregnancy and elevated fatal loss 
(Kwok et al. 2006)

Haematological effects Haematological imbalance can be induced at higher rates with As exposure. Arsenic can be diabetogenic and can be a 
cause of type II diabetes (Tseng et al. 2000)

Neuropathic effects Studies suggest that consumption of As in early age may affect the neurobehavioral system in the later phase of life. 
One of the most common issues related to the nervous system is peripheral neuropathy (Tsai et al. 2003)

Dermatologic effects Keratosis, hypopigmentation and other types of skin lesions are common indicator of arsenicosis (Ahsan et al. 2000)
Effects on intellectual 

function and memory
A research on children in Mexico shows that with an increase in the concentration of As in urine, there is a decrement 

in verbal IQ, intellectual function and memory (Wasserman et al. 2004)
Carcinogenic effects
Skin cancer As the skin is one of the target organs in human by As, skin cancer induced by UV and intra-epidermal carcinomas 

can be greatly enhanced by inorganic As (Rossman et al. 2004)
Bladder cancer Epidemiological studies show that the rate of bladder cancer and urinary system is positively linked to high As con-

sumption, although there is an infrequent risk of bladder cancer in areas in which As exposure is less than 100 ppb 
(Baris et al. 2016)

Lung cancer With increased As ingestion rates, mortality from this type of cancer increased. The risk of lung cancer increases with 
cigarette smoke as As and cigarette smoke are synergistic (Chen et al. 2004)

Liver cancer There is huge risk of hepatocellular carcinoma and angiosarcoma, when arsenic exposure is combined with other 
genetic and environmental risk factors (Albores et al. 1996)

Arsenic removal technologies 

Oxidation Coagulation-
Flocculation

Membrane separation

• Microfiltration
• Nano filtration
• Reverse Osmosis
• ultrafiltration

Ion 
Exchange

Adsorption
●Activated Alumina
●Indigenous Filters 
●Metal-organic
framework
●Fe based sorbents
●Zero valent Fe

• Biological oxidation
• Photocatalytic Oxidation
• Photochemical Oxidation
• In Situ Oxidation
• Oxidation and Filtration
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All techniques listed above, other than adsorption, require 
high fixed and running cost along with skilled human 
resources. Adsorption technique due to its low operational 
and fixed cost, easy operability, regeneration and less toxic 
sludge formation have the upper hand than other technolo-
gies, especially in developing regions (Boddu et al. 2008). 
Commercially available activated carbon is quite expensive, 
so in developing countries processes involving natural and 
locally available adsorbents were considered to be more 
promising due to their low investment and less impact on 
the environment (Asere et al. 2019). Being environment 
friendly, abundance and high efficiency, great interest is 
shown towards Fe-based adsorbents (Fe-based nanoparti-
cles, Fe-based LDHs, zero-valent Fe, Fe-impregnated acti-
vated carbon, Fe-impregnated biomass and Fe-impregnated 
inorganic minerals) by the researchers in recent past for 
remediation of As (Hao et al. 2018).

The carbon obtained from the powdered bark and leaves 
of Azadirachta indica tree has proven to be excellent sorption 
materials for As (V) remediation. Because of abundance of 
these base materials, Azadirachta indica bark and leaves have 
drawn the attention of researchers in recent past for arsenate 
adsorption. At an optimum pH 5, maximum removal of arsen-
ite, i.e. 90 per cent, was reported using ZnO nanoparticles 
doped into the Azadirachta indica leaves extract (Gnanasang-
eetha and SaralaThambavani 2015). By using the bark powder 
of Azadirachta indica at an optimum influent concentration 
100 µg/L and 6pH, 79 per cent of arsenate was removed from 
the ground water (Choudhury et al. 2014). Also, at an initial 
concentration of 0–500 µg/L and Ph 6.5, maximum arsenite 
removal of 89 per cent was reported using the bark powder of 
Azadirachta indica (Roy et al. 2017) Moreover, Azadirachta 
indica powder in carbonized or uncarbonized form was fre-
quently used earlier for the remediation of other contaminants 
including dyes (Srivastava and Rupainwar 2011), Cd(II) 
(Tiwari et al. 1999) Zn(II) (Bhattacharya et al. 2006) and 
Cr(VI) (Bhattacharya et al. 2008). Other plants bio-sorbents 
including Tamarix were also used for arsenate removal from 
the aqueous solution (Zhu et al. 2020).

These findings laid interest in exploring the probability 
for application of carbon obtained from the bark and leaves 
of Azadirachta indica for remediation of arsenate from aque-
ous solution. Also, there are numerous researches that have 
shown the compatibility of Fe oxides for arsenic removal, 
but due to high cost and fragile nature it cannot be used 
alone. Large number of iron-doped adsorbents were used 
earlier for arsenite remediation (Zhu et al. 2020; Lyu et al. 
2020; Ali et al. 2020; Chen et al. 2020; Cui et al. 2019), but 
very less iron-impregnated adsorbents were used for arsenate 
removal (Verma et al. 2019; Zeng et al. 2020). In the pre-
sent study, surface-modified bark and leaves of Azadirachta 
indica derived carbon were used for arsenate removal from 
the aqueous solution.

The present study aimed to develop low cost adsor-
bent derived from the impregnation of Fe on to the car-
bon derived from leaves (Fe-AIL) and bark (Fe-AIB) of 
Azadirachta indica tree and evaluation of kinetics, equilib-
rium and thermodynamics adsorption and kinetics studies of 
arsenate removal from aqueous solution, The novelty of the 
work is the performance evaluation of Azadirachta indica 
derived activated carbon, followed by its impregnation using 
iron metal, which was never been studied. The characteri-
zation of synthesized adsorbent was done through various 
analytical methods including scanning electron microscopy 
(SEM), energy-dispersive X-ray analysis (EDX), X-ray pow-
der diffraction (XRD) and Brunauer–Emmett–Teller (BET) 
multipoint technique. The Fe-impregnated adsorbents have 
been used for the removal of As (V) at different operating 
conditions such as concentration, dose, time and pH after the 
treatment process; the testing of residual As (V) was done 
through ICP-MS.

Materials and method

Materials

Reagent-grade sodium arsenate  (NaHAsO4·7H2O), iron (II) 
chloride, hydrochloric acid, sodium hydroxide and sulphuric 
acid were procured from Merc India Ltd. Arsenate stock 
solution was prepared by dissolving 0.416 grams of sodium 
arsenate in deionized water and slowly rising the volume 
to 1 litre. 0.1 N NaOH or 0.1 N  H2SO4 solution was used 
to control the pH. Deionized water was used to prepare the 
solutions for adsorption, synthesis and dilution.

Synthesis of Fe‑AIB and Fe‑AIL adsorbents

Activated carbon synthesized from the bark and leaves of 
Azadirachta indica tree was used in the present study. After 
pre-treatment, powdered bark and leaves are subject to siev-
ing followed by carbonization in muffle furnace at 750 °C for 
6 h and 3 h, respectively, with the circulation of  N2 gas. The 
activated carbon thus produced was subject to Fe impreg-
nation using  Fecl2 salt solution. Series of thermochemical 
reaction takes place during the impregnation process. In the 
impregnation process, 50 g of activated carbon was added to 
a 0.5 M  Fecl2 solution and stirred at 70 °C for 24 h. NaOH 
was used to maintain the pH of suspension at 8 to increase 
the negative charge abundance. The filtrate was washed 
multiple times to remove the colloidal precipitates and iron 
salt attached to the surface of Fe-AIB or Fe-AIL (Kalaruban 
et al. 2019).The impregnation process using iron results in 
rearrangement of the pore structure of activated carbon and 
better affinity towards adsorbate (Shah et al. 2015).
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Techniques used for characterization

Before the porosity and surface area measurement, degas-
sing of AC and Fe-AC, at 300 °C for 18 h under vacuum, 
was done. The surface area was measured using Nitrogen 
adsorption isotherm at 77 °C by Brunauer–Emmett–Teller 
(BET) method. Average pore diameter and total pore volume 
were evaluated by Barrett–Joyner–Halenda method using 
Autosorb iQ. The surface morphology of samples and Fe 
distribution on activated carbon was studied using Carl Zeiss 
EVO 50 EDX coupled with scanning electron microscope 
operating at 20kv. XRD analysis for determining Fe species 
was done using Bruker D8 focus X-ray diffractometer having 
λ = 1.5418 Å and 2θ ranging between 5° and 80°.

Batch adsorption experiments

A series of Erlenmeyer flask (250 ml) containing 100 μg/L 
of 100 ml As (V) solution stirred in magnetic stirrer at a rate 
of 60 rpm was used to determine equilibrium time and opti-
mum dose in the batch experiment. Volumetric flasks were 
used to prepare a standard solution. For investigating the 
effect of time of contact on overall removal, time of contact 
was varied from 15 to 75 min. By diluting the stock solu-
tion, concentrations ranging from 50 to 250 μg/L of As (V) 
were prepared. 0.1 M hydrochloric acid and 0.1 M sodium 
hydroxide were used to maintain the pH, and adsorbent 
dose was varied from 0.25 to 1.25 g while investigating the 
adsorption isotherm. To study the effect of temperature in a 
range 25–65 °C on uptake of As (V) by Fe-AIB or Fe-AIL, 
1 g adsorbent was added to 100 ml of As(III) with initial 
concentration of 100 μg/L stirred at a rate of 60 rpm for vari-
ous temperatures. Inductively coupled mass spectrophotom-
eter (ICP-MS) was used to analyse the filtrate of solution to 
determine residue As (V). The quantity of adsorbed As (V) 
or the uptake capacity and percentage removal of arsenate 
was determined using Eqs. (1) and (2) (Yadav et al. 2014).

and,

where ci and ce correspond to initial and equilibrium con-
centration of arsenate (μg/L), V is the volume of arsenate 
solution (L), and W represents the mass of adsorbent (gm).

Desorption and regeneration analysis

In desorption analysis, series of Erlenmeyer flask filled 
with 50 ml arsenate solution (100 μg/L) was used to treat 

(1)qe (μg/g) =

(

ci − ce

)

V

W

(2)Percentage As (V) removal =
ci − ce

ci

× 100

1 gm of the adsorbent. The adsorbent loaded with arsenate 
was filtered. To remove unadsorbed arsenate, the adsorbent 
subjected to multiple washing with deionized water. Then, 
the adsorbent was subject to hydroxide treatment at vari-
ous concentrations, followed by filtration. The volume used 
for adsorption (Va) was 50 ml, and that for desorption (Vd) 
was 25 ml, maintaining the Vd/Va equals 0.5 (Chiban et al. 
2016). The analysis of filtrate was done to evaluate the des-
orbed arsenate. Following equation was used to find out the 
amount of desorbed arsenate:

In regeneration studies, 50  ml arsenate solution 
(100 μg/L) was used to treat 1 gm of the adsorbent and 
allowed to filter after attaining the equilibrium. For time 
equal to adsorption period, the hydroxide treatment (20 ml 
NaOH) of adsorbent was done. Then, the filtration was done 
and filtrate was analysed for arsenate desorbed. Excess 
NaOH was removed by multiple washing of adsorbent. 
Again, the adsorbent was treated with 50 ml arsenate solu-
tion (100 μg/L).

Under identical conditions, the blank control test was per-
formed. The amount of As (V) lost during the test was sub-
tracted from the experimental results. All the experiments 
were performed in triplicate at room 25 °C (room tempera-
ture). The average experimental values were reported, and 
the standard deviation was represented using error bars. The 
relative experimental error was within ± 5% (Table 2).

Results and discussion

Characterization of Fe‑AIB and Fe‑AIL adsorbents

The BET surface area, pore width and pore volume of Fe-
AIB and Fe-AIL are presented in Tables 3 and 4. The analy-
sis shows decrement in surface area, pore width and pore 
volume after the Fe impregnation in both the samples. This 
decrease may be attributed to the blocking of some pores 

(3)

Percent desorption =
released arsenate (μg/L)

initially arsenate adsorbed (μg/L)
× 100

Table 2  Physio-chemical properties of Fe-AIR

Analysis Value

Fe-AIB Fe-AIL

Moisture content (%) 10.95 13.81
pHzpc 6.76 5.41
pHslurry 6.23 5.19
Specific gravity (%) 0.227 0.208
Porosity 81 74
Particle size (μm) 227 251
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in samples due to Fe coating. Same trends of decrement in 
surface area, pore width and pore volume due to Fe incor-
poration have also been reported earlier (Ryu et al. 2017). 
The average pore width of Fe-AIB was reported lying in the 
range of 5–15 Å, which reveals its microporous nature; on 
the other hand, Fe-AIL falls in the mesoporous category as 
the pore width of Fe-AIL is less than 5 Å.

The SEM micrographs of Fe-AIB and Fe-AIL reveal 
the surface morphology. It shows a very porous structure 
of Fe-AIB, as a large number of pores and grooves can be 
clearly seen (Fig. 1), which may have resulted in a large 
surface area of the material. The micrographs of Fe-AIL 
(Fig. 2) show fewer pores and heterogeneity as in compari-
son with the Fe-AIB. In some of the pores, the aggregates 
of Fe can be seen in the micrographs of both adsorbents.

The distribution of surface elements of Fe-AIB and 
Fe-AIL examined by EDAX is presented in Figs. 3 and 4, 
respectively. The EDAX analysis reveals that both the adsor-
bents mostly comprise of C, Cl and Fe, indicating mixed 
metal oxide composition. Cl and Fe are known to be good 
binding agents. Fe oxide is the dominant species of adsor-
bents as per the analysis of chemical composition.

The XRD pattern of prepared Fe-AIB and Fe-AIL is illus-
trated in Figs. 5 and 6. Fe-AIB and Fe-AIL show a peak 
at 2θ equal to 18° and 25°, respectively, which depicts the 
amorphous pattern of both the adsorbents. However, the 
peak in case of Fe-AIB is border and sharper as compared 
to the peak of Fe-AIL. This pattern of the peak is common in 

Table 3  BET results of virgin AIB and Fe-AIB

BET surface area 
 (m2/g)

Pore volume 
 (cm3/g)

Pore width (Å)

Virgin AIB 878.139 0.247 14.358
Fe-AIB 352.442 0.193 6.956

Table 4  BET results of virgin AIL and Fe-AIL

BET surface area 
 (m2/g)

Pore volume 
 (cm3/g)

Pore width (Å)

Virgin AIL 359.732 0.169 6.135
Fe-AIL 192.116 0.092 2.974

Fig. 1  SEM micrograph of Fe-AIB

Fig. 2  SEM micrograph of Fe-AIL
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amorphous material containing pyrolytic carbon with amor-
phous iron oxide and micro-graphitic structure (Naeem et al. 
2016). XRD spectrum near to baseline subjects to amor-
phous nature of both adsorbents. From the literature, it can 
be concluded that amorphous nature of adsorbents is good 
for adsorption (Yakun et al. 2011).

The FTIR spectra of Fe-AIB and Fe-AIL recorded in the 
scale of 5000–450 cm−1, before and after adsorption, are 
shown in Fig. 7. At 3206.5 cm−1 and 3504.2 cm−1 in Fe-AIB 
and Fe-AIL spectra (before adsorption), a characteristic peak 
appears which may correspond to O–H stretching or chem-
isorbed water content (Liu et al. 2014). In the As(V) adsorbed 
Fe-AIB and Fe-AIL, the peak shifted to 3241.7 cm−1 and 
3432.1 cm−1, respectively. A weedy adsorption band appears 
at 1520.7 cm−1 after adsorption of arsenate on Fe-AIB, which 
can be assigned to C=C stretching of the aromatic ring (Ravik-
ovitch and Neimark 2006). A sharp peak before adsorption 

in Fe-AIB 1000.2 cm−1 at and small peak 1028.6 cm−1 at in 
Fe-AIL may result from C–OH stretching of COOH (Jad-
hav et al. 2015). After As (V) adsorption, the peak shifted to 
1096.4 cm−1 in Fe-AIB and to 1152.3 cm−1 in Fe-AIL. A sharp 
peak at 892.4 cm−1 appears in Fe-AIB after adsorption may 
attribute to the interaction of metal and oxygen (Shah et al. 
2015). No such peak is found in case of Fe-AIL.

Effect of initial arsenic concentration

The adsorptive behaviour of arsenate was analysed in the 
concentration range of 100–300 μg/L at pH 6.0, adsorbent 
dose of 1 g, stirring rate of 60 rpm and 25 °C tempera-
ture for the time of contact of 1 h, as shown in Fig. 8. The 
trend shows decrement in percentage removal of As (V) on 

Fig. 3  EDX image and elemental composition of Fe-AIB

Fig. 4  EDX image and elemental composition Fe-AI

Fig. 5  XRD curve for Fe-AIB

Fig. 6  XRD curve for Fe-AIL
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Fe-AIB and Fe-AIL with increase in initial As (V) concen-
tration. This decrement may result from the saturation of 
active adsorption sites.

The ratio of ion and adsorbent increases which saturates 
the higher energy sites, and efficiency of adsorption gets 
decreased (Mondal et al. 2012). But with increase in As 
(V) concentration, the quantity of As (V) adsorbed per unit 
mass of Fe-AIB and Fe-AIL increases. This increase may be 
attributed to lowering in resistance to the uptake of As (V) 
with increase in concentration (Bhaumik et al. 2011).

Effect of adsorbent dose

To attain the maximum capacity of adsorption of Fe-AIB 
and Fe-AIL and hence the maximum percentage of As (V) 
removal from the water phase, the adsorbent dose varied 

from 0.25 to 1.25 g/L. Further addition from 1 g/L in case 
of Fe-AIB and 0.75 g/L in case of Fe-AIL does not reduce 
the As (V) residual concentration. These findings are shown 
in Fig. 9. This increase in As (V) removal percentage with 
increase in dose may be due to enhanced surface area and 
availability of more adsorption sites (Božić et al. 2009). The 
saturation in removal efficiency of Fe-AIB after 1.00 g/L 
and of Fe-AIR after 0.75 g/L may be due to attainment of 
maximum adsorption. Hence, the number of ions remains 
constant even with further increase in adsorbent dose (Thapa 
and Pokhrel 2012).

Effect of time of contact

The impact of contact time on adsorption of As (V) using Fe-
AIB and Fe-AIL was studied in the time span of 15–75 min 

Fig. 7  FTIR spectra of Fe-AIB and Fe-AIL before and after adsorption

Fig. 8  Effect of initial arsenic 
concentration on adsorption of 
As (V) by Fe-AIB and Fe-AIL
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at pH 6.0, and 1.0 g dose is shown in Fig. 10. The per cent 
As (V) ion removal as a function of contact time depicts 
biphasic nature on the surface of both the adsorbents with 
a quick uptake up to 45 min for Fe-AIB and 30 min for 
Fe-AIL and gradually attains equilibrium after that. After 
that, no significant change in per cent As (V) removal was 
observed. The availability of a large number of binding sites 
on the surface of adsorbent at an initial phase may result in 
quick adsorption. Due to repulsive forces between As (V) 
molecules on the surface of adsorbent and bulk phase in the 
later phase, the occupancy of left out vacant sites became 
difficult (Rajesh 2010).

Effect of pH

At an optimum concentration of 100 μg/L, the uptake 
capacity and per cent removal of As (V) as a function 
of pH by Fe-AIB and Fe-AIL are shown in Fig.  11. 
For Fe-AIB, the optimum per cent removal obtained as 
93.997 (9.337 μg/g) was attained at 6.0 pH.  HAsO4

2– and 
 H2AsO4

– were the predominant species in the pH range 

of 2–10. In the pH spectrum of 4–6, the arsenate species 
exist mainly as  H2AsO4

– and  HAsO4
2– in pH range of 

8–10. Both the species co-exist in the 6–8 pH range. At 
optimum pH, the probable mechanism is adsorption of 
 HAsO4

2–(anionic species) on to positively charged adsorp-
tion sites through the bonding with R-OH group present 
on the Fe-AIB surface (Kumari et al. 2005). The decre-
ment in removal efficiency at high pH can be attributed to 
dominancy of density of  OH- ions, which results in their 
competition with anionic arsenate species. Moreover, at 
alkaline pH, R-OH, R-COOH and R–CO–NR groups of 
Fe-AIB are negatively charged and result in repulsive force 
between the anionic arsenate species and the adsorbent 
(Sarı and Tuzen 2010). For Fe-AIL, the optimum removal 
of 88.698% was obtained at 4.0 pH. This can be attributed 
to the fact that arsenate species are efficiently adsorbed 
at acidic conditions. Adsorption of As (V) by Fe-AIL is 
supposed to be performed by as anion exchange along with 
physiochemical adsorption. Under acidic conditions, the 
surface of adsorbent is positively charged, which get bal-
anced by their escort anions (Ansari and Sadegh 2007).

Fig. 9  Effect of adsorbent dose 
on adsorption of As (V) by Fe-
AIB and Fe-AIL
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Fig. 10  Effect of contact time 
on adsorption of As (V) by Fe-
AIB and Fe-AIL
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Effect of stirring rate

The effect of different rates of stirring varying from 60 and 
120 rpm at optimum conditions was analysed for Fe-AIB and 
Fe-AIL and is presented in Fig. 12. For both the adsorbents, 
it was observed that the removal efficiency decreases with 
increase in stirring rate. This decreasing trend of removal 
efficiency can be due to the fact that less time is available 
for the interaction of arsenate ions and surface of the adsor-
bent for interaction at high agitation speeds which also can 
separate the ions that are loosely bounded (Roy et al. 2014). 
Removal percentage of As (V) drastically decreases with 
increase in stirring rate. This decrease in removal percentage 
can be attributed to the fact that less time of contact available 
for adsorbent and adsorbate and hence results in reduced 
adsorption when the rate of stirring increases.

Effect of temperature

The impact of temperature on the removal of As (V) by Fe-
AIB and Fe-AIL at various temperatures ranges from 303 
to 325 K. Figure 13 presents that removal percentage using 
Fe-AIB increases from 91.525 to 94.614% when temperature 

changes from 301 to 313 K and then decreased. The same 
trend was observed using Fe-AIL, where removal percent-
age changes from 88.175 to 90.432% when temperature 
changes from 303 to 308 K and declines after that. This 
may be attributed to the fact that both the adsorbents are 
losing their adsorption capacity at elevated temperatures 
by means of denaturation. Also arsenate ions (solute) move 
with high rates at elevated temperature and time available 
for their interaction with active sites of adsorbent decreases 
(Kanwal et al. 2012).

Adsorption kinetics analysis

The physicochemical study of adsorption kinetics is sig-
nificant as it provides valuable information about reaction 
mechanism involved and pathways of reaction. Moreover, 
it also provides the uptake rate of solute, which describes 
the residence time of solute on the surface of the adsor-
bent. In the current study, the As (V) adsorption kinetics 
and mechanism of adsorption on the prepared adsorbents 
were evaluated at various temperatures. Pseudo-first-order, 
Pseudo-second-order, Elovich equation, Bangham model 
and intraparticle diffusion models were used to evaluate 

Fig. 11  Effect of pH on adsorp-
tion of As (V) by Fe-AIB and 
Fe-AIL
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Fig. 12  Effect of stirring rate on 
adsorption of As (V) by Fe-AIB 
and Fe-AIL
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the obtained data. Parameters of the five models are listed 
in Table 5. The R2 (coefficients of determination) values 
determine the goodness-to-fit model. Relatively higher 
values of coefficients of determination show that the model 
well describes the kinetics of As (V) adsorption by the 
adsorbents.

The Lagergren first-order equation assumes that the 
overall rate of adsorption is proportional to the difference 
in concentrations at saturation and the cumulative quantity 
of solute uptake. The pseudo-first-order rate equation is 
expressed as Eq. (4) (Depci et al. 2012)

where the quantity of As (V) adsorbed after time t and at 
equilibrium (μg/g) is denoted by qt and qe, respectively. k1 
is the rate constant for the first-order model. Lower values 
of R2 and vast gap between the calculated and experimental 

(4)Log
{(

qe

)

−
(

qt

)}

= Log
{

qe

}

−
k1

2.303
t

values of maximum solute adsorbed (Table 6) show that 
Pseudo-firs- order model is unsuitable for explaining the 
mechanism for the As (V) uptake by and Fe-AIL.

Ho and Mckay second-order model assumes that shar-
ing of electrons through chemisorption controls the rate 
of adsorption. It deals more with mechanism of chemical 
reaction. The pseudo-second–order kinetic equation is as 
Eq. (5) (Bayramoglu et al. 2009)

where k2 is the rate constant for the second-order model, qt 
is the arsenate adsorbed after time t, and qe is the arsenate 
adsorbed on Fe-AIB and Fe-AIL at equilibrium. The slope 
of plot t/qt versus t would yield qe (adsorption capacity at 
equilibrium). From Table 6, it can be seen that the difference 
between qe and qe,exp values is very less along with good R2 

(5)
t

(qt)
=

1

(k2)(qe)
2
+

t

(qe)

Fig. 13  Effect of temperature on 
adsorption of As (V) by Fe-AIB 
and Fe-AIL
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Table 5  Kinetic parameters for 
adsorption of arsenic by Fe-AIB 
and Fe-AIL

Kinetic model Parameters Fe-AIB Fe-AIL

Values R2 Values R2

Pseudo first order qe,exp (μg/g) 10.9917 0.915 9.4702 0.821
qe (μg/g) 5.8159 1.3452
K1 (g/μg-min) 0.0017 0.0004

Pseudo second order qe,exp (μg/g) 10.9917 0.997 9.4702 0.991
qe (μg/g) 11.7708 9.1313
K2 (g/μg-min) 0.0074 0.0031

Intraparticle diffusion kpi (μg/g min°.5) 0.7642 0.844 0.6049 0.865
C 3.4874 4.0144

Elovich model α (μg g−1 min−1) 12.1553 0.959 1.87552 0.920
β 0.4288 0.5406

Bangham kinetic model kr (μg/g-min) 9.6421 0.92 3.1479 0.891
m 3.1968 4.0069
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value, so it can be concluded that second-order model can 
very well approximate adsorption reaction mechanism.

Weber–Morris intraparticle diffusion graph is used to 
evaluate the mechanism involved in the adsorption pro-
cess. The Weber–Morris intraparticle model is given by 
eq. (6) (Bazarafshan 2017)

where qt is arsenic adsorbed on Fe-AIB and Fe-AIL after 
time t, kpi is the intraparticle diffusion rate constant, and 
constant C gives the thickness of the boundary layer. A low 
value of C implies less effect of the boundary layer on the 
process of adsorption. qt versus t0.5 correspond to multi-lin-
earity plot having two adsorption stages. First linear portion 
represents mass transfer at faster rates through film diffu-
sion, and the second portion corresponds to uptake of As (V) 
through intraparticle diffusion. It is conferred that intrapar-
ticle diffusion and film diffusion takes place simultaneously 
as the straight line is not passing through origin (Nandi et al. 
2009). The values of kpi, C and R2 values from the table infer 
that during adsorption of As (V) on Fe-AIB and Fe-AIL, one 
of the rate controlling steps is intraparticle diffusion.

Elovich model explains the phenomenon of chemisorp-
tion with negligible desorption. This model assumes that 
adsorption rate decreases as the surface coverage increases 
with time. Elovich model is given by Eq. (7) (Juang and 
Chen 1997)

where α (mg g−1  min−1) a is the rate constant for initial 
adsorption, and β is the rate constant for desorption. The 
simplified form of Eq. (7) can be written as:

(6)qt = kpit
0.5 + C

(7)
dqt

dt
= � exp (−�qt)

qt versus t yield a plot in the present study for both the adsor-
bents indicate switching from one active site to another site 
having different kinetics of the reaction. For the case of 
Fe-AIB, Elovich plot can be subdivided into two stages. In 
the first stage, the adsorption takes place at a faster rate on 
to the adsorbent surface, and in a later stage, the adsorp-
tion takes place in the inner surface may be in micropore 
(Chien and Clayton 1980). No such trend was observed in 
the Elovich plot of Fe-AIB, suggesting that a major portion 
of the adsorption process takes place on the outer surface 
of Fe-AIL.

Bangham kinetic model was used to investigate the role 
of pore diffusivity in the present study. The linear form of 
Bangham kinetic equation will be given by Eq. (9) (El Saliby 
et al. 2013)

where qt is the quantity (μg/g) of As (V) adsorbed at time 
t (min), kr is the rate constant for As (V) adsorption, and 
factor 1/m represents the intensity of adsorption. From the 
Bangham plot for Fe-AIB, the value of Kr comes out be 
very close to the obtained value of adsorbed amount (qe,exp) 
and linear nature of obtained curve suggests pore diffusion 
plays an important role in the adsorption of As (V) (Taştan 
et al. 2012). For Fe-AIL, the straight line obtained is not 
very linear, suggesting its deviation from Bangham model. 
It can be observed that the overall reaction rate cannot be 
controlled by pore diffusion alone, but also by film diffusion 
and intraparticle diffusion.

Adsorption isotherms models

Adsorption isotherms are mathematical models used to pre-
dict adsorbate distribution among the solid–liquid phase, and 
obtained data are helpful in evaluating the mechanism of 
adsorption. There are numerous models used in the literature 
to enumerate experimental findings of adsorption isotherm. 
The Langmuir (LM), Freundlich (FM), Temkin (TM) and 
Dubinin–Radushkevich models (D–RM) are the most fre-
quently used models. In the current study, these four models 
were used to explain the relationship among the adsorbed 
quantity of As (V) on Fe-AIB and Fe-AIL with its concentra-
tion at equilibrium.

LM Isotherm

The obtained data were fitted to LM adsorption isotherm at 
equilibrium by assuming adsorbent having identical finite 
number of active sites upon which monolayer adsorption 

(8)qt =
ln(��)

�
+

ln(t)

�

(9)qt = (kr)t
1∕m

Table 6  Isotherm data for adsorption of arsenate by Fe-AIB and Fe-
AIL

Adsorption 
isotherm

Parameters Fe-AIB Fe-AIB

Values R2 Values R2

Langmuir iso-
therm

qmax (μg/g) 36.9636 0.9937 29.1812 0.9989
KL (L/μg) 0.0516 0.1145
RL 0.1623 0.0803

Freundlich 
isotherm

KF (μg/g) 2.1712 0.9899 1.0362 0.9912
n 1.6130 1.2786

Temkin isotherm AT (L/μg) 0.7203 0.983 0.0453 0.970
bT (J/mol) 324.2599 79.4315
B 8.7199 5.7896

D–R isotherm qmax (μg/g) 21.9289 0.9037 19.1885 0.9169
E (J/mol) 45.342 6.3845
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taking place. Following equation in linear is used to express 
isotherm (Langmuir 1918):

where qe is the As (V) concentration at equilibrium on the 
Fe-AIB and Fe-AIL (μg/g), Ce is the equilibrium arse-
nate concentration in the solution (μg/l), qmax (μg/g) is 
the adsorption capacity (maximum) of the adsorbent, and 
KL(l/μg) is the Langmuir constant and is associated with 
the free energy of adsorption. The value of all these param-
eters obtained from the plot of 1/qe versus 1/ce is presented 
in Table 6. Higher values of R2 (above 0.99) for both the 
adsorbents represent a good fit of LM to adsorption of As 
(V) on the adsorbents. Separation factor (RL) is one of the 
important parameters of LM isotherm which tells whether 
the adsorption is favourable or not and mathematically can 
be expressed as given in Eq. (11)

RL values lying in between 0 and 1 correspond to favourable 
adsorption (Bulut et al. 2007). In the present study, the val-
ues of RL obtained from both the adsorbents are presented 
in Table 6. It can be seen that the RL value for Fe-AIB is 
0.1623 and for Fe-AIL is 0.0803, indicating the favourable 
adsorption.

FM Isotherm

Then, the obtained data were fitted to FM adsorption iso-
therm, which assumes that free energy of adsorption is het-
erogeneous in nature and varies with the surface coverage 
(Freundlich 1906). Mathematical expression of FM isotherm 
can be give by Eq. (12)

where KF and n are FM isotherm constant and can be evalu-
ated from the linear plot of log qe versus log ce. n indicates 
how favourable adsorption process is. 1/n values in the range 
0–1 are measure of intensity of adsorption and heterogeneity 
of surface; heterogeneity increases as the value approaches 
0. 1/n value below 1 corresponds to normal LM isotherm. 
The values of FM isotherm constants and R2 for Fe-AIB and 
Fe-AIL are also presented in Table 6. The numerical value of 
n for Fe-AIB is 1.6130 and for Fe-AIL is 1.2786, indicating 
that As (V) ions are adsorbed favourably. FM model does 
have good agreement with experimental data as the values 
of R2 are high for both the adsorbent. The capacity of the 
microparticle to remove As (V) confers by these findings.

(10)
1

qe

=
1

qmaxKLCe

+
1

qmax

(11)RL =
1

1 + KlCi

(12)log qe = log KF +
1

n
log Ce

TM Isotherm

The TM isotherm is derived from LM isotherm, assuming 
that energy of adsorption decreases with surface coverage, 
resulting from repulsive forces acting on the surface (Tem-
kin 1940). The linear form of isotherm equation can be rep-
resented as:

b (J/mol) where corresponds to TM isotherm constant, T(K) 
is absolute temperature, and R (J/mol-K) is the universal gas 
constant. B is a dimensionless constant associated with the 
heat of adsorption. AT (L/μg) is adsorption constant related 
to the binding energy. The TM isotherm plot for Fe-AIB and 
Fe-AIL is presented in Fig. 14, and the parameters of iso-
therm are listed in Table 6. The value B for Fe-AIB is 8.7199 
and for Fe-AIL is 5.7896. The range of binding energy for 
the mechanism of ion exchange is 8–16 kj/mol. The low 
value of binding energy in case of Fe-AIL suggests weak 
interaction between the solute and adsorbent, and the prob-
able mechanism could be ion exchange. The comparative 
low value of R2 for both the adsorbents infers that As (V) 
adsorption does not closely follow TM isotherm.

D–RM Isotherm

The D–RM isotherm is more general in nature than LM as 
there is no assumption of homogenous surface or constant 
potential of adsorption. The linear form of D–RM Isotherm 
is expressed as:

where E (kJ/mol) represents mean adsorption energy. Other 
parameters of Eq. (14) are the same as discussed in earlier 
equations. If the E value for adsorption lies in the range 
8–16, chemisorption is dominating phenomenon. For E val-
ues less than 8, physio-sorption dominates (Wu et al. 2012). 
The E value for Fe-AIB is greater than 8, and it corresponds 
to chemisorption. For Fe-AIL, E value is less than 8 which 
indicates physical adsorption and suggests that sorption 
process onto the surface of Fe-AIL may not be only ion 
exchange mechanism or chemisorption. Thus for adsorp-
tion of As (V) by Fe-AIL, pore filling can also be a feasible 
process.

Thermodynamic assessments

The thermodynamic analysis is used to determine the spon-
taneity of the process. Also, the analysis reveals endothermic 
or exothermic nature of the reaction, change in entropy or 

(13)qe = (B) ln AT + (B) ln Ce where B =
RT

bT

(14)ln qe = ln qmax −
1

2E2

{

RT ln

(

1 +
1

ce

)}2
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change in ΔG° (Gibbs free energy) and basis of excitation. 
Various thermodynamic parameters like ΔH° (enthalpy 
change), ΔS° (entropy change) and ΔG° can be calculated 
from the following equations (Balarak et al. 2016):

where Kc is equilibrium thermodynamic constant. Other 
parameters of Eq. (15) are the same as discussed in earlier 
equations. The slope and intercept of a linear plot between 
log Kc and − 1/T from Eq. (16) would yield ΔH° and ΔS°, 
respectively.

The findings of thermodynamic assessments for adsorp-
tion of As (V) on Fe-AIB and Fe-AIL are presented in 

(15)ΔG
◦

= −RT ln Kc

(16)Log Kc =
ΔS

◦

2.303R
−

ΔH
◦

2.303RT

Table 7. For Fe-AIB, it can be seen from the table that 
all the values of ΔG° at different temperatures are nega-
tive which infers about spontaneous nature of adsorption 
of As (V) on to Fe-AIB, while the decrement in values of 
ΔG° with increase in temperature shows that spontane-
ity increases with increase in temperature (Bulut and Tez 
2007). The values of ΔH° and ΔS° are 34.6891 kJ mol−1 and 
13.4454 kJ mol−1 for Fe-AIB. The typical standard value 
of ΔH° falls in the range 20.9–418.4 kJ/mol for the heat of 
chemical reactions, so it can be concluded that adsorption 
with Fe-AIB takes place through chemisorption and nature 
of the process was endothermic. The positive value of ΔS° 
confirms the increment of free active sites at the interface 
of solid–liquid during adsorption. For Fe-AIL, the positive 
value of ΔG° implies increment in randomness of the pro-
cess of adsorption. The positive value of ΔH° and ΔS° infers 
that the nature of adsorbent is endothermic and randomness 

Fig. 14  Four adsorption equi-
librium plots: LM isotherm, FM 
isotherm, TM isotherm, D–RM 
isotherm. (Experimental condi-
tions: dose, 1 g; contact time, 
60 min; pH, 6.0; temperature, 
25 °C; agitation speed, 80 rpm)
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Table 7  Thermodynamic 
parameters for adsorption of As 
(V) by Fe-AIB and Fe-AIL

Thermodynamics parameters Temp (K) Fe-AIB Fe-AIL
ΔG° (KJ/mol) ΔG° (KJ/mol)

Standard Gibb’s free energy 298 − 2.6326 6.9815
308 − 2.7318 6.3114
318 − 2.7511 5.9887
328 − 2.7888 5.7719
338 − 2.7891 5.7413

Standard enthalpy change ΔH° (kJ mol−1) 34.6891 1.1918
Standard entropy change ΔS° (kJ mol  K−1) 13.4454 7.0912
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of the process increases with temperature (Bazrafshan et al. 
2015).

Effect of co‑existing ions

Arsenic-contaminated groundwater might also contain vari-
ous anions that can hamper the process of adsorption and 
can be competitor for As (V) ions for adsorption. Phosphate 
 (PO4

3−), sulphate  (SO4
2−), silicate  (SiO3

2−) and nitrate 
 (NO3

−) are the major co-existing ions with arsenic, which 
has the potential to inhabit its adsorption. For understanding 
the influence of co-existing ions on the removal of arse-
nate, solution of As (V) was spiked with  PO4

3−,  SO4
2− and 

 NO3
− and As (V) removal was determined. At a constant 

pH 6, phosphate and silicate ions cause the most significant 
depression in removal percentage of As (V), for both the 
adsorbents as shown in Fig. 15. The most massive reduction 
in percentage removal is observed due to the presence of 
phosphate ions and then by silicate ions under experimental 
conditions. It is majorly these two anions which compete 
with As (V) species to be adsorbed by Fe-AIB and Fe-AIL. 
Due to inner core complexation,  PO4

3− and  SiO3
2− get 

strongly adsorbed by surface of Fe oxide.  PO4
3− adsorbs Fe 

oxide when complex on the surface is formed with surface 
R-OH group (Goldberg 1985).

On the other hand, nitrate and sulphate ions have minimal 
impact on per cent removal of As (V).  SO4

2− and  NO3
−can 

get adsorb on to the surface by complexation of the outer and 
inner surface. Also their binding ability with metal oxides 
is poor as in comparison with As (V) (Meng et al. 2000). 
Hence, the adsorption of As (V) was significantly influenced 
by phosphate and silicate ions.

Desorption and regeneration capacity

Reusability of adsorbent with good adsorption capacity, 
without losing its inherent characteristics, is essential from 

economic perspective. For a big-scale application or indus-
trial use, it is crucial to make repetitive use of the active 
sites of the worn adsorbent. This will not only cut down 
the cost of operation but also will deteriorate the risk of the 
secondary pollutant. Significant performance for adsorption 
as well as for desorption is the essential characteristics of an 
efficient adsorbent. Different types of eluents were used in 
the past for the evaluation of adsorption–desorption charac-
teristics. In the present study, NaOH solutions of different 
strengths were used to analyse desorption performance, and 
their influence on desorption of is presented in Fig. 16. The 
use of NaOH solution for desorption of As(V) was based 
on anticipation that the probability of OH- ions to com-
pete with already adsorbed As (V) on Fe-AIB and Fe-AIL. 
Strong alkalis much supports the desorption of As (V) ions. 
It can be seen from Fig. 16 that with increase in strength of 
sodium hydroxide solution, the percentage desorption keeps 
on increasing for both the adsorbents. 49.1% of adsorbed 
arsenate ion from Fe-AIB desorbs when 0.02 M sodium 
hydroxide solution was used. The value goes up to 71.3% 
when the concentration of sodium hydroxide solution was 
0.1 M. Concerning Fe-AIL, high removal percentage (up to 
88.78) was achieved at higher concentration (0.1 M). Both 
Fe-AIB and Fe-AIL are subjected to analysis for reusability 
as shown in Fig. 17. For Fe-AIB, appreciable decrement is 
observed after 5 cycles, while in Fe-AIL, the trend of decre-
ments starts after third cycle only.

Adsorption capacity comparison of different 
adsorbents from the literature for removal of As (V)

The adsorption potential of Fe-AIB and Fe-AIL needs to be 
compared with other adsorbents used for the same purpose 
to justify their validity. The value of qmax at different operat-
ing conditions is listed in Table 8. It is not possible to com-
pare the adsorption capacity of Fe-AIB and Fe-AIL directly 
with other adsorbents due to different operating conditions. 

Fig. 15  Effect of co-existing 
ions on the adsorption of As(V). 
(Experiment conditions: initial 
As(V) concentration 100 μg/L, 
adsorbent dosage 1.0 g/L, solu-
tion pH 6.0, agitation speed 
60 rpm)
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Fig. 16  desorption study on 
Fe-AIB and Fe-AIL by NaoH as 
desorbing agent
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Fig. 17  Variation in percentage 
removal of As(VI) by repetitive 
use of Fe-AIB and Fe-AIL
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Table 8  Comparison of adsorption capacity of various adsorbent adsorbents used for As (V) remediation

Adsorbent Initial pH T (K) Dose (g/L) Conc. (mg/L) qmax (mg/g) References

Manganese oxide loaded sand 4.5 298 2.00 1–100 0.09 Chang et al. (2009)
Laterite (Raw) 5.5 302 20.0 0.2–20 0.51 Maiti et al. (2008)
Coal mine drainage sludge coated polyurethane 6.0 298 1.0 1–100 7.3 Kumar et al. (2020)
Fe-Hickory biochar 5.8 298 1.0 0.1–55 16.0 Hu et al. (2015)
FeCl3 treated lemon residues 6.5 298 0.1 1–100 0.474 Marín-Rangel et al. (2012)
Waste Fe–Mn oxides embedded in chitosan 6.0–6.5 298 1.0 100 26.80 Ociński and Mazur (2020)
Amino-functionalized γFe2O3-β-Zeolite 5.0 353 10 5–50 30 Faalzadeh and Faghihian (2015)
Thioglycolated sugarcane carbon 6.0 303 1.0 15 0.085 Roy et al. (2013)
Fe-AIB 6.0 298 1.0 0.1–0.3 0.365 Present study
Fe-AIL 4.9 298 1.0 0.1–0.3 0.298 Present study
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However, both the adsorbents used in the present study 
show good adsorption capacity when compared with other 
adsorbents. The variation in adsorption capacity for differ-
ent adsorbents is due to difference in individual properties 
(functional group, surface structure and available surface 
area) of adsorbents (Ozsoy and Kumbur 2006).

Conclusion

The present study shows that macro- and microparticles 
synthesized from the Azadirachta indica tree, like Fe-AIL 
and Fe-AIB, can be used as efficient adsorbent for the 
remediation of As (V)-contaminated wastewater. It has 
been observed that various process parameters like pH, 
adsorbent dose, contact time, initial arsenate concentration, 
operating temperature and stirring rate affect the process of 
adsorption. Adsorption studies under different experimental 
conditions indicate rapid adsorption of As (V) in the first 
45 min for Fe-AIB and 30 min for Fe-AIL, thereafter it 
slowly increases to attain equilibrium in about one hour. 
The maximum removal of As (V) was noted at 6.0 pH using 
Fe-AIB and at 4.0 with Fe-AIL. The removal percentage 
of As (V) from aqueous solution by Fe-AIB was 96.5% 
(36.5 μg/g) and 90.3% for Fe-AIL. In the analysed range of 
concentration, the equilibrium data were very well fitted to 
Langmuir (LM), Freundlich (FM), Temkin isotherm (TM) 
and reasonably will be fitted to Dubinin–Radushkevich 
(D–RM) isotherm. The arsenate adsorption kinetics onto 
Fe-AIB and Fe-AIL follows second-order equation. Dif-
ferent thermodynamic parameters including ΔG°, ΔS° and 
ΔH° were calculated by using adsorption isotherm data at 
various temperatures. For Fe-AIB, negative values of ΔG° 
imply spontaneous adsorption and positive value of ΔG° for 
Fe-AIL indicates the endothermic nature of its interaction 
with As (V) ions for adsorption. The efficacy is evaluated 
in terms of reusability. By analysing adsorption/desorption 
trends of Fe-AIB and Fe-AIL, we can conclude that Fe-AIB 
is more suitable than Fe-AIL for continuous flow operation. 
A consistent high efficiency of approximately 90 per cent 
after the repeated operation even after five cycles reflects 
high regeneration capacity of Fe-AIB.
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Optimization of Arsenate Adsorption over
Aluminum-Impregnated Tea Waste Biochar Using

RSM–Central Composite Design and Adsorption Mechanism
Ghazi Mohd. Sawood1; Ashutosh Mishra2; and S. K. Gupta3

Abstract: Aluminum-impregnated tea waste activated carbon (Al-TC) synthesized for adsorption of arsenate at optimum conditions.
The Al-TC produced through slow pyrolysis of tea waste followed by the impregnation of anhydrous aluminum. The operating conditions
(initial metal concentration, pH, contact time, and adsorbent dose) were optimized using response surface methodology–central composite design
statistical technique, with percentage arsenate removal as a targeted response. The response surface analyses and analysis of variance reveals an
excellent fit of experimental data into the quadratic model, and the interactive effect of pH and initial concentration was highly significant on
arsenate removal capacity. The obtained optimal conditions corresponding for good percentage arsenate removal were at 100 μg/L, pH 6.0, ad-
sorbent dose 1.0 g, and contact time 1 h. The synthesized mesoporous adsorbent possesses a high surface area of 396 m2/g and an excellent
uptake capacity of 99.6 μg/g. The probable mechanism for adsorption proposes that electrostatic forces and hydrogen bonding are responsible
for adsorption of arsenic species (H2AsO4

− and H3AsO4) at pH 2.0, the arsenic species, including HAsO4
−2 and H2AsO4

− are removed through
adsorption and ion exchange at pH 6.0, and weak adsorption of AsO4

3− through ion exchange at pH 10.0. Coexisting PO4
3− and SiO3

2− ions neg-
atively affect the arsenate adsorption whereas CO3

2−, SO4
2−, Ca2+, and Mg2+ ions do not have a significant impact on the adsorption process. The

arsenate’s using Al-TC obeyed the Langmuir isotherm model and the kinetic data best fits into the pseudo-second order model. The adsorption
process has proven to be spontaneous and endothermic. The produced Al-TC can be used very effectively for the treatment of arsenate containing
aqueous media. DOI: 10.1061/(ASCE)HZ.2153-5515.0000581. © 2020 American Society of Civil Engineers.

Author keywords: Tea waste; Aluminum impregnation; Arsenate; Response surface methodology (RSM); Adsorption mechanism.

Introduction

For human societies, groundwater serves as the chief water re-
source and accounts for approximately 65% annual water supply.
Several heavy metals contaminate the groundwater. These heavy
metals are one of the main hazards associated with water resources;
contamination by arsenic is one of them. Millions of people from
countries including India, Bangladesh, Taiwan, China, Japan,
Canada, New Zealand, and the United States are dependent on
groundwater containing the elevated arsenic level for drinking pur-
poses (Mohan and Pittman 2007). Arsenic is a chemical element
present in group-15 of the periodic table and is a p-block element
with atomic number 15 and atomic mass 33 (Golami et al. 2009).
Arsenic is nonbiodegradable and a natural component of earth
present in the environment in both organic and inorganic form.
The organic form includes mono-methyl arsenate (MMA, dimethyl,
and arsenate-DMA) whereas the inorganic form includes arsine,
which is highly toxic and flammable. It is one of the most dangerous
contaminants for underground water and is a highly toxic in the or-
ganic form (Kumaresan and Riyazuddin 2001). Arsenic contamination

of groundwater results from both natural and anthropogenic activities
that cause harmful effects on the environment and human health. The
chief anthropogenic sources include burning fossil fuels, mining,
smelting, and combustion of wood (Ranjan 2019). The main natural
source includes weathering of minerals and rocks, volcanic eruptions,
and all biological activities (Kanel et al. 2005). There are many ways
arsenic enters the human body, but encystation through the food chain
is predominant. Several diseases are caused by arsenic such as dys-
function in the digestive system, shock leading to death, dysfunction
of the respiratory system, and hypertension (Sawood and Gupta
2020). The International Agency for Research of Cancer (IARC) de-
clared inorganic arsenic as a group A carcinogenic compound that
poses the greatest threat to human health (Adlnasab et al. 2019; Fakhri
et al. 2018). Some carcinogenic effects are skin cancer, bladder cancer,
lung cancer, and liver cancer. Arsenic exposure is linked to cardiovas-
cular effect, such as elevated blood pressure, hypertension, coronary
heart disease (CHD), stroke, and peripheral arterial disease (Tseng
2009). Owing to arsenic’s toxic nature, theWorld Health Organization
(WHO) has set a 10 µg/L allowable limit of arsenic in drinking water.
Arsenic chemistry in water is prominently affected by aquatic system
viz precipitation, oxidation-reduction, and ligand exchange (Baskan
and Pala 2011). The compounds of arsenic such as arsenious acid, ar-
senic acid, methyl arsenic acid, dimethyl arsenic, arsenate, and arsenite
are perceived in the environment. The aquatic system majorly com-
prises arsenic with +3 (arsenite) and +5 (arsenate) oxidation states
(Eljamal et al. 2011). Out of arsenic’s two forms observed in naturally
contaminated water, arsenite has proven to be more toxic than the ar-
senate. The arsenate species predominates under oxidizing and aerobic
conditions, and under moderately reducing and anaerobic conditions,
the arsenite species predominates (Patel et al. 2020). For remediation
of hazards caused by arsenate in the aquatic system, many techniques
are available that ensure the supply of arsenic-free water or reduce the
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quantity of arsenic in groundwater. Mainly these technologies are
coagulation-flocculation, membrane separation (microfiltration, re-
verse osmosis, ultrafiltration), oxidation (e.g., biological-oxidation,
photocatalytic oxidation, oxidation and filtration), ion exchange,
and adsorption (activated alumina metal-organic framework, Fe-
based sorbents) (Asere et al. 2017; Nicomel et al. 2016; Tripathy
and Raichur 2008; Uthappa et al. 2020). Adsorption has been es-
tablished as one of the best arsenic removal technologies in recent
decades. Compared with the other arsenic removal techniques, ad-
sorption is effective due to its low processing cost, easy regener-
ation, and sludge-free or minimal sludge operation (Boddu et al.
2008).

Activated carbon is considered organic adsorbent and has
been widely used to remediate different contaminants from the
aquatic system. How activation takes place can alter the functional
group. The activated carbon possesses high adsorption capacity due
to various forms of active groups (e.g., carbonic, hydroxyl, carbox-
ylic acid) and a large surface area (Kanel et al. 2005). Low-cost ad-
sorbents attracted the researchers to remediate heavy metals as they
are less expensive than synthetic activated carbons and membrane
separation. The process of biosorption by agro-wastes and other
natural bio sorbents is considered an ecofriendly approach and
has proved to be nonhazardous and cost-effective for remediation
of heavy metals from the aquatic system. Biochar, which is finely
powdered charcoal and possesses high surface area, is prepared
by pyrolysis of biomass at a high temperature in the absence or
limited supply of oxygen. Although biochar reportedly has limited
adsorption capabilities for the remediation of arsenate from
contaminated water. Biochars derived from rice husk are reported
to have 25% arsenate removal (21.4 μg/g arsenate uptake) with
90 μg/L aqueous solution. The sewage sludge and municipal
waste biochar adsorb 53% (46.8 μg/g arsenate uptake) and 55%
(49.2 μg/g arsenate uptake), respectively, at the same initial arse-
nate concentration, which is less in comparison with removal by
sandy loam soil (60% or 53.9 μg/g arsenate uptake) (Agrafioti
et al. 2014). Biochar derived from perilla leaf results in 76% arse-
nate removal (3.85 mg/g arsenic uptake) at the pyrolysis tempera-
ture of 300°C and 7 pH (Niazi et al. 2018a). Arsenate mitigation
using Japanese oak wood biochar was investigated, and the batch
experiments show a maximum arsenic removal capacity of
3.89 mg/g (92%) (Niazi et al. 2018b). Empty fruit bunch biochar
at 8.0 pH reported having maximum arsenic removal of 5.1 mg/g
(Samsuri et al. 2013). Solid waste-based biochar under optimum
conditions shows 3.548 μg/g arsenate uptake (Agrafioti et al.
2014). Moreover, MSW was also investigated for its suitability

in arsenate removal and proven to be a good biosorbent having
24.4 mg/g uptake capacity (Jin et al. 2014). Banana pith biochar
shows a maximum adsorption capacity of 120 μg/g at room temper-
ature (Lata et al. 2019). Significant quantities of tea waste result
from tea leaves extraction, carried out to produce bottled and
instant teas. Tea wastes are porous, and their network structure
mainly consists of hemicelluloses and cellulose, condensed
tannins, structural proteins, and lignin (Cai et al. 2015). Proper re-
cycling of tea wastes can result in a cheap source of biomass, and
resolves the environmental issues related to the tea waste’s simple
disposal. The biomass synthesized from tea waste contains amine,
carboxyl, and phenolic hydroxyl groups that synergize in physio-
chemical with metal ions through ion exchange or inner-sphere
complex formation (Cai et al. 2015). The capability of tea waste
and its biochars to effectively remediate the water containing
heavy metals has already been reported (Ng et al. 2013; Pal and
Maiti 2019; Panneerselvam et al. 2011).

The surface modification of biochars has been attempted by
many researchers in the recent past to enhance biochar’s adsorption
capacity for arsenate removal (Table 1). The surface modifications
include metal oxide/hydroxide addition (Alchouron et al. 2020;
Huo et al. 2020; Maghsodi et al. 2018; Nguyen et al. 2020;
Singh et al. 2020) and alkaline activation (Jin et al. 2014; Senthil-
kumar et al. 2020). Iron has been reported as the most common
metal impregnated into biochar for arsenate remediation, although
manganese and nickel were also used as impregnating materials
(Khojasteh et al. 2016). Iron oxides/hydroxides have already
proven to be efficient adsorbents for arsenic removal, due to
which their decoration on biochars has been found very effective
for arsenic remediation (Goldberg and Johnston 2001). However,
the high temperature (500°C–600°C) requirement for pyrolysis,
and high Fe to biochar mass ratio results in increased cost of
manufacturing (Hognon et al. 2014; Zhang et al. 2016). In addition,
as a consequence of an anoxic state that supports the reducing
dissolution of Fe oxides/hydroxides to liberate ferrous ions, the
iron-impregnated biochar may be unsuitable for seizing arsenate
(Liu et al. 2019; Maher et al. 2018). Under anoxic conditions, the
aluminum oxides/hydroxides are chemically more stable, so they
are better alternatives for surface modification of biochars. A com-
parative performance evaluation study of Fe and Al in the pH range
3–9 reported decreased arsenate adsorption at 7–9 pH due to Fe dis-
solution, whereas Al maintained approximately 100% adsorption
irrespective of the change in pH (Nagar et al. 2010).

To the best of our understanding and knowledge, the use of
aluminum loaded tea waste biochar (Al-TC) for the remediation

Table 1. Comparison of adsorption capacities of arsenate using metal/oxide/hydroxides modified adsorbents

Adsorbent Optimum conditions qmax (mg/g) References

MnO2 loaded sand pH 4.5, Temperature 298 K, Concentration 1–100 mg/L, Dose 2.0 g 0.09 (Chang and Lin
2009)

Fe loaded Hickory biochar pH 5.8, Temperature 298, Concentration 0.1–55 mg/L, Dose 0.1 g 16 (Hu et al. 2015)
Fe (III) chloride treated lemon waste pH 6.5, Temperature 298, Concentration 1–100 mg/L, Dose 1.0 g 0.48 (Marín-Rangel

et al. 2012)
Fe/Mn loaded chitosan pH 6.0, Temperature 298, Concentration 1–100 mg/L, Dose 1.0 g 26.8 (Ociński and Mazur

2020)
Fe–Al hydroxides pH 5.5, Temperature 298, Concentration 50–250 mg/L, Dose 2.2 g 78.62 (Masue et al. 2007)
MnFe2O4 magnetic nanomaterial pH 3.0, Temperature 298, Concentration 10 mg/L, Dose 0.3 g 90.4 (Zhang et al. 2010)
Iron oxide
Nano needle array-decorated biochar fibres

pH 7.0, Concentration 275 mg/L, Dose 1.0 g 93.94 (Wei et al. 2019)

γFe2O3-β-Zeolite pH 5.0, Temperature 353 K, Concentration 35 mg/L, Dose 10.0 g 30 (Faalzadeh and
Faghihian 2015)

Fe-AIL pH 4.9, Temperature 298 K, Concentration 0.3 mg/L, Dose 1.0 g 0.298 (Sawood and Gupta
2020)

Al impregnated waste tea biochar waste tea biochar pH 6.0, Temperature 298 K, Concentration 0.3 mg/L, Dose 1.0 g 0.099 This study
pH 6.0, Temperature 298 K, Concentration 0.3 mg/L, Dose 1.0 g 0.078 This study
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of arsenate has not been reported yet. Owing to better chemical
properties and favorable surface structure, tea waste biochar is ex-
pected to be a superior support of Al oxide instead of chars from
other biomass and zeolites. The present study’s objective was to
evaluate and test Al-TC as an efficient and cost-effective alternative
arsenate adsorbent. Batch adsorption arsenate operations were car-
ried out to evaluate the influence of process parameters, including
initial concentration, adsorbent dose, contact time, coexisting ions,
and pH on arsenate removal capacity. The experimental design was
used to optimize the arsenate removal test by applying central com-
posite design (CCD) under response surface methodology (RSM)
using Design-Expert software (Version 12.0.0, Stat. Ease. Inc.,
USA). Outcomes from chemical, structural, and morphological
characterization analysis were clubbed to propose the mechanism
of arsenate removal. The acquired result facilitates a scientific
basis for enhanced removal application of Al-impregnated biochar
to remediate of arsenate pollution.

Materials and Methods

All chemicals used in the present work were procured from M/S,
Merck India Ltd., and were of analytical grade. All sample bottles
and glassware were washed with a solution of detergent and rinsed
with water. Afterward, these items were subjected to soaking in
15%HNO3 solution for 12 h. Deionized (DI) water was used to pre-
pare the aqueous solutions. Standard arsenate solutions (1,000 μg/L)
were prepared by dissolving Na2HAsO4L7H2O in DI water and
slowly raising the volume up to 1 L.

In the present study, tea refuse was selected as the base material
for biochar synthesis due to its abundant availability as waste by-
products in India. The infused tea waste was collected from local
tea vendors of Kanpur City, India. Tea residue was washed multiple
times with DI water followed by oven drying at 70°C for 36 h. The
dried product was pyrolyzed at 650°C for 4 h under an inert envi-
ronment (in the absence of oxygen by circulating N2) in a muffle
furnace. The biochar thus produced was allowed to cool down
and was washed multiple times with the double distilled water to
remove any residual impurities or ash content. The washed char
was oven dried at 90°C for 12 h and then placed in a desiccator
and stored.

Instrumentation

For the analysis of arsenate concentration, Agilent inductively cou-
pled mass plasma spectrophotometer (ICP-MS)-7900 was used. A
number of pHs of different samples and solutions were investigated
using a Hanna edge pH meter-HI2020. Morphological investiga-
tions of Al-TC and aluminum distribution on to char were carried
out by fracturing the adsorbent to expose its internal structure
using a Carl Zeiss EVO 50 scanning electron microscope (SEM).
X-ray diffractometer (Bruker D8 focus) with λ= 1.5418 Å and
two theta angle range between 5° and 80° was used for determining
Al-species. The surface area, pore size, and pore width of virgin tea
waste char and Al-TC were determined using Autosorb iQ BET
multipoint equipment.

Preparation of Al-Impregnated Biochar

The tea residue biochar was rinsed multiple times with DI water
and dried in an oven at 70°C until the constant weight was
achieved. Next, 10 g of tea residue biochar was added to a 0.5 M

aluminum sulphate solution (100 mL) in a 250 mL beaker and sub-
jected to vigorous magnetic stirring for 12 h. After that, a dropwise
infusion of 4 M ammonium hydroxide to the solution was per-
formed until the pH attained a value of 8.0, at which almost all
Al precipitated as follows:

Al2(SO4)3 + 6NH4OH � 3NH4(SO4)2 + 2Al(OH)3(s) ↓ (1)

The suspension thus formed was allowed to settle for 12 h and then
dried in the oven at 110°C. The resultant solid product was washed
multiple times and then-oven dried at 70°C for 12 h. The dried solid
was grounded and screened by allowing it to pass through a
60-mesh sieve. The obtained Al-impregnated tea residue biochar
was labeled as Al-TC and stored before use.

Adsorption Process

RSM was applied for experimental design and optimization.
A CCD suggested model was used for designing the number of ex-
periments required. Initial concentration, time of contact, adsorbent
dose, and pH were the significant parameters analyzed for the ad-
sorption process. Batch operations designed by RSM were carried
out by adding a definite quantity of Al-TC in an arsenate-spiked
solution (100 mL) in a conical flask (250 mL) at room temperature.
The mixture was subjected to magnetic stirring at 120 rpm for
45 min. The suspension was allowed to settle for 1 h and then fil-
tered through a 0.22-μm syringe filter. The filtrate thus obtained
was analyzed to determine the remaining arsenate concentration,
using an ICP-MS. The percentage arsenate removal from aqueous
solution was evaluated as follows:

% arsenate removal =
(ci − ce)

ci
× 100 (2)

where ci= initial arsenate concentration (μg/L); and ce= arsenate
concentration (μg/L) after treatment in the sample solution.

At equilibrium, the arsenate uptake capacity of Al-TC was
evaluated by

Uptake capacity (qe) =
(ci − ce)

M
× V (3)

where M=mass (g) of the adsorbent; and V (L)= volume of
the solution.

Design of Experiment and Optimization by RSM

Optimization of the process parameters was performed using
the design of experiment, which results in enhanced performance
characteristics. Moreover, designing the experiments minimizes
the error and number of runs (Asfaram et al. 2015). In the present
work, the experiment for arsenate adsorption uses CCD with four
factors [initial arsenate concentration (A), dose of adsorbent (B),
contact time (C), and pH (D)] at five levels with 30 runs. The ex-
perimental design points along with values (coded) used in the
experimental matrix are listed in Table 2. The numbers of factorial
points are 2n, axial points are 2n and central points are Nc. The
central points in CCD determined data reproducibility and experi-
mental errors. The variables (independent) with maximum and
minimum levels were coded as +1 and −1, respectively. To main-
tain the rotation of design, the axial point’s location was kept at a
distance from the center. In the present study, the value was set
at two (rotatable). The CCD-generated data was evaluated by mul-
tiple regression for fitting the second-order model given in the
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following (Bagheri et al. 2019):

Y = β0 +
∑4
i=1

βiXi +
∑4
i=1

∑4
j=1

β jiXiXj +
∑4
i=1

βijX
2
i (4)

where Y= percentage of adsorption (predicted response); β0=model
const.; βi= linear coeff.; βii= quadratic coeff.; βij= interaction coeff.;
and Xi, Xj= independent variables (Torrades and García-Montaño
2014).

The modeling was conducted by adjusting first or second order
equation to the outcome of the response. An analysis of variance
(ANOVA) was conducted to affirm the suitability of the predicted
model by evaluating R2 (regression coefficient) value, lack of fit,
and the F-value (Fisher test value). After validation, the model
can be presented in 3D graphs to create a surface response to
find the best possible operating conditions.

Kinetics and Adsorption Isotherm Run

To investigate the process kinetics, 1 g Al-TC was added to five
flasks containing arsenate-spiked water (100 mL). The initial arse-
nate concentration was fixed to 100 μg/L. After that, stirring was
done in magnetic stirrers at 120 rpm. The samples were collected
in 15, 30, 45, 60, and 75 min. The suspension thus obtained was
filtered using a syringe filter, and the filtrate was analyzed for resid-
ual arsenate ions. Since variation in pH of the solution can alter the
isotherm, the adsorption isotherm test was carried out at fixed a pH
(7.0). Next, 0.25–1.25 g of Al-TC was added to different flasks,

which were already filled with 100 mL of arsenate solution.
Magnetic stirring followed by filtration was completed before ana-
lyzing the arsenate.

Desorption and Regeneration Analysis

Here, 1 g of Al-TC was treated using a 50 mL As (V) solution
(100 μg/L) kept in a different Erlenmeyer flask during desorption
studies. The Al-TC was washed multiple times with DI water to re-
move the unadsorbed As (V). The hydroxide treatment was given
to the washed Al-TC at different concentrations before filtration.
To maintain the ratio of the volume of desorption (Vd) to the
volume of adsorption (Va) equal to 0.5, Vd was taken as 25 mL
and Va was taken as 50 mL. The obtained filtrate was analyzed to
discover the residual arsenate concentration. The percentage of ar-
senate desorb was estimated using

Desorption % =
Arsenate Released (μg/L)

Initially adsorbed Arsenate (μg/L)
× 100 (5)

Here, 1 g of adsorbent was added to 50 mL As (V) solution
(100 μg/L) during regeneration studies, and once the equilibrium
was reached the suspension was filtered. The adsorbent was treated
with 20 mL sodium hydroxide (0.1 M) for the time interval equals
to equilibrium time. After hydroxide treatment, the filtration was
carried out again, and thus obtained filtrate was analyzed for the de-
sorbed arsenate quantity. Repeated washing was completed for
rinsing off excess sodium hydroxide.

The blank control test was carried out under similar conditions.
The quantity of arsenate wasted during the test was excluded from
the results of the experiment. All the experiments were performed
in triplicate at room temperature (25°C). The average experimental
values were reported, and the standard deviation was represented
using error bars. The experimental error (relative) was within ±3%.

Results and Discussion

Characterization of Al-TC

The Al-TC was reported as stable under basic, dilute acidic, and
aqueous conditions. At zero charge pH, the behavior of Al-TC
was neutral. The physiochemical properties of Al-TC are summar-
ized in Table 3. The yield of Al-TC and the precursor was 54.3%
and 46.1%, respectively. The difference of 8.2% in the obtained
value can be attributed to the hindrance caused by an Al oxide

Table 3. Physiochemical properties of Al-TC

Analysis Value

Moisture content (%) 09.2
C (%) 51.2
N (%) 0.0
O (%) 7.1
H (%) 1.9
Ash (%) 39.6
Yield (%) 54.3
O/C 0.1
H/C 0.0
pHzpc 6.6
pHslurry 6.0
Specific gravity 0.3
Porosity (%) 81
Particle size (μm) 207

Table 2. 24 experimental CCD matrix

Std Run

Factor 1 A:
concentration

(μg/L)

Factor 2 B:
adsorbent
dose (g)

Factor 3 C:
time of

contact (min)
Factor
4 D: pH

Response
1 as (V)
removal
percent

16 1 300 1.25 75 10 79.81
24 2 200 0.75 45 6 93.34
15 3 100 1.25 75 10 80.55
20 4 100 1.25 75 6 99.62
23 5 100 1.25 75 6 99.62
30 6 100 1.25 75 6 99.62
29 7 100 1.25 45 6 97.62
28 8 200 0.75 45 6 93.34
4 9 300 1.25 15 2 82.57
8 10 300 1.25 75 2 87.14
17 11 100 0.75 45 6 93.19
27 12 200 0.75 45 6 93.34
22 13 200 0.75 75 6 94.58
10 14 300 0.25 15 10 63.86
1 15 100 0.25 15 2 74.19
25 16 200 0.75 45 6 93.34
21 17 200 0.75 15 6 86.50
5 18 100 0.25 75 2 77.88
11 19 100 1.25 15 10 77.71
19 20 200 0.25 45 6 79.15
2 21 300 0.25 15 2 72.13
13 22 100 0.25 75 10 74.37
9 23 100 0.25 15 10 66.33
18 24 100 0.75 45 6 95.19
26 25 200 0.75 45 6 93.34
14 26 300 0.25 75 10 75.47
6 27 300 0.25 75 2 74.37
12 28 300 1.25 15 10 73.45
7 29 100 1.25 75 2 89.43
3 30 100 1.25 15 2 84.71
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covering of the biochar surface during pyrolysis. The finding sug-
gests that the yield can be increased by pretreatment of biochar with
Al oxide/hydroxide (He et al. 2020). The pHpzc (point of zero
charge) is a prime indicator of ionic species preference and surface
charge of adsorbent (Chen et al. 2011). The corresponding pHpzc of
Al-TC reported equal to pHinitial when ΔpH= 0. The pHpzc value
was 6.62 for Al-TC. Under acidic conditions, the higher activity
of surface charges leads to positive charge abundance on the sur-
face of Al-TC, which results in strong attraction toward arsenate
ions (Tan et al. 2020). The adsorption of arsenate reduces under
basic conditions. When the pH value exceeds pHpzc value, the neg-
ative charge prevails on the adsorbent’s surface due to electrostatic
repulsive forces (Alkurdi et al. 2020). In the present study, the max-
imum removal was reported under 5.5–6.5 pH.

The precursor might contain volatile components and other
unknown impurities that become texturized by analysis of SEM
micrographs (Fig. 1). It was observed that large numbers of pores
with great protuberances were developed by activating the precur-
sor (IR= 1.4) at a high temperature (650°C). The formation of
pores can be due to deprivation of volatile components, C in the
form of CO2 and CO, and reversible inclusion of the aluminum

element during the process (Auta and Hameed 2011). The in-
creased pore volume and surface area of Al-TC could surge the ac-
tive sites and area of contact, which results in enhanced arsenate
removal capacity (Wu et al. 2013; Yu et al. 2015). Energy disper-
sive spectroscopy (EDS) spectra of the Al-TC prior and after ad-
sorption are shown in Fig. 2. Signal peaks were observed on the
surface of Al-TC sample. The major elemental constituents of the
biosorbent were C, O, Al, and S. O and Al are the chief elements
of Al2 (SO4)3. The presence of S can be ascribed due to SO4

2−, re-
sulting from residual aluminum hydroxide during synthesis of ma-
terial (Liu et al. 2019).

The SBET (BET surface area) was reported as 465 and 396 m2/g
for the tea waste char and Al-TC, respectively. The small decrease
in BET surface area after Al impregnation can be attributed to the
precursor and Al-TC having almost the same specific surface area
and the aluminum coating did not significantly block the opening of
the pore of biochar. The specific surface area of the precursor can
be compared with some of the comercially avilable activated car-
bon (Auta and Hameed 2011; Low et al. 2008). Pore volume and
pore diameter also decrease after Al impregnation (Mohan et al.
2011). The analysis also reveals the microporous nature of

(a) (b)

Fig. 1. SEM micrographs of (a) precursor; and (b) Al-TC.

Fig. 2. EDS spectra of Al-TC and arsenate-laden Al-TC.
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Al-TC, as the pore width is in the range 5–15 Å. A detailed result of
BET analysis is listed in Table 4.

The FTIR spectra of Al-TC recorded in the range of
5,000–500 cm−1, pre- and post-adsorption are shown in Fig. 3. The
FTIR analysis is used for the verification of functional groups associ-
ated with the surface. The abundancy of C and O was observed in
Al-TC, which comprise C–O group (at 1,059 cm−1) (Ding et al.
2016), carboxyl groups (C=O at 1,592 cm−1) (Ding et al. 2018),
methylene groups (–CH2 at 2,922 cm−1), and hydroxyl group (–
OH at 3,384 cm−1) (Darby et al. 2016). The FTIR spectra analysis
was also used to depict the evident shifts of peaks or emergence of
new peaks after the adsorption process. It shows the development
of new chemical bonds, indicating chemisorption (due to surface
complexation). A new peak was observed at 881 cm−1 in As (V)
laden Al-TC, which can be attributed to As-O presence (Thanh
et al. 2016). As-O peak in arsenate-laden biochar implies surface
complexation of functional groups with As species during arse-
nate adsorption onto Al-TC. The C–O peak shifts to
1,029 cm−1 after adsorption due to C–O stretching. The sharp
peak at 1,702 cm−1 can be attributed to aromatic C–C stretching
(Ravikovitch and Neimark 2006). New peaks or peak shifts can-
not be observed if the adsorption of arsenate is under the limit of
detection, particularly for the sorption of black char.

The XRD spectra of Al-TC before and after adsorption are
shown in Fig. 4. The result of XRD analysis confers the amorphous
nature of produced biochar. It can be observed from Fig. 4 that
three distinct peaks (at 14.9°, 22.7°, and 34.3°) are present in the
XRD spectra of Al-TC after adsorption while there exist no such
obvious peaks before the adsorption. The peaks obtained in the
spectra of the post-treatment sample can be due to the presence
of crystalline minerals or AlOOH (diaspore). The hydrolysis of

aluminum chloride hexahydrate results in the formation of
AlOOH during the adsorption process (Liu et al. 2019).

When the colloidal particles surface slides, there exists a poten-
tial known as zeta potential. The sign and values of zeta potential
are associated with charges on the surface of colloidal particles
(Yin et al. 2020). The analysis presented in Fig. 5 shows the neg-
ative value of the zeta potential of the precursor in the pH range
of 4–10. The mentioned analysis reveals that precursor carries
the negative charge in the given pH range, which is in agreement
with previous studies (Yuan et al. 2011). The de-protonation of
functional groups of oxygen on the biochar led to the origination
of negative charge abundance. Zeta potential of precursor became
more negative with an increase in the pH value of suspension, due
to an enhanced functional group (–OH and –COOH) dissociation
(Shaheen et al. 2019). The value of the zeta potential of Al-TC
changes from negative to positive. These findings suggest that
the positive charge increases and negative charge decreases on the
surface of biochar after Al impregnation. This could be due to com-
plex formation between Al and the functional groups’ atoms on the
surface of biochar. In addition, negative charge decreases up to an
extent due to the surface coverage of biochar by Al oxide/hydroxide
(Peng et al. 2019). The coverage of the surface of biochar by Al
favored the arsenate adsorption on biochar.

Adsorption Mechanism of Arsenate on Al-TC

Usually, the electrostatic sorption does not affect the zeta potential
or surface charge of the particles. The location of adsorbed
(electrostatically) ions is the diffusion layer situated on the surface
of the particle (Xu et al. 2016). Although the zeta potential or sur-
face charge can be changed by specific adsorption by the formation
of chemical bonds due to the penetration of adsorbed ions into the
stern layer on the surface of particles. Both the diffusion layer and
the stern layer are part of electric dual layers.

From Fig. 5, it can be seen that the zeta potential values of the
arsenate-laden precursor and the arsenate-laden Al-TC changes
from positive to negative, revealing that specific adsorption of arse-
nate took place (Yan et al. 2018). The specific adsorption mecha-
nism for the present work is also supported by the shift of FTIR
spectra after adsorption of arsenate onto Al-TC. The –OH peak
on the surface of Al-TC shifted from 3,384 to 3,391 cm−1, after

Fig. 3.1. FTIR spectra of pre- and post-adsorption of Al-TC.

Table 4. BET results of Virgin TC and AI-TC

BET parameters Al-TC TC (Virgin)

SBET (m2/g) 396.1 465.7
Sext (m

2/g) 97.1 123.5
Sext/SBET (%) 24.4 26.4
Smic (m

2/g) 231.4 301.7
Smic/SBET (%) 58.3 66.0
Pore volume (cc/g) 0.181 0.213
Pore width (Å) 7.108 25.563
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arsenate adsorption. Moreover, the appearance of new peak at
881 cm−1 is also noteworthy and suggests a new chemical bond
formation after arsenate adsorption.

The chief mechanism of the specific adsorption of arsenate on
Al-TC is the formation of chemical bonds (Al-O-As), due to the
exchange of ligand between arsenate and R-OH groups, on the
surface of Al oxides. The formation of identical chemical bonds
(Fe-O-As) was observed earlier while studying arsenate removal
using Fe modified biochar (Pan et al. 2015). Thus the zeta potential
analysis in combination with FTIR spectra confers that arsenate was
adsorbed mainly by Al-impregnated tea waste biochar (Al-TC).

The XPS analysis of Al modified tea waste char before and
after adsorption is shown in Fig. 3.2 the appearance of a new
As peak on Al-TC suggests the successful adsorption on its surface.
The increase in the oxygen atom ratio could be ascribed to efficient
arsenate adsorption. The surface morphology, ash content, and
arsenate loading are the factors that influence the arsenate
removal capacity by carbon-based adsorbents. The Al2p peaks
(Figs. 3.2(a and a′)] corresponding to binding energies of
73.53 eV were shifted to 74.49 eV after adsorption of arsenate in
the Al-TC. The shifts in Al2p peaks can be attributed to the inter-
actions between Al oxides/hydroxides and arsenate, involving

Fig. 4. XRD spectra of Al-TC before and after adsorption.

(a) (b)

(a�) (b�)

Fig. 3.2. Al2p XPS spectra of Al-TC before (a) and after (a′) adsorption. The O1s XPS spectra of Al-TC before (b) and after (b′) adsorption.

Fig. 5. Zeta potential of precursor and Al-TC before and after As (V)
adsorption.
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development of As-O-Al and Al-As bonds (Peng et al. 2019). The
O1s spectra [Figs. 3.2(b and b′)] shows a relatively stronger peak at
530.5 eV after arsenate adsorption (Barbaux et al. 1992), which
could result from the overlapping of the oxygen element in arse-
nate. Moreover, in O1s spectra, two distinct stronger peaks of ox-
ygen appeared corresponding to C–O (533.1 eV) and C=O=C
(533.4 eV) bonds (Matienzo 1991).

Effect of Coexisting Ions on Arsenate Adsorption

The effect of coexisting ions on arsenate adsorption using Al-TC
is shown in Fig. 6. It is a well-known fact that arsenic is
present in natural water along with other ions, including
PO4

3− (phosphate), CO3
2− (carbonate), SO4

2− (sulphate), Ca2+

(calcium), and Mg2+ (magnesium). Instead of the formation
of inner surface complexation with α-AlOOH, CO3

2−, SO4
2−,

Ca2+, and Mg2+ have a very minimal adverse impact on arsenate
adsorption in the given range of concentration. This can be at-
tributed to these ions’ relatively lower binding ability with the
metal ions (Wei et al. 2019). Even a very high concentration
of CO3

2− does not have a significant impact on arsenate adsorp-
tion (Radu et al. 2005). Presence of SO4

2− decreases the arsenate
removal to a very little extent, due to formation of outer surface
complexation with metal oxides rather than the adsorption fa-
vorable inner surface complexation at pH < 6 (Lefèvre 2004).
In contrast, PO4

3− and SiO3
2− ions hinder the adsorption of

arsenate and kept increasing inhibition with increasing concen-
tration, especially PO4

3− ions. This can be due to their ability to
form inner surface complexation with Al oxides/hydroxides,
similar to arsenate ions (Liu et al. 2019; Youngran et al.
2007). In particular, PO4

3− ions are chemically very similar to ar-
senate. Thus, PO4

3− and SiO3
2− ions will compete with arsenate

ions for active adsorption sites, especially PO4
3− ions, resulting

in suppressed uptake of arsenate. The removal efficiency can
be improved by increasing the dose of Al-TC appropriately.

RSM-CCD

The CCD was employed to investigate the effect of independent
parameters, including initial arsenate concentration (A), the dose
of adsorbent (B), contact time (C), and pH (D) in 3 levels, low

(coded as −1), basal (coded as 0), and high (coded as 1). For all
sets of experiments, the star points were selected as +2 for +α
and −2 for −α. A random performance of complete design was
conducted to minimize the effect of uncontrolled variables and to
evaluate the quadratic, main, and interaction effects. In addition,
the development of RSM was done by considering all the relevant
interaction in the CCD for expressing the nature of surface response
in the process, and critical factors optimization. Justification of ad-
equacy and significance of the model was provided using ANOVA.
The significance of various terms in the model was evaluated using
Prob >F value. After discarding all nonsignificant terms (based on
the selected level of confidence), the eventual coded factor RSM
model was predicted to evaluate the given equation’s adsorption ef-
ficiency as

Adsorption Efficiency (%), Y = 92.17–1.03A+ 5.22B+ 3.02C

–3.18D–0.36AB+ 0.2AC

+ 0.22AD–0.28BC–0.86BD

+ 0.85CD+ 2.54A2–4.58B2

–0.46C2–12.58D2 (6)

A correlation between predicted and actual adsorption (%) of arse-
nate on Al-TC is shown in Fig. 7. It is clear from the figure that
there is good agreement between the experimental values and the
predicted model, which is validated by the high value of the corre-
lation coefficient (R2= 0.991). However, the observed deviation in
the predicted values may be due to the nonlinear effect of the exam-
ined parameters, influence of nonrelevant terms, and confined num-
ber of experiments (Roy et al. 2014).

The ANOVA is given in Table 5 and is used to predict the cubic,
individual, and interaction effect of the independent variables on
the adsorption of arsenate on Al-TC. The results suggest that the
quadratic model (P-value <0.05) has a significant contribution.
The determination coefficient described the standard of the
polynomial model as a basis of the extent of deviation through
the mean elucidated by the model, and the values of Adj-R2=
and R2= show a good correlation between the predicted and expo-
nential data (Dil et al. 2019). The value of the signal to noise ratio
(adequate precision) greater than four indicates the RSM model’s
worth. The adequate S/N value (25.062) shows a significant

Fig. 6. Effect of coexisting ions on adsorption of arsenate using Al-TC.
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RSM model signal that can be utilized for navigating the design
(Bagheri et al. 2019).

Simultaneous Effects of Interactive Adsorption Variables

For the analysis of effects of process variables (initial arsenate
concentration, dose of adsorbent, contact time, and pH) on arsenate
adsorption, 3D response surface plots were generated. The re-
sponse surface plots representing the influence of significant

process variables on the arsenate adsorption efficiency are shown
in Figs. 8(a–f).

Effect of pH on Arsenate Adsorption

The speciation of the solution (adsorbate) and surface chemistry of
biosorbent become strongly influenced by the system pH in envi-
ronmental studies. Arsenate can coexist in polluted water as
H3AsO4, HAsO4

2−, H2AsO4
2−, and AsO4

3− ions with the pKa value

Table 5. ANOVA and model fit summary for CCD

Parameter/Source Value
Sum of
squares df

Mean
square F-value p-value Remarks

Std.
dev. R2

Adjusted
R2

Predicted
R2 PRESS Remarks

Model — 3,103.77 14 221.70 60.05 <0.0001 Significant — — — — — —
A–Concentration — 16.81 1 16.81 4.55 0.0498 — — — — — — —
B–Adsorbent dose — 480.12 1 480.12 130.04 <0.0001 — — — — — — —
C–Time of contact — 169.09 1 169.09 45.80 <0.0001 — — — — — — —
D–pH — 161.29 1 161.29 43.69 <0.0001 — — — — — — —
AB — 2.20 1 2.20 0.5957 0.4522 — — — — — — —
AC — 0.6614 1 0.6614 0.1791 0.6781 — — — — — — —
AD — 0.8100 1 0.8100 0.2194 0.6462 — — — — — — —
BC — 1.37 1 1.37 0.3700 0.5521 — — — — — — —
BD — 11.90 1 11.90 3.22 0.0927 — — — — — — —
CD — 11.56 1 11.56 3.13 0.0971 — — — — — — —
A2 — 12.27 1 12.27 3.32 0.0883 — — — — — — —
B2 — 39.83 1 39.83 10.79 0.0050 — — — — — — —
C2 — 0.5444 1 0.5444 0.1474 0.7064 — — — — — — —
D2 — 266.64 1 266.64 72.22 <0.0001 — — — — — — —
Residual — 55.38 15 3.69 — — — — — — — — —
Lack of fit — 53.38 8 6.67 23.35 0.0002 Not

significant
— — — — — —

Pure error — 2.00 7 0.2857 — — — — — — — — —
Cor total — 3159.15 29 — — — — — — — — — —
Std. dev. 1.92 — — — — — — — — — — — —
Mean 84.81 — — — — — — — — — — — —
C.V. % 2.27 — — — — — — — — — — — —
R2 0.991 — — — — — — — — — — — —
Adj. R2 0.972 — — — — — — — — — — — —
Predicted R2 0.912 — — — — — — — — — — — —
Linear — — — — — — — 7.91 0.5051 0.4259 0.3059 2192.62 —
2FI — — — — — — — 8.93 0.5200 0.2674 −0.5581 4922.32 —
Quadratic — — — — — — — 1.92 0.991 0.972 0.912 340.24 Suggested
Cubic — — — — — — — 0.5151 0.9993 0.9976 — — Aliased

Fig. 7. Plot between the predicted and experimental data for arsenate adsorption.
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in the range of 2.3–11.6. Therefore, the arsenate adsorption of
Al-TC was quantitatively analyzed in the 2–10 pH range.

Figs. 8(c–f) show the influence of pH on adsorption efficiency
of arsenate in the test solution. From the given figures it can be ob-
served that the acidic conditions are more favorable for arsenate ad-
sorption. The removal efficiency of arsenate steeply increased in
the pH range 2–6.5 and decreased thereafter at any adsorbent
dose, initial arsenate concentration, or contact time. The explana-
tion for this could be based on anionic behavior of arsenate at pH
< 6.5, and replacement by H2AsO4

2−, HAsO4
2−, and AsO4

3− ions.

The protonation of metal oxides ions (=Al-OH2
+) is highly fa-

vored under acidic conditions, due to which the electrostatic inter-
action increase between negatively charged arsenate ions (e.g.,
HAsO4

2−), and the metal oxides. The attractive electrostatic forces
result in enhanced adsorption of arsenate. In other words, the
accompanying ions balance the positive charge of the surface
under acidic conditions, the R-OH group on the Al-TC surface
forms a chemical bond with active sites. The subsequent bond for-
mation led to the ion exchange with anionic species that are al-
ready present in solution (Ansari and Sadegh 2007). This trend

(a) (b)

(c) (d)

(e) (f)

Fig. 8. Three-dimensional response surface plots for simultaneous interactive effects of (a) adsorbent dose and initial concentration at pH 6.0, contact
time 45 min; (b) contact time and initial concentration at pH 6.0, adsorbent dose 1.0 g; (c) pH and initial concentration at adsorbent dose 1.0 g, contact
time 45 min; (d) contact time and adsorbent dose at pH 6.0, initial concentration 100 μg/L; (e) pH and adsorbent dose at contact time 45 min, initial
concentration 100 μg/L; and (f) pH and contact time at adsorbent dose 1.0 g, initial concentration 100 μg/L.
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of enhanced removal efficiency of arsenate under acidic condi-
tions has been observed previously in the literature (Sierra-Trejo
et al. 2020; Wan et al. 2020).

The optimum removal was achieved in the pH range 5.5–6.6,
which is close to the isoelectric point (i.e., p=6.6) of Al-TC.
Below the isoelectric point, the particles of the adsorbent are
positively charged. As the pH increases above 6.5, the removal
capacity decreases and attains a minimum value at pH 10. The de-
creased removal capacity at higher pHs can be due to the increase
in negative charge abundance (=Al-O) and arsenate ions, which
led to the repulsive electrostatic forces between the metal oxides
and adsorbate ions in the solution (Xue et al. 2019). The
R-COOH, R-OH, and R–CO–NR functional groups on the adsor-
bent’s surface are negatively charged at pH >6.5. The ligand ex-
change and electrostatic interaction in mechanisms reported for
arsenate removal on metal oxide surface are strongly dependent
on system pH. Specifically, the ligand exchange of arsenate
with surface=Al-O and =Al-OH2

+ is reported frequently in the
literature (Kumar et al. 2020; Maiti et al. 2010), and can be
shown as

=Al-O + H2AsO
−
4 ⇌ AlHAsO−

4 + H2O (7)

=Al-OH+
2+ H2AsO

−
4 ⇌ AlHAsO4 + H3O

+ (8)

Effect of Initial Arsenate Concentration

The dependence of arsenate adsorption on initial concentration is
presented in Figs. 8(a–c). The data reveals that initial concentration
of adsorbate determines the concentration at equilibrium along with
the kinetic character and uptake rate of arsenate. It can be observed
from the results that percentage removal decreases with initial arse-
nate concentration. This decrease in the percentage removal can be
attributed to the scarcity of the active sites on the adsorbent’s sur-
face. Moreover, increased initial concentration of arsenate offers a
decreased driving force to overcome the resistance offered by mass
transfer from the adsorbate ions in the solution to the adsorbent.
This phenomenon results in a greater collision between the arsenate
and surface of Al-TC, due to which uptake of arsenate increases
(Da’na and Sayari 2011). A similar trend of decreasing removal
of arsenate with increasing initial concentration has been reported
very often in literature (Shahid et al. 2019; Su et al. 2020).
However, with increasing initial arsenate concentration, the actual
quantity of arsenate adsorbed per unit mass of Al-TC increased at
the interface of adsorbate and adsorbent. The increased amount of
arsenate adsorbed can be due to decrement in solute uptake resist-
ance from the solution with increment in arsenate concentration
(Nollet et al. 2003).

Effect of Adsorbent Dose

The effect of Al-TC dose on removal of arsenate from the aqueous
solution is illustrated in Figs. 8(a, d, and e). The results show that
the removal percentage of arsenate increases gradually with the
increasing adsorbent dose attaining a maximum value and negli-
gible effect thereafter. This increase in removal percentage may
be due to an enhanced surface area with an increasing mass of ad-
sorbent. The enhanced surface area results in a larger number of
active sites available for adsorption (Zeng et al. 2020). Moreover,
the increased removal might result from the presence of appropri-
ate functional groups on the surface of the Al-TC, which helps in
the adsorption of arsenate (Bhattacharya et al. 2006). After a spe-
cific dose, unaffected adsorption may be due to the attainment of
saturation or maximum adsorption (Foroutan et al. 2019). The
same trend of variation in arsenate removal percentage with the

adsorbent dose has been reported earlier (Salih et al. 2019; Sher-
lala et al. 2019).

Optimization

Design-Expert 12.0 software was used to optimize the experimental
results. By using the maximum removal percentage as the target of
optimization, the obtained optimum conditions were as follows:
initial arsenate concentration of 100 μg/L, initial pH of 6.0, and ad-
sorbent dosage of 1.0 g and contact time of 1 h. The result reveals
that 100% removal was achieved under optimum conditions.

For the validation of optimization, under optimal conditions a
distinct batch experiment was conducted. A thorough investigation
was made to compare the predicted and observed response values
under optimum conditions. The observed response value is the ac-
tual experimental value and the predicted value is the obtained
value from Eq. (6). The obtained result of the observed value
was 99.6%, whereas that of the predicted value was 100%. As
both the predicted and the observed values are in good agreement
with each other, the model’s performance was validated.

Adsorption Isotherm Study

The adsorption isotherm analysis gives details about the distribu-
tion of adsorbate between solid and mobile phases at equilibrium.
The information thus produced can be utilized by the researcher to
optimize process variables for adsorption and set up the most
suitable correlation. Freundlich, Langmuir, Temkin, and Dubinin-
Radushkevich (D-R) isotherm models were used in the present
study to express equilibrium characteristics (Fig. 9).

The Freundlich isotherm model is based on multilayer adsorp-
tion on the heterogeneous surface of the adsorbent. This model as-
sumes that the active sites for adsorption are unevenly allocated on
the surface. The linear form of the Freundlich isotherm model can
be expressed as following (Murcia-Salvador et al. 2020):

ln qe = lnKF +
1

n
lnCe (9)

where Ce= arsenate concentration at equilibrium; qe= quantity of
adsorbed arsenate; n and Kf=Freundlich coefficients. The n
value gives the feasibility of the adsorption process whereas Kf de-
notes the adsorption capacity. The slope and intercept of ln qe ver-
sus ln ce plot yields values of n and Kf. The value of factor 1/n
falling in the range 0–1 gives the degree of heterogeneity of the sur-
face. The present study results show that the adsorption surface of
Al-TC is highly heterogeneous from the value of 1/n (0.114), and
the adsorption process is feasible. Analogous results of heterogene-
ity of adsorbents have been reported (Abukhadra et al. 2020).
The obtained isotherm parameter for arsenate adsorption is given
in Table 6.

Langmuir isotherm model assumes that monolayer adsorption
take place on the active sites of the adsorbent’s surface. The linear
form of the Langmuir isotherm model can be expressed as the fol-
lowing (Singh and Pant 2004):

1

qe
=

1

qmax KLCe

+
1

qmax
(10)

The Langmuir parameters (qmax and KL) can be evaluated from the
slope and intercept of linear 1/qe versus 1/ce plot. Here, RL is di-
mensionless, which can be used to describe the essential features
of the Langmuir model. This dimensionless constant can be ex-
pressed as RL= 1/(1+KLCi). The RL value gives the measure of fa-
vorability of the adsorption process. The nature of adsorption is
considered as unfavorable for RL> 1, favorable for 0 <RL< 1, and
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irreversible for RL= 0. The obtained data of the Langmuir parame-
ters is given in Table 6. It can be seen from the table that the ob-
tained RL value is 0.005, which means the adsorption process
is favorable. The correlation coefficient (R2= 0.995) for the
Langmuir model is highest among the studied isotherm models,
which validate that the Langmuir model is most suitable to express
the equilibrium arsenate adsorption on Al-TC.

The Temkin isotherm model is used to investigate the effect
of arsenate (adsorbate) interaction with Al-TC (adsorbent). The
Temkin isotherm model assumes (i) the decrease in surface energy
(heat of adsorption) of all molecules due to increased interaction
between adsorbate and adsorbent with increasing coverage, and
(ii) the binding energy is uniformly distributed and used to

characterize the adsorption. The linear form of the Temkin isotherm
can be expressed as (Said et al. 2018)

qe =
RT

bT
(lnAT + lnCe) (11)

where AT= binding constant at equilibrium; constant B (B=RT/bT)
is associated with the heat of adsorption; and 1/bT= a measure of
adsorption capacity of the adsorbent. The result of the Temkin iso-
therm analysis is given in Table 6. Here, B’s obtained value is 6.94,
which is lower than the classical ion-exchange bonding energy
range and shows the interaction between the arsenate ions and
Al-TC is weak. A similar trend has been reported in the literature
(Jain and Agarwal 2017).

The D-R adsorption isotherm models are usually implied for
studying the physisorption of vapors and gases over porous
adsorbent. The linear form of D-R isotherm can be represented as
(Bordoloi et al. 2017)

ln qe = lnXM −
1

2E2
RT ln 1 +

1

ce

( ){ }2

(12)

The slope and intercept of ln qe versus ln (1+ 1/ce)
2 can be used to

calculate the D-R isotherm constants E and XM. The D-R isotherm
model analysis result is listed in Table 6. The obtained E value is
7.11, less the typical ion exchange associated binding energy
range (8–16 kJ/mol). The value of E indicates that the process of
adsorption on Al-TC is not only governed by chemisorption or
ion exchange mechanism, but also the filling of pores phenomenon
could be a feasible process (Bagali et al. 2017).

(a) (b)

(c) (d)

Fig. 9. (a) Freundlich isotherm; (b) Langmuir isotherm; (c) Temkin isotherm; (d) D-R isotherm model at pH 6.0, 1 g adsorbent dose, initial concen-
tration 100–300 μg/L.

Table 6. Freundlich, Langmuir, Temkin, D-R models for arsenate
adsorption on AL-TC at 298 K

Isotherm Parameters Value R2

Freundlich N 8.741 0.995
KF (μg/g) 108.45

Langmuir qmax (μg/g) 217.91 0.985
RL 0.005

Temkin AT (L/μg) 1.118 0.978
B (J/mol) 6.94

D-R E (kJ/mol) 7.11 0.892
xM (μg/g) 32.44
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Adsorption Kinetics

To investigate the order of reaction and the rate limiting step in the
process of adsorption of arsenate on Al-TC, three kinetic models
(pseudo-first order, pseudo-second order, and intraparticle diffu-
sion models) were used to fit the kinetics. The adsorption rate
was studied by the application of kinetics of pseudo-first order
and pseudo-second order. The linear form of pseudo-first order
model can be expressed as (Tariq et al. 2018)

Ln[qe − qt] = ln qe–K1t (13)

where qe and qt= amount of adsorbed arsenate on Al-TC at equilib-
rium; and K1 is the rate constant of pseudo-first order. The slope of
ln (qe-qt) versus t can be used to determine the value of K1. The
pseudo-first order kinetic model is based on the uptake capacity of
the adsorbate. This model assumes that the overall rate of adsorption
is proportional to the difference in uptake of solute and equilibrium
concentration. The general form of the pseudo-second order model
can be given as (Yu et al. 2016)

t

qt
=

1

(k2)(qe)
2 +

t

qe
(14)

where K2 is the adsorption rate constant of the pseudo-second
order. The intercept on linear t/qt versus t plot would yield the
value of K2. The pseudo-second order kinetic model assumes that
chemical adsorption controls the rate of adsorption by sharing elec-
trons between adsorbate and adsorbent. The general equation for
intraparticle diffusion model (McKay and Poots) can be given as
(Kim and Kim 2019)

qt = kpt
0.5 + C (15)

where kp= rate constant associated with intraparticle diffusion; and
constant C= boundary layer thickness. The slope and intercept
of qt versus t0.5 plot can be used to find the values of kp and C.
The values of rate constant associated with intraparticle diffusion
are calculated to determine its contribution in arsenate adsorption.
A linear plot passing through the origin (C= 0) is the prerequisite
for intraparticle diffusion to be a rate limiting step. In the current
study, surface diffusion is shown by the initial section of the
curve. Furthermore, the value C≠ 0 can be attributed to the fact
that the rate of adsorption is not solely controlled by intraparticle
diffusion but also to some extent by boundary layer mechanism
(Okoli et al. 2017).

From Table 7, the data of kinetic studies was well fitted in pseudo-
first order, pseudo-second order, and intraparticle diffusion models.
However, the R2 (correlation coefficient) value of pseudo-second
order is higher than the pseudo-first order and qe (calculated) values
of pseudo-second order are close to qe (experimental) in comparison
with qe (calculated) values of pseudo-first order, which confers that
pseudo-second order equation is preferable than the pseudo-first
order equation. It can be concluded that pseudo-second order equation
and intraparticle diffusion model controls the adsorption process.
Fig. 10(c) shows that the “zero” point was not crossed by experimental
data, which suggests that the chief rate controlling step is intraparticle
diffusion (Mohan et al. 2002).

From Table 7, the correlation coefficient of pseudo-second order
equation is higher than the intraparticle diffusion equation. It could
be attributed to the fact that arsenate removal from the aqueous sol-
ution cannot be abandoned relative to quantity of arsenate in the
solution. Moreover, the dependency of the intraparticle diffusion
is mainly on the concentration of the solid phase (Yang and Al-Duri
2001; Yang et al. 2003). Owing to the previously mentioned rea-
sons, the R2 value of intraparticle diffusion equation is low.

Thermodynamic Analysis

In the present study, the thermodynamic analysis was performed
to evaluate Gibb’s free energy (ΔG0), enthalpy change (ΔH0),
and entropy change (ΔS0), which suggests the feasibility, behavior
of adsorption process, and spontaneity of the reactions (Fig. 11).
For determination of thermodynamic parameters, the Vant Hoff
equation was used as follows (Dashamiri et al. 2016):

ΔG0 = −RT lnKC (16)

lnKC =
ΔS0

R
−

ΔH0

RT
(17)

where KC= equilibrium. Here, KC is equal to ratio of the arsenate
concentration on the surface to the concentration at equilibrium.
The slope and intercept of ln KC versus 1/T were used to calculate
ΔH0 and ΔS0. The obtained thermodynamic parameters are listed
in Table 8. The negative value of ΔG0 over the entire range of tem-
perature implies the feasibility and spontaneity of the process may
be due to columbic attraction. Furthermore, it is noteworthy that
the ΔG0 values decrease with an increase in temperature. This
trend suggests that the adsorption process is favorable at high tem-
peratures. A similar trend was reported earlier (Alam et al. 2018).
The positive value of enthalpy change (ΔH0) reveals that the ad-
sorption process is endothermic in nature. The positive value of
entropy change (ΔS0) can be attributed to increased randomness
at the interface (solid-liquid). Moreover, the positive ΔS0 also
advocates the physisorption phenomenon for arsenate removal
using Al-TC.

Desorption and Regeneration

The desorption analysis and adsorption–desorption cycles were
carried out to discover the regeneration capacity of Al-TC. Sodium
hydroxide solution was selected for desorption and regeneration,
as arsenate shows poor adsorption performance at a pH greater
than 9. A NaOH solution with different dilutions (0.1%, 0.5%,
1%, 5%, 10%) was added to the arsenate-laden Al-TC. It can be
seen from the Fig. 12 the optimum NaOH concentration for desorp-
tion of arsenate from loaded Al-TC was reported as 1%. As shown
in Fig. 13, adsorption–desorption cycles of Al-TC were repeated up
to five cycles. Cycle 1 represents the percent removal of fresh
Al-TC. After one complete cycle, the arsenate removal percentage
dropped by 6% only. The decrease in the percent removal of Al-TC
was observed after the successive adsorption–desorption cycle.
However, the reduction in removal efficiency was not high and it
maintained over 65% after five successive adsorption–desorption
cycles. The significant decrease in removal percentage initially
can be attributed to occupancy of adsorption sites by arsenate
ions resulting from the previous runs and inefficiency of the desorp-
tion process to detach ions from the laden adsorbent. Moreover,

Table 7. Kinetics model parameters for arsenate adsorption on AL-TC at
298 K

Kinetic Model Parameters Value R2

Pseudo-first order qe 90.21 0.960
K1 0.1701

Pseudo-second qe 99.74 0.998
K2 0.0238

Intraparticle diffusion Kpi 0.8148 0.899
C 2.118
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loss of materials would also occur during the regeneration process.
These defects obstruct the practical applicability of any adsorbent.
However, there was no prominent crush or weight loss shown
by Al-TC, which reveals the commendable mechanical strength
of Al-TC.

Batch Operation Performance Using Real
Contaminated Ground Water

The proposed biosorbent Al-TC was adequately tested for arsenate
remediation from samples of real contaminated ground water.

Fig. 11. Thermodynamic curve of ln kc as 1/T at 1 g adsorbent dose, initial concentration 100 μg/L and 6.0 pH.

(a) (b)

(c)

Fig. 10. (a) pseudo-first order kinetics; (b) pseudo-second order kinetics; and (c) intra particle diffusion at contact time 15–75 min, pH 6.0, 1 g ad-
sorbent dose, initial concentration 100 μg/L.
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Natural samples of arsenic-contaminated ground water were taken
from arsenic-effected areas of the Burdwan district, W.B., India.
Maximum total inorganic arsenic concentration was reported as
258 μg/L out of all the collected samples. Arsenic removal
from contaminated ground water [As(V)= 153 μg/L and As(III)=
105 μg/L] using batch experiments at optimal was performed.
After treating real contaminated ground water by proposed batch
operations, the water quality results pre- and post-adsorption
under analysis are listed in Table 9. The analysis of batch opera-
tions using contaminated ground water samples, comprising both
arsenate and arsenite ions, reveals that Al-TC is efficient in removal
of both As (V) and As(III) from natural contaminated ground water.
However, the arsenic concentration in samples after adsorption was
not reported lower than the prescribed limit set by WHO. Dual step

of adsorption can be incorporated when the contaminant concentra-
tion cannot be remediated below the allowable limits through one
stage adsorption. Thus, the current study proposes a two-step ad-
sorption using Al-TC to decrease the arsenic contamination
below safe limits.

Conclusion

Typically arsenate does not strongly adhere to the surface of bio-
char, which restricts its application in the arsenate’s commercial
treatment. In this research, aluminum hydroxide (anhydrous) has
been impregnated for the surface modification of tea waste biochar,
and provided ample active sites for adsorption of arsenate on the
surface of biochar. Mechanistic analysis reveals the obtained prod-
uct possesses inner surface complexes, showing the importance of
ligand exchange in the adsorption of arsenate on the Al oxide/hy-
droxide of the synthesized adsorbent. Strong bonding resulting
from the irreversible nature of inner surface complexation ensures
reliable and efficient arsenate adsorption during the treatment of
aqueous media using new adsorbent. The effect of operating pa-
rameters on the removal of arsenate was analyzed and optimized
by using CCD combined with RSM. The Langmuir isotherm
model explained the equilibrium data well, and the experimental
data best fits into the pseudo-second order kinetic model. The ther-
modynamic study reveals the spontaneous and endothermic nature
of the adsorption process. The adsorbent has shown excellent re-
moval capacity with maximum uptake of 99.6 μg/g in contrast
with similar adsorbents from the literature. The developed adsor-
bent is good at regeneration with 1.0 M NaOH and it was observed
that even after six complete cycles, the removal percentage does not
fall below 65%.

The study calls attention to extend the application of biochar for
remediation of severe pollutants through surface modification. This
study also shows that anhydrous aluminum oxide-impregnated tea
waste biochar is an effective novel adsorbent for preventing
groundwater pollution. Future study would aim at the column anal-
ysis for the performance of Al-TC for arsenate remediation under
continuous conditions.

Data Availability Statement

All data, models, and code generated or used during the study ap-
pear in the published article.

Fig. 13. Adsorptive nature of Al-TC for five cycles of regeneration.

Fig. 12. Percentage desorption of arsenate from Al-TC with increasing
concentration of NaOH.

Table 9. Removal of arsenate by Al-TC and physiochemical properties of
water

Parameter Pre-adsorption Post-adsorption

As(V) (μg/L) 153 23.6
As(III) (μg/L) 105 14.8
As (Total) (μg/L) 258 38.4
Phosphate (mg/L) 1.3 0.4
Sulphate (mg/L) 4.1 2.8
Fluoride (mg/L) 0.8 0.0
Ca (mg/L) 133.8 93.4
Mg (mg/L) 53.6 32.4
Na (mg/L) 42.3 41.8
K (mg/L) 3.1 2.8
Carbonates (mg/L) 47.8 32.7
Bicarbonates (mg/L) 231.1 183.5
TDS (mg/L) 578.3 490.3
pH 7.1 7.0

Table 8. Thermodynamic parameters for arsenate removal using Al-TC

Thermodynamic parameters

Values

Temp (K) ΔG0 (kJ/mol)

Standard Gibb’s free energy 298 −1.6514
308 −3.2204
318 −7.1809
328 −9.9835
338 −14.7315

Standard change in enthalpy (ΔH0) 53.4711 kJ/mol
Standard change in entropy (ΔS0) 0.0915 kJ/mol k
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Selective AsĲV) capture by a novel magnetic green
Fe-biochar composite in a packed column: an
application of central composite design†

Ghazi Mohd Sawood, *a Shobhit Dixit,b Gaurav Mishrab and S. K. Gupta a

Arsenic contamination in groundwater is a prominent global issue due to its substantial toxicological

impacts on the environment and human health. Herein, a fixed-bed column experiment was carried out

for feasibility analysis of using a novel Fe-impregnated Azadirachta indica biochar matrix for arsenate

removal. The adsorbent was characterized by SEM, EDAX, BET, XRD, TGA, VSM, and XPS analysis. Statistical

RSM with central composite design is applied to examine the synergistic effects of process parameters on

the adsorption of arsenate. A high R2 value of 0.994 predicted by ANOVA established the adequate

regression of the proposed model. At a bed height of 18.0 cm, flow rate of 3.0 mL min−1, pH 7 and initial

arsenate concentration of 500 μg L−1, the arsenate uptake capacity of Fe-AIB was found to be 149 μg g−1.

Various mathematical models including the Thomas, Yoon Nelson, Adams–Bohart and BDST models were

used to analyse the column experiment data. The Thomas model best defines the nature of the

breakthrough curves at various conditions. The BDST model manifested good agreement with

experimental results and obtained high R2 values, showing the significant applicability of this model for the

current fixed-bed column system. The regeneration of columns was conducted using 10% NaOH.

Introduction

Arsenic is a major contaminant in both wastewater and
potable water resulting from anthropogenic and natural

activities including application of arsenical insecticides, ore
mining, rock weathering etc. Arsenic can cause a potential
threat to human health and aquatic life.1,2 The chronic
effects of arsenic consumption may include disorders
associated with the digestive and respiratory tracts, renal and
liver diseases, reproductive system disorders, carcinogenic
effects, neurasthenia, arsenicosis, and dystrophia.3,4

Therefore, efforts are required to mitigate the arsenic load in
aquatic systems. Developing low-cost, efficient and
sustainable techniques for the remediation of arsenic from
contaminated water resources has attracted remarkable
attention.

Environ. Sci.: Water Res. Technol.This journal is © The Royal Society of Chemistry 2021
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Water impact

A substantial lab-scale investigation was conducted to estimate the performance of a fixed-bed column by a novel adsorbent Fe-AIB having an adsorption
capacity of 1.49 mg L−1, using different influent concentrations, bed heights, pH and flow rates. The experimental data obtained in the present work were
competently simulated in the central composite design model. The simultaneous effect shows that the breakthrough time increases but with a slight
decrease in uptake capacity as the bed height and influent concentration increase. The breakthrough time, along with the uptake capacity, increases at low
flow rates. The Thomas model can determine the nature of the breakthrough curves; this may imply that the controlling step of the adsorption process is
neither internal nor external diffusion in the column. The BDST model demonstrated excellent agreement with the experimental results and obtained high
R2 values, confirming the applicability of the BDST model for the fixed-bed column system of the present study. The regeneration and successive reuse of
the adsorbent offered an inexpensive approach for the remediation of arsenate from aqueous systems. The effluent water quality treated by Fe-AIB was
proven to be completely safe for human consumption. The foremost performance of the Fe-AIB packed column was its capacity, i.e., approximately 90 litres
of arsenate contaminated water per day (of 500 μg L−1 brought down to below 10 μg L−1), suggesting the suitability of the Fe-AIB adsorbent for water filters
in households in rural regions without power requirements. Overall, it can be deduced that the statistical model application is an efficient approach for
modelling, optimization and design of the arsenate adsorption system. The experimental results shown in the present investigation can surely be
hypothesized for the establishment and design of an effective arsenate remediation plan while treating contaminated groundwater.
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Catalytic degradation, membrane filtration, ion exchange,
solvent extraction, steam stripping, oxidation and microbial
degradation are the primary technologies which have been
utilized for remediation of arsenic from aquatic systems.
These methods have been shown to be less successful owing
to increased energy consumption, increased resource
requirements, and the generation of toxic metabolites.5,6

Adsorption technique is generally recognized for the
treatment of arsenic due to its economic efficiency, simplicity
of operation, and eco-friendliness. Various materials,
including clay minerals, activated carbon, metal oxides,
sludge, gels, and resins, have been intensively utilised as
adsorbents by researchers for arsenic mitigation from
contaminated water.7

Due to the presence of high surface area, surface charges,
active sites, and functional groups, the potential of
commercial biochar as an adsorbent for arsenic species has
piqued researchers' interest considerably.89 To meet these
requirements, carbonized Azadirachta indica bark is used as a
substitute adsorbent. Various studies have been conducted
which report efficient removal of homogenous and cationic
adsorbates using carbon derived from the bark and leaves of
Azadirachta indica tree.10–12 However, due to its lower
interference capacity and heterogeneous nature, biochar
application is inconsistent to some degree.13 Furthermore,
the majority of biochars is ineffective in remediating anionic
pollutants such as arsenate. Thus, modifying the surface
area, surface charges, functional groups, ash content, and
hydrophilicity/hydrophobicity of biochar through physical,
chemical, mechanical, or thermal treatments may enhance
the removal capacity and selectivity of biochar.5,14

In the recent past, various technologies have been
developed for the synthesis of engineered biochar with
increased adsorption capacity to inorganic and organic
contaminants. For example neutral Fe oxide minerals
(hematite, goethite, and magnetite) and low-cost, naturally
abundant Fe affluent lateritic soil have proven to be effective
in remediation of arsenic from aquatic reservoirs.15 The
composite of Fe–Mn biochar was reported to have
approximately 20 times greater arsenate adsorption capacity
in comparison to pristine biochar.16 The enhanced uptake
capacity of the composite can be attributed to the presence
of MnFe2O4 (bimetal oxides) and Fe2O3 and MnO (metal
oxides). Moreover, hydrolysis of Fe salt on hickory biochar
was carried out for the sorption of arsenate.17 Fe-
impregnated biochar, prepared by mixing Fe salt solution
with the biochar on a magnetic stirrer, manifested enhanced
arsenate adsorption capacity (maximum uptake of 2160 μg
g−1).18 However, the synthesized composite adsorbent showed
negligible magnetism, making it inappropriate for practical
applications in terms of recollection of iron traces from the
spent adsorbent. Thorough exploration into the effectiveness
of arsenate adsorption by a low-cost, magnetically effective
and re-generable adsorbent is needed urgently.

Thus, the overarching objective of this study is to
synthesise modified Azadirachta indica carbon through iron

impregnation (Fe-AIB) and to investigate the use of Fe-AIB for
arsenate remediation in aqueous solution. Statistical
modelling of the column adsorption experiments were
carried out to evaluate the optimization potential and
sensitivity analysis, using response surface methodology
(RSM)–central composite design (CCD). Various models have
been employed to investigate the combined as well as the
individual effects of the process variable that influences the
process of adsorption. Moreover, adsorption–desorption
analyses were conducted to reuse and regenerate the spent
adsorbent. In unison, a thorough study for the eco-friendly,
easy, and economical exposition of catastrophic AsĲV)
contamination has been carried out that can be easily
applied in underdeveloped countries. The obtained result
from the present research is presented as well as discussed.

Materials and methods
Reagents and apparatus

The chemicals used were AR grade and procured from M/S,
Merck India Ltd. Double distilled water was used to prepare
all standards and reagents. The arsenate solution was
prepared by using sodium arsenate hydrate (NaHAsO4·7H2O).
IronĲII) chloride was used for impregnation purposes. A stock
solution of arsenate was prepared by dissolving 0.416 g of
NaHAsO4·7H2O in DI water. 0.1 M NaOH and HCl solutions
were added to adjust the pH of arsenate whenever necessary.
The glassware were soaked in 15% HNO3 for thorough
cleaning and rinsed with double distilled water before using.

Instruments and software

The pH of various solutions during the experiment was
measured using a digital pH meter (Hanna multi parameter
pH meter-HI2020) with ±0.01 unit accuracy. For providing a
continuous supply of arsenate solution to the fixed-bed
column, a peristaltic pump (Stenner-85mhp17) was used. For
the synthesis of Azadirachta indica char, a muffle furnace
(METZER METZ-2011) was used. For the morphological and
iron distribution analysis of Fe-AIB and Fe-AIL, energy
dispersive X-ray coupled with SEM (Carl Zeiss model-EVO-50)
was used. Arsenate was determined using ICP-MS. Each
sample was examined thrice, and reproducibility was found
to be within ±5% of experimental results. Before analysis,
calibration was conducted on a daily basis using a freshly
prepared standard of arsenate. Blank runs were conducted to
ensure that no adsorption transpires on the walls of the
column.

Preparation and characterization of adsorbent

Azadirachta indica carbon was synthesised by carbonization
(at 750 °C under a controlled environment) of powdered bark
of Azadirachta indica tree which was collected from local
timber houses of Kanpur, UP, India. AIB having size in the
range 200–250 μm was rinsed with DI water for the removal
of dirt, and the resultant product was oven-dried at 80 °C for
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24 h for the volatilization of organic impurities. To prepare
iron impregnated Azadirachta indica carbon (Fe-AIB), a
mixture of 0.5 M ironĲII) chloride and 50 g Azadirachta indica
carbon was subjected to a gentle stirring of 50 rpm for 24
hours. The impregnation process results in a series of
thermochemical reactions. To maintain the slurry pH for
greater charge abundance, NaOH was added to the mixture.
The obtained filtrate was subjected to multiple washing to
remove the colloidal precipitates and iron salt traces which
stick to the surface of activated carbon. The washed filtrate
was oven-dried at 100 °C for 4 h.

Experimental setup

The Fe-AIB adsorbent was packed within glass (borosilicate)
columns with a length of 55 cm and an internal diameter of
2 cm; to obstruct the flotation of particles of adsorbent at the
top and to provide uniform flow distribution, a layer of glass
wool over glass beads was provided.

All the experiments were carried out in a downflow manner
at pH 7.0 in the column study. A peristaltic pump was used to
pump the arsenate-spiked water through the packed bed of Fe-
AIB. The impact of various process parameters like influent
arsenate concentration, bed height, inlet flow rate and pH at
different throughput volumes was investigated and studied.
Samples of effluent at fixed time intervals were collected and
examined for arsenate concentration. The arsenate-spiked water
was allowed to pass through the Fe-AIB bed in a downflow
manner at a volumetric flow rate of 3 ml min−1, bed depths of
3, 6, and 9 cm and initial arsenate concentration of 1000 μg L−1.
The influence of flow rate on the removal of arsenate was
analysed at 3, 6 and 9 mL min−1 for an influent arsenate
concentration of 1000 μg L−1 and bed depth of 9 cm. The
column operations were stopped as the effluent arsenate
concentration surpassed 99% influent concentration.
Conventional mathematical models, including the Thomas
model, Yoon Nelson model, and BDST model, were used to
study the column performance and breakthrough curve
analysis. All experiments were conducted at room temperature
(25 ± 2 °C).

Experimental design

The optimum conditions related to the mitigation of arsenate
using Fe-AIB were investigated, and the variable interactions
were estimated by using central composite design in
response surface methodology (RSM). Four independent
variables (influent arsenate concentration, bed depth,
influent flow rate, and pH) were selected. All-inclusive 30 sets
of remediation combinations were examined by using
Design-Expert software (version 12.0.0, Stat-Ease Inc., USA).
2nd-order polynomials were used in order to fit the obtained
experimental data. The model adequacy was examined by
using the lack-of-fit test, sequential F-test, and other requisite
measurements. The data generated by CCD were estimated
by multiple regressions to fit the second-order model given
by eqn (1) (Fig. 1).19

Y ¼ β0 þ
X4
i¼1

βiXi þ
X4
i¼1

X4
j¼1

βjiXiXj þ
X4
i¼1

βijX i
2 (1)

where Y is the breakthrough time (predicted response), β0 is
a model constant, βi is a linear coefficient, and Xi and Xj are
independent variables.

Results and discussion
Characterization of Fe-AIB

The iron content of Fe-AIB and pristine biochar were 16.10%
and 0.05%, respectively, revealing the adequate Fe
impregnation into the biochar. The reported specific surface
areas of Fe-AIB and pristine biochar were 352 m2 g−1 and 877
m2 g−1, respectively, suggesting that Fe impregnation may
have filled or blocked pores on the biochar surfaces. Hence,
specific surface areas cannot be regarded as the deciding
factor in sorption of arsenate onto Fe-AIB. Surface
morphology is revealed by the SEM micrographs of Fe-AIB. A
large number of pores and grooves can be clearly seen
(Fig. 2b); it shows a very porous structure of Fe-AIB, which
may have resulted in a large surface area of the material.
Aggregates of Fe can be seen in the micrographs of the
adsorbent. The distribution of Fe-AIB surface elements
analysed by EDAX is shown in Table 1. The EDAX analysis
shows that the adsorbent contains mainly C, Cl and Fe,
suggesting the composition of mixed metal oxide. Chlorine
and iron are well-known binding agents. As per the study of
chemical composition, Fe oxide is the dominant adsorbent
species.

Table 1 presents the BET surface area, pore width and
pore volume of Fe-AIB. The study indicates a decrease in the
surface area, pore width and pore volume in the samples
after Fe impregnation. This decrease can be due to the
blockage of the pores resulting from Fe coating in samples.
Previously, a similar trend was seen in surface area, pore
width and pore volume due to iron doping.20 Fe-AIB's average
pore width was found to be in the range of 5–15 Å, which
shows its microporous nature.21

Fig. 1 Experimental setup for continuous adsorption.
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XRD analysis was carried out to investigate the crystalline
structure of the modified biochars derived from the bark of
Azadirachta indica (Fig. 3). The diffraction peaks
corresponding to 2 theta values of 18° for Fe-AIB show the
amorphous nature of the carbonised adsorbent.22 In the
spectrum of Fe-AIB, the peaks at two theta values of 30.6°
and 34.4° correspond to the presence of y-Fe2O3 and Fe3O4

spinel structure, respectively.23 The absence of any noticeable
peaks in the two theta range of 35–90° in the spectrum
reveals the replacement by the amorphous form of Fe in Fe-
AIB, which is more favourable than the crystalline form of Fe
oxide in adsorption of arsenic.24 XRD analysis confirms that
the crystalline nature of the material may be influenced by
the process of impregnation.

To study the mechanism of arsenate adsorption on Fe-
AIB, shifts of binding energy were analysed for C, O, Fe and
As using XPS analysis (Fig. 4). As carbon and oxygen can alter
the reactivity of surfaces in XPS data, their spectrum is very
significant. A similar pattern has also been recorded
previously in surface area. The C ls XPS spectra (Fig. 5) for
the precursor could be de-convoluted into 4 peaks
corresponding to binding energies at 284.9 (C–C and C–H),
285.2 (C–O), 287.5 (CO), and 290.3 eV (O–CO). After
impregnation, the peaks at 287.5 and 290.3 eV appeared at
287.1 and 289.4 eV, respectively, and the peak at 287.5 was
shown with the enhanced area, revealing carbon surface
oxidation resulting from the deposition of Fe.25

The O 1s spectra (Fig. 6) for the unmodified Azadirachta
indica carbon could be de-convoluted into 2 peaks
corresponding to a binding energy of 484.9 eV representing
the O–C functional group and the other at a binding energy
of 486.0 eV representing the O–CO group. After Fe
impregnation, a new peak of oxygen at 488.7 is shown owing
to the oxygen of Fe oxide. The peaks of Fe were located at BE
= 704.2 eV for these impregnated carbons. These data
correspond to Fe3+ characteristics.26 The peaks of unmodified
AIB carbon at 484.9 eV reduced to lower values with
increased area, indicating the unmodified carbon's oxidation
during the impregnation process.

The As 3d spectra of Fe-AIB are presented in Fig. 7. The
binding energies of HASO4

2− = 45.0 eV and H2AsO4 = 46.1 eV
are shown. The arsenate distribution was evaluated by
deconvolution of As 3d spectra. For the impregnated product,
a peak corresponding to 45.0 eV was observed, which reveals
HASO4

2− as the dominant species. On the surface of Fe-
impregnated activated carbon, the HASO4

2− dominance shows
the dominant nature of protonated complexes.27 Moreover,
the analysis of As 3d spectra shows no conversion of arsenate
to poisonous arsenite during the adsorption process.

Complexes of arsenate are disassociated as HASO4
2− and

H2AsO4 species.28 The probable mechanism of adsorption in

Fig. 2 SEM images (25 kV; 20 μm) of (a) uncarbonized AIB, (b) Fe-AIB, and (c) arsenate-laden Fe-AIB.

Table 1 Physicochemical properties of Fe-AIB and pristine biochar

Analysis Fe-AIB Pristine biochar

Element (weight %)
C 82.04 98.16
Cl 1.86 1.79
Fe 16.10 0.05
Moisture content (%) 10.95 11.14
pHzpc 6.76 —
Particle density (g cm−3) 1.33 —
Average particle size (μm) 226 —
Specific surface area (m2 g−1) 352 877
Pore width (Å) 6.9 14.38 Fig. 3 XRD pattern of Fe-AIB.
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Fe-impregnated biochars is the substitution of the O ligand
of AsĲV) molecules by the microparticles of Fe on the surface
of carbon through the formation of bi- and mono-dentate
complexes on the surface (Fig. 10).29 The peak intensity for
Fe3O4 and OH was relatively unaltered for Fe-AIB, which
shows better results, whereas it increased for CO,
confirming the predominance of bidentate complexes on the
Fe-impregnated char. The characteristic bands for Fe 2p
(Fig. 8) were shifted after arsenate adsorption. The significant
peak shift of Fe after AsĲV) adsorption at B.E. = 698.3 eV is
observed in the figure. The corresponding energy can be
attributed to Fe3+ ions.

The adsorption of arsenate on Fe-AIB shows a negative
direction shift in zeta potential (Fig. 9). The shift can be
attributed to increased negativity of the surface charge on Fe-
AIB resulting from arsenate adsorption. The zeta potential

shift induced by the adsorption of arsenate became more
conspicuous with a decrement in pH, consistent with the
trend of adsorption of arsenate with pH. Arsenate is firmly
bound to the adsorbent surface during adsorption, and
several negative charges transferred to the biochar's surface,
although if arsenate was electrostatically adsorbed, the
electrostatic double layer would have carried negative charges
on Fe-AIB and, consequently, would not alter the zeta
potential and surface charge of the adsorbent. The same
trend of alterations in surface charge and zeta potential on
metal oxides induced by arsenate adsorption was previously
reported.30–32

TGA curves comprise an expeditious weight loss phase
and a stable phase. Thermal decomposition led to a
significant weight loss for the precursor at temperatures
between 400 and 600 °C, which was significantly different

Fig. 4 XPS scans for Fe-AIB.

Fig. 5 C 1s spectra of Fe-AIB before and after arsenate adsorption.

Fig. 6 O 1s spectra of Fe-AIB before and after arsenate adsorption.

Fig. 7 As 3d spectra of Fe-AIB after arsenate adsorption.
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from that of Fe-AIB and arsenate-laden Fe-AIB. The residual
weights in comparison to the original weight were 3.75% for
the precursor, 8.55% for Fe-AIB, and 10.45% for arsenate-
laden Fe-AIB. The obtained result is in good agreement with
previous studies where the metal oxide modified biochar
possesses greater thermal stability in comparison to pristine
char.33–36 This can be attributed to the transition of metal
oxides in the course of the heating process.

The therrmal modification and thermogravimetric
characteristics of various metal oxides in the presence of
oxygen and under inert atmosphere have been investigated in
the literature.37 Initially, the mass of Fe-AIB shows unstable
behaviour; it kept decreasing with a smaller slope during the
initial period and a quicker slope in the later period (Fig. 11).
The temperature–weight relationship manifested a negative
slope with R2 = 0.94 at temperatures up to 450 °C. This slow
loss in mass during the initial period can be attributed to
loss of water captured in the inner layers of Fe. The higher
thermal stability of Fe-AIB can be due to the strong
mechanical properties of bark biochar which is stable at a
higher temperature in the presence of air.38

Vibrating sample magnetometry (VSM) was used for the
analysis of magnetization of Fe-AIB and the magnetic

characteristics are presented in Fig. 12. The study reveals that
Fe-AIB can be easily separated by using a magnet. The
saturation magnetization (SM) of Fe-AIB was reported to be
39 emu g−1.39 This shows that a sufficient amount of Fe was
successfully impregnated into the adsorbent.

Model evaluation and analysis of variance (ANOVA)

To define a valid model, the existing linear, quadratic, cubic
and 2 FI were tested to fit the actual response. The
evaluations of these models was done on the grounds of
obtained scores from the sum of squares sequential model
and revealed that the highest score is possessed by the
quadratic model. High model significance was supported by
higher F values and lower p values; consequently, the
quadratic model was estimated to be adequate and was
chosen to continue the process.

Analysis of variance (ANOVA) was used to evaluate further
the significance and adequacy of the selected quadratic

Fig. 8 Fe-2p spectra of Fe-AIB before and after arsenate adsorption.

Fig. 9 Zeta potentials of Fe-AIB before and after arsenate adsorption.

Fig. 10 Schematic demonstration of arsenate adsorption on Fe-AIB.

Fig. 11 Thermogravimetric (TG) curves of AIB.
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model (Table 2). This was confirmed by the p value
(probability value), F value (Fisher variation ratio), coefficient
of determination, predicted R2, adjusted R2, lack of fit and
adequate precision. The comparison of design point
predicted value ranges with prediction error was given by
signal-to-noise ratio (adequate precision). A significant
discrimination model prevails if the ratio > 4. The measure
of the proportion of variation around newly generated data
and the mean are given by predicted R2 and adjusted R2,
respectively. The p value represents the measurement of
significance of different variables, and the F value is a
measure of the data variation about its mean.40–42 ANOVA
was used for the validation of the adopted quadratic model
which gives evidence including low p values (<0.0001), high
F values (197.10), lack of fit being non-significant (6.38), high
values of coefficient of determination (0.994), predicted R2

(0.968), adjusted R2 (0.989) and adequate precision (50).
The empirical relation between the independent variables

and the breakthrough time given in terms of regression

coefficient by the adopted model can be expressed as the
following equation:

Y = 817.489 + −33.9228 × A + −89.6274 × B + 285.289 × C
+ −11.0367 × D + 11.7083 × AB + −21.2976 × AC
+ −18.0837 × AD + −16.2018 × BC + −6.83366 × BD
+ 12.5736 × CD + −1.70343 × A2 + 15.1038 × B2

+ 28.8215 × C2 + −42.9537 × D2

where A (influent AsĲV) concentration), B (inlet flow rate), C
(bed height) and D (pH) are in coded factors. The model
equation generated by regression analysis reveals that the
interacting as well as the main effect of bed depth, influent
arsenate concentration, influent flow rate and pH are of high
significance (p < 0.0001).The validation of the selected
quadratic model was done by ANOVA, which gives evidence
including low p values (<0.0005) and high F value.

Variable interaction

The 3D response surface plots and contour plots were
generated to analyse the interaction among various
independent variables and their respective effects on
breakthrough time (response). 3D response surface plots are
the response surface's projection in the 3D plane, whereas
contour plots are in the 2D plane. The combined analysis
yields better understanding of variable effects along with
their interaction on the breakthrough time as a function of
three and two variables at a time.

Fig. 13a shows the combined effect of influent arsenate
concentration and influent flow rate on the breakthrough
time through the response surface and contour plot for
column operation. Within the experimental range, with the
increase in the influent flow rate and influent arsenate
concentration, the breakthrough time decreases. The
decrease in breakthrough time can be attributed to the
availability of limited active sites on the adsorbent which

Fig. 12 Magnetization curves of Fe-AIB.

Table 2 Analysis of variance (ANOVA) of the Fe-AIB adsorbent using CCD

Source
Sum of
squares df

Mean
square F value p value

Model 1.774 × 106 14 1.267 × 105 197.10 <0.0001
A – influent AsĲV) concentration 19 025.64 1 19 025.64 29.59 <0.0001
B – inlet flow rate 1.349 × 105 1 1.349 × 105 209.76 <0.0001
C – bed height 1.244 × 106 1 1.244 × 106 1935.02 <0.0001
D – pH 1689.43 1 1689.43 2.63 0.1258
AB 2023.74 1 2023.74 3.15 0.0963
AC 6665.30 1 6665.30 10.37 0.0057
AD 3919.17 1 3919.17 6.10 0.0260
BC 4012.22 1 4012.22 6.24 0.0246
BD 559.66 1 559.66 0.8705 0.3656
CD 2026.82 1 2026.82 3.15 0.0961
A2 6.72 1 6.72 0.0105 0.9199
B2 484.65 1 484.65 0.7539 0.3989
C2 1728.55 1 1728.55 2.69 0.1219
D2 6157.53 1 6157.53 9.58 0.0074
Residual 9643.53 15 642.90
Lack of fit 8942.70 10 894.27 6.38 0.0270
Pure error 700.83 5 140.17
Cor total 1.784 × 106 29
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becomes saturated after the uptake of a particular
concentration.40,43 At elevated influent flow rates, the
resultant poor efficiency can be due to decreased time of
residence of arsenate in the column, and its diffusion within

the pores of the adsorbent is less frequent which in turn
enables the solute to exit the column before the attainment
of equilibrium. Due to the mentioned event, a quick
breakthrough was achieved.44,45

Fig. 13 3D response surface plots and 2D contour plot of Fe-AIB for simultaneous interactive effects of (a) influent flow rate and inlet
concentration at pH 7.0, bed height 18.0 cm, (b) bed height and inlet concentration at pH 7.0, influent flow rate 3 ml min−1, (c) pH and inlet
concentration at bed height 18.0 cm, influent flow rate 3 ml min−1, (d) bed height and influent flow rate at pH 7.0, inlet concentration 600 μg L−1,
(e) pH and influent flow rate at bed height 18.0 cm, inlet concentration 600 μg L−1 and (f) pH and bed height at influent flow rate 3 ml min−1, inlet
concentration 600 μg L−1.
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Fig. 13b shows the combined effect of influent arsenate
concentration and bed height on the breakthrough time
through the response surface and contour plot for column
operation using Fe-AIB. The breakthrough time (response
function) increases with an increase in bed height, whereas it
decreases with increased influent concentration. This could
be because an increased dose of adsorbent with an increase
in bed height yields an increased number of active sites for
arsenate interaction with the enhanced surface area. As a
result, the solute has ample chance to be adsorbed onto the
active sites, and late breakthrough is achieved.40,46

Fig. 13c shows the combined effect of pH and influent
arsenate concentration on the response through the response
surface and contour plot for column operation. Fe-AIB
worked exceptionally well within the tested range of pH.
Arsenic acid (H3AsO4) is triprotic, and the corresponding
dissociation constants are pKa11/4 2.21, pKa21/4 6.94 and
pKa31/4 11.49. With the increase in pH, a gradual decrease in
breakthrough time was reported. This can be ascribed to the
integrated effect of the enhancement in divalent AsĲV) species
fraction and the decrease in the quantity of protonated
species of R-CH (NH2)–COOH in PAA with enhancement in
the influent pH. In the pH range 4.6–7.0, monovalent and
divalent AsĲV) species dominates; ion exchange phenomenon
resulted in the mentioned pH range. In the pH range 2.2–4.6,
the arsenate species remains non-dissociated, and
monovalent anion and H3AsO4 dominate.47–49

The combined effect of bed height and flow rate on the
response factor (breakthrough time) for column operations of
adsorption of arsenate on Fe-AIB is shown in Fig. 13d. The
combined effect of bed height and the flow rate has a
significant influence on the breakthrough time. With an
increase in bed height, the breakthrough time increases,
whereas it decrease with increasing flow rate. The pattern of
such a breakthrough can be described in terms of inadequate
residence time for arsenate and adsorbent interaction in the
column as well as the availability of sufficient active sites for
adsorption, as mentioned earlier.47,48

Breakthrough time prediction by the combined effect of
solution pH and bed height is shown in Fig. 13f. The
breakthrough time increases with an increase in pH, whereas it
decreases with an increase in influent arsenate concentration.
This can be attributed to enhanced surface area availability with
increased bed height, resulting in an increased number of active
sites for adsorption. Moreover, as the pH of the solution

increases, the uptake of arsenate for the adsorbent decreases.
This can be attributed to the fact that when the pHpzc is more
than the pH of the solution, the surface of the adsorbent
becomes positive charge dominant. In contrast, the arsenate
surface resulted in a more negative in the mentioned pH.
Hence, the anion which was negatively charged is strongly
attracted toward the surface of the adsorbent and results in
increased adsorption at lower pH.47,50

Thus, analysis of 3D response surface plots and contour
plots reveals that breakthrough time, i.e. column service time
decrease with the influent flow rate, influent concentration,
pH, and increases with the bed depth.

A review of the literature reveals that very few studies have
been reported for column operations. Most of the research
has been conducted in batch operations for arsenate
remediation. In contrast to the column operations, the
obtained data from batch operations are often not applicable
in household/industrial remediation systems, as the time of
contact is less to reach equilibrium. The increased
equilibrium removal capacity of arsenate in column (fixed
bed) reactors ensures the suitability of the adsorbent to be
used in filter units for arsenate mitigation. Hence, a
comparison of the arsenate uptake capacity of Fe-AIB with
that of other adsorbents of the same nature reported in the
literature has been made (Table 7). Although, due to varying
experimental conditions, a direct comparison of Fe-AIB/with
other adsorbents is difficult, still it is observed that the
arsenate removal capacity on Fe-AIB is worthy of comparison
with and better than that of other adsorbents for arsenate
mitigation in column operations. The outcomes reveal the
suitability of Fe-AIB and Fe-AL for the remediation of
arsenate from aqueous solution using a downflow continuous
fixed-bed column.

The potential objective of using the Design-Expert
software is to minimize, maximize, in range, target and fix to
factors only (precise value). The required objective was
selected for each response and variable from the menu in
numerical optimization.51,52 By seeking from 100 initial
points in the changes of the response surface, the finest
response was found to be 1321.828 min when the variables
were kept at 500 μg L−1 of influent arsenate, 3.0 ml min−1

influent flow rate, pH of 7.246, and bed height of 18.0 cm.
Confirmation column runs were performed in duplicate at

optimal conditions for the sake of validation. The
experimental data which coexist in good agreement with

Table 3 Adams–Bohart model parameters for AsĲV) adsorption on Fe-AIB

Ci (μg L−1) h (cm) Q (ml min−1) d (cm) K N0 R2

1000 3 3 2 0.034 148.14 0.59
1000 6 3 2 0.028 67.87 0.72
1000 9 3 2 0.014 47.15 0.79
1000 9 6 2 0.015 48.88 0.63
1000 9 9 2 0.015 48.19 0.61
1000 9 3 3 0.016 48.92 0.74
1250 9 3 3 0.01 32.69 0.75
1500 9 3 3 0.0068 37.33 0.78
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optimum results obtained from central composite design
confirm that the adsorbent may be economically viable and
effective for arsenate mitigation in aquatic systems.

Fixed-bed column breakthrough models

Adams–Bohart model. This model assumes that the rate
of adsorption is proportional to both the concentration of the
adsorbate and the adsorbent's residual capacity. The Adams–
Bohart model is used for the explanation of the early part of
the breakthrough curve.53

ln
Ce

Ci

� �
¼ KCit −KN0

Z
U

where U is the linear velocity (cm min−1), K is a kinetic

constant (l mg−1 min−1), Z is the bed height of the packed
bed (cm), and N0 is the maximum removal capacity (mg l−1).

The plot of ln Ce
Ci

� �
vs. t would yield the values of N0 and K.

The experimental data have been incorporated in the model,

and using regression analysis (linear), the values obtained
corresponding to N0 and K are presented in Table 3. The
values of N0 and K do not show a significant variation with
change in flow rates. Moreover, the values of N0 and K
decrease as the bed height increases. Additionally, the value
of N0 increases and K decreases with an increase in influent
arsenate concentration. This model relies on the theory of
surface reaction and presumes the non-instantaneous
behaviour of equilibrium. Therefore, the rate of adsorption is
proportional to the arsenate concentration and residual
capacity of the adsorbent. In addition, the Adams–Bohart
model is applicable to the mass transfer restricted rate of
adsorption and low concentration regions.54 The vast
difference between the experimental and predicted values of
the breakthrough and the low values of determination
coefficient (R2) implies that the Adams–Bohart model is not
efficient to speculate the data of experiments with both the
adsorbents.

The Thomas model. The Thomas model assumes that the
Langmuir kinetics has been followed by the adsorption
process in the fixed-bed column operation without any axial
dispersion because the driving force of rate follows the
second-order kinetics.55,56 The linear form of the Thomas
model can be represented as follows:

ln
c0
ct

− 1
� �

¼ kthq0
m
Q

− kthC0tð Þ

where kth represents the constant of the Thomas model (ml

min−1 mg−1), q0 is the uptake capacity of arsenate on Fe-AIB

Table 4 Modeling outcomes of arsenate adsorption oh Fe-AIB packed-bed column

Process parameters qexp
(μg g−1)

Thomas model results Yoon–Nelson model results

Bed height (cm) kth (ml min−1 μg) qo (μg g−1) R2 KYN T

3 111.4711 0.0158 106.6347 0.7571 0.0128 128.9249
6 127.0649 0.0128 138.6136 0.9491 0.0158 282.6839
9 136.7064 0.0111 143.182 0.9087 0.0171 383.4361
Flow rate (mL min −1)
3 136.7064 0.0111 143.182 0.9087 0.0171 383.4361
6 99.41522 0.0127 95.7494 0.8687 0.0127 128.2085
9 85.0841 0.0189 82.9062 0.76 0.0164 85.1237
Conc (μg L−1)
1000 136.7064 0.0111 134.182 0.9087 0.0171 383.4361
1250 138.1012 0.0089 143.624 0.9738 0.0112 288.4184
1500 141.0321 0.0065 147.3377 0.9898 0.0098 263.0469
Column diam (cm)
2 136.7064 0.011181 143.182 0.9087 0.017181 383.4361
3 142.7872 0.018989 149.0885 0.912 0.018989 399.259

Table 5 BDST model parameters for AsĲV) adsorption onto Fe-AIB

ci/ce K (L mg−1 min−1) N0 (mg L−1) R2 te tp

0.2 0.075 9.907 0.998 120 116.20
0.4 0.063 14.156 0.999 360 349.42
0.6 0.032 17.691 0.997 280 261.76

Fig. 14 Bed height vs. service time curve at various values of ci/ce in
the column for arsenate adsorption on Fe-AIB.
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(μg g−1), m is the adsorbent mass (g), and Q is the flow rate
(ml min−1).

The linear form of this model, (lnC0/Ct − 1) vs. t, was used
to find out the values of qo and kth from the Thomas
equation. The evaluated values of the model parameters and
R2 (regression coefficients) are given in Table 4. A
comparative analysis of the predicted breakthrough attained
at different process parameters has been performed. It can
be seen from the table that with an increase in influent
concentration and bed height, the value of q0 increases but
that of kth decreases. In contrast, with the increase in influent
flow rate the value of q0 is decreased and kth increased. While
this model certainly shows excellent adaptation for the
experimental conditions related to adsorption, it does not
give a good co-relation for the rupture curve prediction. This
is noticed when a gap is obtained between the experimental
adsorption capacity and the adsorption capacity evaluated
using the model. Therefore, while this model is most
extensively used for expressing the behaviour of the bio-
sorption process in column experiments, its chief limitation
is second-order kinetics based derivation and presumes that
bio-sorption is not only restricted by the chemical reaction
but also governed by interfacial mass transfer. This
mentioned inconsistency can produce errors while using the
method for modelling of biosorption processes.57,58

The Yoon–Nelson model. This model assumes that the
probability decrement rate of adsorption corresponding to
each molecule of adsorbate is proportional to adsorption of
adsorbate probability and breakthrough of adsorbate

probability. The linearized Yoon–Nelson model can be
expressed as

ln
c0

c0 − ct

� �
¼ KYNt − τKYN

where KYN is the Yoon–Nelson rate constant (min−1), and τ is

the required time for 50% breakthrough of the adsorbate.
The linearized plot between lnĲc0/c0 − ct) vs. t would yield the
values of parameters KYN and τ with respect to influent
arsenate concentration, bed height, flow rate, and column
diameter and are presented in Table 4. The experimental data
for both Fe-AIB adsorbents reveal a great fit to the model
with R2 (regression coefficient) equal to 0.995. It can be
observed that the calculated and obtained τ values are very
near, showing the goodness of the Yoon–Nelson model to be
fitted by experimental data.

BDST model. The BDST model is a semi-empirical model
in column analysis, which allows the quickest prediction of
the performance of an adsorbent. This model assumes that
the adsorption rate is governed by the surface reaction
between the unconsumed adsorbent's capacity and the
adsorbate.59,60 The BDST model can estimate the interaction
between the bed height of the column and service time. A
linearized form of the BDST model is given by equation

t ¼ N0Z
UCi

− 1
KCi

ln
Ci

Ce
− 1

� �

Table 6 Process parameters of sorption for four desorption cycles of arsenate onto Fe-AIB

Cycle no. Breakthrough volume (ml) Breakthrough time (min) Exhaustion time (min) Uptake capacity (μg g−1) Elution time (min)

I 2317 600 861 149.9 352
II 2108 585 894 145.4 301
III 1952 570 917 144.3 275
IV 1721 480 952 141.7 243

Fig. 15 Concentration profile of arsenate in the regenerant for Fe-AIB
during regeneration with 10% sodium hydroxide.

Fig. 16 Elution curves for desorption of arsenate during four cycles
(10% NaOH; flow rate = 3 mL min−1).
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where k is the rate constant corresponding to the BDST

model (L mg−1 min−1), N0 represents the capacity of
adsorption in the BDST model (μg l−1), and Z is the height of
the packed bed (cm). The values of the BDST model
parameters, k and N0 were obtained by the linear plot
between bed height and service time ci/ce equal to 0.2, 0.4
and 0.6, as shown in Fig. 14. The predicted service time and
experimental service time at the bed height of 9 cm, flow rate
of 3 ml min−1 and influent concentration of 1000 μg l−1 were
calculated and are shown in Table 5. It can be observed from
the table that there is a good agreement between the
predicted and the experimental service time. Therefore it can
be concluded that the BDST model is acceptable for the Fe-
AIB system. Also, the high R2 values verify the applicability of
the BDST model for the current system.

Regeneration and reuse of Fe-AIB

A good adsorption operation needs numerous reuses of the
adsorbent, which significantly lowers the process cost and
reliance on a constant supply of adsorbents. The current
study used 10% sodium hydroxide to regenerate the
exhausted Fe-AIB medium after the run. The profiles for
arsenate recovery during desorption of Fe-AIB are presented

in Fig. 15. The analysis shows that 12-bed volumes of Fe-AIB
were required for about 99% recovery of arsenate. The first
4-bed volumes elute approximately 93.4% of the adsorbed
quantity, and the desorption of the remaining takes place in
the remaining 8-bed volumes. These findings suggest that
the active sites of the adsorbent's particles are easily
approachable through the pore networking among various

Table 7 Uptake capacity comparison of different adsorbents in a packed-bed column for arsenate removal

Adsorbents Operating conditions
Uptake capacity
(μg g−1) Ref.

Activated alumina pH 7.2; bed depth 6 cm; 16 mm3 cm−1;
0.2 mm particle size

0.007 61

Sand coated with siderite Flow rate 148 mL min−1, bed depth 15 cm,
influent concentration 500 mg L−1

1.09 62

Hydrous Fe2O3 impregnated with
C8H6O2 resin coated activated carbon

Influent concentration 1470 mg L−1,
flow rate 1.57 mL min−1, pH 6.8

1.52 63

Laterite (natural) (NA) Temperature 27 °C, pH 5.5, bed depth 30 cm,
inlet concentration 1000 μg L−1, average particle
size 0.273 mm, flow rate 5 mL min−1

0.147 64

Fe-impregnated sugarcane-based
carbon (Fe-SCC)

Temperature 30 °C, concentration 600 mg L−1,
adsorbent dose 9.0 g, pH 7, particle size 250 mm,
flow rate 1.2 mL min−1

0.084 48

Rice polish Temperature 30 °C, concentration 1000 mg L−1,
dose 30.5 g, pH 7.0, particle size less than 178 mm,
flow rate 1.6 mL min−1

0.067 45

Hybrid of goethite structure
Fe2O3 and anion exchange resin (polymeric)

Dose 45 g, pH 7.5, concentration 500 μg L−1,
particle size 0.35, mm flow rate 8 mL min−1

3.22 65

Zein-Fe beds Bed height 3 cm, conc 0.5–100 mg L−1, pH 6.0,
influent flow rate 4 ml min−1

1.95 66

Laterite soil Temperature 30 °C, bed height 2.7 cm,
flow rate 11 ml min−1, pH 3.0

0.47 67

Fe2O3 doped alumina Temperature 30 °C, bed height 6 cm,
flow rate 16 ml min−1, pH 12.0

0.46 68

Chitosan base biopolymer
adsorbent

Bed height 8 cm, flow rate 8 ml min−1,
pH 7.0, particle size 300 mm

1.90 49

LDH (poly) Inlet conc 50 mg L−1, inlet flow rate 7 ml min−1,
pH 8.0

1.73 69

Fe-impregnated A. indica root
(Fe-AIR) carbon

Bed height 9 cm, influent conc 1 mg L−1,
flow rate 3.0 ml min−1, pH 6.0

0.92 70

Fe-impregnated A. indica bark
(Fe-AIB) carbon

Influent arsenate conc 500 μg L−1,
influent flow rate 3.0 ml min−1, pH 7.0,
bed height 18.0 cm

1.49 Present
study

Table 8 Water physicochemical parameters and remediation of arsenate
using Fe-AIB

Process parameters (unit) Before adsorption After adsorption

AsĲV) (μg L−1) 155 7.14
AsĲIII) (μg L−1) 131 11.40
TDS (mg L−1) 611.4 478.12
Conductivity (μS cm−1) 3.7 3.3
Ca2+ (mg L−1) 133.4 91.7
Mg2+ (mg L−1) 45.9 19.1
Carbonates (mg L−1) 39.7 30.1
Bicarbonates (mg L−1) 234.4 161.9
Na+ (mg L−1) 40.3 39.3
K+ (mg L−1) 2.9 2.1
Cl− (mg L−1) 35.4 12.3
Fe (mg L−1) 16.1 3.1
SO2

− (mg L−1) 4.1 3.3
PO3− 1.7 0.1
F− (mg L−1) 0.7 Below detection limit

Environmental Science: Water Research & TechnologyPaper

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
02

1.
 D

ow
nl

oa
de

d 
by

 I
nd

ia
n 

In
st

itu
te

 o
f 

T
ec

hn
ol

og
y,

 B
an

ar
as

 H
in

du
 U

ni
ve

rs
ity

 o
n 

10
/1

6/
20

21
 8

:3
6:

49
 A

M
. 

View Article Online

https://doi.org/10.1039/d1ew00385b


Environ. Sci.: Water Res. Technol.This journal is © The Royal Society of Chemistry 2021

particles. That is to say, pore clogging does not take place,
which is strongly supported by the fact that is a very constant
flow rate during adsorption–desorption runs, and the process
comes out to be reversible.

To discard the excess NaOH found in the medium and
thus to maintain the pH, the Fe-AIB beds were reconditioned
with hot water after regeneration. The dissolved Fe content in
the exhaust regenerant is negligible (0.03 to 0.05 mg l−1) in
comparison to the Fe present in the medium during
regeneration, which led to the assumption that the total Fe
concentration in Fe-AIB is unchanged after the regeneration.
After rinsing the Fe-AIB media, they were basically prepared
for the succeeding adsorption cycles. Up to the fourth
sorption cycle, the iron content was practically non-
detectable. Fig. 16 shows consecutive sorption–desorption
cycles for Fe-AIB; as the regeneration cycle continued, the
breakthrough time decreased and the exhaustion time
increased, resulting in a widened mass-transfer zone.
However, all four cycles demonstrated a high capacity for
arsenate adsorption. It is always preferable to choose an
eluent that has no effect on the sorbent's physical properties
or uptake capacity. For the present system, 10% sodium
hydroxide works well, with desorption efficiencies above 99%
for all four cycles. The eco-friendly and economic benefits of
reusing Fe-AIB, along with its high sorption capability, make
it an appealing treatment option for arsenic-containing
solutions (Table 6).

Performance evaluation of fixed-bed
column using real groundwater

The proposed biosorbent Fe-AIB was convincingly examined
for the mitigation of arsenate from contaminated
groundwater samples. Eighty natural contaminated
groundwater samples were garnered from an arsenate-
contaminated region of Burdwan district (Purbasthali Block-
II), West Bengal, India. Our initial analysis confirms the
presence of 286 μg L−1 of inorganic arsenic out of eighty
water samples of tube wells. Mitigation of inorganic arsenic
from the sample (total arsenic = 286 μg L−1, arsenite =131 μg
L−1, and arsenate = 155 μg L−1) through a column experiment
conducted under optimal conditions of 18 cm bed height of
both adsorbents and flow rate 3 mL min−1. After processing
20 L of contaminated water by the proposed column
experiments, the water quality results on pre and post
adsorption under analysis are given in Table 8. The column
run results using real contaminated water samples,
containing both arsenite and arsenate ions, reveals that Fe-
AIB is efficient to remediate both inorganic arsenic species
from contaminated groundwater.

Conclusion

A substantial lab-scale investigation was conducted to
estimate the performance of a fixed-bed column using a
novel adsorbent Fe-AIB having an adsorption capacity of 1.49

mg L−1, with different influent concentrations, bed heights,
pH and flow rates. The experimental data obtained in the
present work were competently simulated in the central
composite design model. The simultaneous effect shows that
the breakthrough time increases but with a slight decrease in
uptake capacity as the bed height and influent concentration
increase. The breakthrough time, along with the uptake
capacity, increases at low flow rates. The Thomas model can
determine the nature of the breakthrough curves; this may
imply that the controlling step of the adsorption process is
neither internal nor external diffusion in the column. The
BDST model demonstrated excellent agreement with the
experimental results and obtained high R2 values, confirming
the applicability of the BDST model for the fixed-bed column
system of the present study. The regeneration and successive
reuse of the adsorbent offered an inexpensive approach for
the remediation of arsenate from aqueous systems. The
effluent water quality treated by Fe-AIB was proven to be
completely safe for human consumption. The foremost
performance of the Fe-AIB packed column was its capacity,
i.e., approximately 90 litres of arsenate-contaminated water
per day (of 500 μg L−1 brought down to below 10 μg L−1),
suggesting the suitability of the Fe-AIB adsorbent for water
filters in households in rural regions without power
requirements. Overall, it can be deduced that the statistical
model application is an efficient approach for modelling,
optimization and design of the arsenate adsorption system.
The experimental results shown in the present investigation
can surely be hypothesized for the establishment and design
of an effective arsenate remediation plan while treating
contaminated groundwater.
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Abstract

Background: Plasmodium vivax is responsible for the majority of malarial infection in the Indian subcontinent. This
species of the parasite is generally believed to cause a relatively benign form of the disease. However, recent
reports from different parts of the world indicate that vivax malaria can also have severe manifestation. Host
response to the parasite invasion is thought to be an important factor in determining the severity of manifestation.
In this paper, attempt was made to determine the host metabolic response associated with P. vivax infection by
means of NMR spectroscopy-based metabonomic techniques in an attempt to better understand the disease
pathology.

Methods: NMR spectroscopy of urine samples from P. vivax-infected patients, healthy individuals and non-malarial
fever patients were carried out followed by multivariate statistical analysis. Two data analysis techniques were
employed, namely, Principal Component Analysis [PCA] and Orthogonal Projection to Latent Structure Discriminant
Analysis [OPLS-DA]. Several NMR signals from the urinary metabolites were further selected for univariate
comparison among the classes.

Results: The urine metabolic profiles of P. vivax-infected patients were distinct from those of healthy individuals as well
as of non-malarial fever patients. A highly predictive model was constructed from urine profile of malarial and non-
malarial fever patients. Several metabolites were found to be varying significantly across these cohorts. Urinary ornithine
seems to have the potential to be used as biomarkers of vivax malaria. An increasing trend in pipecolic acid was also
observed. The results suggest impairment in the functioning of liver as well as impairment in urea cycle.

Conclusions: The results open up a possibility of non-invasive analysis and diagnosis of P. vivax using urine
metabolic profile. Distinct variations in certain metabolites were recorded, and amongst these, ornithine may have
the potential of being used as biomarker of malaria. Pipecolic acid also showed increasing trend in the malaria
patient compared to the other groups.

Keywords: Plasmodium vivax, NMR, metabonomics, metabolites, biomarker

Background
Malaria is caused by parasites of the genus Plasmodium.
The five Plasmodium species that are responsible for
human malaria are Plasmodium vivax, Plasmodium fal-
ciparum, Plasmodium malariae, Plasmodium ovale and

Plasmodium knowlesi [1]. Every year, 200-300 million
people are affected with malaria with an annual mortal-
ity rate of nearly one million [2]. Sub-Saharan Africa
and Southeast Asia are some of the most affected
regions. In India, P. vivax is the predominant cause of
clinical malaria [3].
Metabonomics is a comparatively recently developed

technology defined as the global, dynamic response of
living organism towards genetic and environmental per-
turbations [4]. The technique involves the NMR or mass
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spectra analysis of biofluids such as urine and serum,
etc. followed by multivariate analyses using Principal
Component Analysis [PCA] or Orthogonal Partial Least
Square - Discriminant Analysis [OPLSDA]. Essentially
this provides the clustering of the samples into classes.
This also provides the identity of specific NMR/mass
spectral signature[s] that are responsible for the cluster-
ing/classification. This, in turn, leads to identification of
the metabolite[s] that are specifically perturbed in
response to the stress factor [genetic or environmental]
under investigation [5]. Metabonomics, although a rela-
tively new technology, is being used extensively in phar-
macological industry [6,7]. Metabonomic analysis is also
being utilized in identification of novel biomarkers and/
or metabolic characterization during different diseases,
such as diabetes [8] and congenital heart disease [9].
Malaria is an ancient infectious disease that has

afflicted humans since pre-historic times. Severity in the
clinical malarial disease occurs frequently, and has been
well documented for P. falciparum infections [10,11].
The severity or pathogenicity is likely to be due to meta-
bolic complications arising as a result of host parasite
interactions in which the pathogen may divert the host
nutrients, and/or release toxic metabolites. Metabolomic
analysis will allow a direct read out for such complica-
tions. Using axenic cultures, the changes in metabolomic
profiles have been documented for the intraerythrocytic
stages of P. falciparum [12-14]. However, there have
been very few studies on the effects on the metabolic
profile of the host during malarial infection. Although
body fluids such as urine and plasma are amenable to
such metabolomic analysis, very few reports exist of such
studies. Urine, as an easily available fluid, is also a very
good reporter of the overall metabolic status of the whole
organism. Systemic level analysis of host metabolic
response towards malaria is delineated only in two rodent
model studies. In one of the studies, existence of sexual
dimorphism was shown in the alterations of sera, urine
and brain metabolic profile in the rodent model of
malaria [15]. In another study Nicholson and co-workers
delineated the global metabolic response to Plasmodium
berghei infection [16]. No metabolomic information
exists so far for human patient samples. In particular,
very little is known for P. vivax patients, although it has
been observed recently that P. vivax can cause high levels
of pathological complications [17,18].
In this report, a NMR based metabonomic approach is

delinated to study the urine samples of P. vivax malaria
patients and try to correlate the changes observed in
them to the known and reported biochemical processes.
The paper describes a study of global host metabolic
responses towards P. vivax infection. The results ascer-
tain differences in metabolic response in the urinary

metabolic profile of the P. vivax infected persons with
respect to that of healthy individuals and also with the
patients of non-malarial fever. The differential metabo-
lites are delineated, raising the possibility of a non-inva-
sive diagnosis of malaria.

Methods
Ethical aspects
This study was approved by and carried out according
to the guidelines of the Local Institutional Ethics Com-
mittee. Informed consent was obtained prior to sample
collection.

Sample collection
Midstream urine samples (~10 ml) of malaria-infected
individuals were collected from local pathological
laboratories in sterile tubes containing a final concentra-
tion of 0.02% sodium azide. The inclusion criteria fol-
lowed to recruit the subjects in the study were as
follows- (1) Adult males (age ranging from 30 to 50
years), (2) Malaria cohort of those patients that tested
positive for P. vivax by blood smear microscopy and (3)
Subjects able to consent through informed consent
document. Certain exclusion criteria were also followed
viz. (1) All females and males < 30 and > 50 years of
age, (2) Patients with P. falciparum and mixed P. falci-
parum/P. vivax infections and (3) Patients with other
chronic diseases and/or previous history of any type of
malarial infection. In total 53 individuals (all males)
were recruited for the study: 21 P. vivax-infected
patients, 21 healthy controls and 12 patients with non-
malarial fever. Their age ranges were: malaria patients:
35 ± 3.95 years: healthy individuals: 44 ± 3.18 years: and
non-malarial fever patients: 40.5 ± 5.33 years (median ±
standard error). The samples were transported from the
site of collection to the laboratory at 0°C and were
immediately processed [19].

Sample preparation for NMR experiments
An aliquot (800 μL) of collected urine sample was
mixed with 400 μL phosphate buffer (an 81:19 (v/v)
mixture of 0.2 M Na2HPO4 and 0.2 M NaH2PO4; pH
7.4, made in deionized and 0.22 mm filtered water).
This mixture was homogenized and left to stand for 5
min at ambient temperature following which it was cen-
trifuged for 6 min at 6000 g to remove any suspended
matter. The clear supernatant (600 μL) was transferred
to 5 mm NMR tube (Wilmad, USA) and 50 μL D2O,
containing 2, 2-dimethyl-2-silapentane-5-sulfonic acid
(DSS) at 0.01% final concentration, was added to it. D2O
served as a field-frequency lock and DSS was the inter-
nal chemical shift reference. The samples were stored
frozen at -20°C until required for NMR experiments.
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NMR experiments
The NMR spectra were acquired on AVANCE 500 MHz
Bruker NMR spectrometer equipped with a 5 mm
broad-band inverse probe. The operating frequency on
this machine was 500.13 MHz for 1H. For the 1D
experiments the spectral width was 12.01 ppm, an exci-
tation pulse of 9 μs (~70°), and a relaxation delay of 1 s
between consecutive pulses. This resulted in an acquisi-
tion time of 0.68 s and a cycle time of 1.68 s. A total of
64 transients were acquired into 8,192 data points. The
water suppression routine involved excitation sculpting
using gradients. For processing the FIDs were subjected
to exponential multiplication leading to an additional
line broadening of 0.20 Hz. A sine bell apodization was
also used prior to Fourier transformation. The 1H NMR
spectra were manually phase and baseline corrected. For
identification of metabolites two dimensional (2D)
experiments were performed on selected samples. 2D
COSY spectra were acquired with 32 transients in the
direct dimension for each of the 256 increments in the
indirect dimension. The spectral width was 12.01 in
both the dimensions. The pulse width used was 11.80 μs
with a delay of 1.5 s. The processing parameters of the
data included a QSINE window function, exponential
multiplication of 0.20 and 0.30 Hz in the direct and
indirect dimension respectively, followed by Fourier
transformation in both the dimensions. The 2D TOCSY
experiments were performed using similar acquisition
parameters. The processing parameters were also identi-
cal with an extra Gaussian multiplication of 0.10 Hz
prior to Fourier transformation in both the dimensions.
The 2D spectra aided in assignment of the NMR reso-
nances to the specific metabolites. In addition, compari-
son with reported experimental and calculated spectra
was done using Human Metabolome Data Base (http://
www.hmdb.ca/search/spectra).

Data reduction and analyses
The frequency domain 1H NMR spectra were manually
phased and baseline corrected. For data reduction the
individual spectrum (0.50 to 9.50 ppm) were divided
into frequency bins of width 0.04 ppm each resulting in
a total of 191 bins per spectrum. Each bin was inte-
grated using MestReC 4.7.0. In order to avoid the arte-
facts of water suppression and the variable
concentration of urea, the region 4.3 to 6.6 ppm was
excluded from the binning procedure. The integrals
were normalized to the total intensity of the spectrum
to compensate for the inter-sample dilution effects. This
was achieved by an algorithm developed in-house. The
data was mean-centered (the average value of each bin
for all samples was subtracted from individual integrals)
and Pareto scaled. The preceding operation resulted in
similar weight being given to all the bins and the

resultant multivariate models were not dominated by
bins representing metabolites high in concentration.
Next, the data so generated served as input for PCA and
OPLS-DA, which were performed on the SIMCA-P +
12.0 platform (Umetrics, Umea, Sweden).
PCA is an unsupervised pattern recognition technique

where no class identity is assigned to the samples a
priori. This helps in visualizing any pattern that is pre-
sent in the data and also identifies the outliers. The
class specific segregation can be refined using OPLS-
DA. This is a supervised technique where class specifi-
city is assigned towards the sample set a priori. This
aided in the visualization of the data as scores plot. In
such a plot each point represents a spectrum and the
pattern and the segregation in the data can be visua-
lized. This pattern is due to one or more spectral bin(s)
which can be visualized using a loadings plot where
each point represents a spectral bin. The OPLS-DA
model is judged using two parameters. R2X signifies the
total explained variation in the data whereas the Q2

(cum) explains the extent of separation between the
classes as well as the predictability of the model.

Integration of NMR peaks
The spectral bins contributing to the variation seen in
the OPLS-DA models (visualized in terms of scores
plot) were assigned to specific metabolites as described
in the previous section. For further quantification of
these metabolites, univariate analysis of the NMR spec-
tral peaks was performed in the following way: the peak
of the metabolite contributing to the variation in the
OPLS-DA model was assigned in the one-dimensional
NMR spectral profiles of the individuals. These peaks
were integrated, normalized to the whole region of the
spectral profile and compared between the classes con-
cerned using student’s t-test to judge the significance in
their difference across the classes.

Results
Multivariate statistical analysis
1H NMR spectra of urine samples from patients and
healthy individuals were recorded followed by multivari-
ate statistical analyses. Representative 1H NMR spectra
from individual belonging to the three groups are
shown in Figure 1 [I-III]. These samples were from indi-
viduals infected with P. vivax, patients with non-malarial
fever or healthy volunteers. For this analysis, only adult
male samples were used. The individuals with infection
had been referred to the pathology laboratories with
malaria-like clinical symptoms (chills, fever, splenome-
galy, etc.) and their infection status was confirmed by
standard peripheral blood smears.
The multivariate analysis was performed on two data

sets obtained from the 1H NMR spectra of urine samples.
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The first data set consisted of urine from P. vivax-
infected individuals and healthy controls. The second
data set consisted of patients with malaria and non-
malarial fever. Earlier data analysis by PCA of the 1H
NMR spectra of urine from the healthy individuals and P.
vivax-infected persons showed an inherent segregation
between the two classes [20]. The R2X value was found
to be 0.72 [20]. In the current study the OPLS-DA model
was built to visualize the class specific segregation and to
obtain the significant bins contributing to the variation
across the classes, i.e. P. vivax-infected patients and
healthy controls or non-malarial fever patients. The
OPLS-DA scores plot from the urinary NMR metabolic
profile of P. vivax-infected individuals and healthy con-
trols is shown in Figure 2. This model also showed segre-
gation of classes with R2X = 0.41 and Q2(cum) = 0.67.
However, the spread is typical of human samples since
there is enormous variation in genetic backgrounds as
well as food habits. This is to say, the samples under con-
sideration have factors other than malaria, which led to a
larger scatter among them. To ensure that the effect of
sex does not confound the analysis it was restricted to
male patients only. In spite of all these factors, the Q2

(cum) was found to be significantly high, therefore it

implicated a considerable difference in the urinary meta-
bolic profile of malarial patients and healthy individuals.
OPLS-DA models made from NMR profile of urine sam-
ples of malaria patients and non malarial fever patients
showed Q2(cum) = 0.89 and R2X = 0.67. This indicates a
very good separation between the urinary profile of
malaria patients and non-malarial fever patients, which is
also evident from the PCA and OPLS-DA scores plot
shown in Figures 3 and 4 respectively. In order to identify
the spectral bins varying significantly between the classes,
the loadings S-plot from the two models were analysed
along with the Variable importance on Projection (VIP)
values (Tables 1 and 2). The loadings S-plots are shown
in Figure 5 (malarial patients and healthy individuals)
and Figure 6 (malarial patients and non malarial fever
patients). The bins accepted for further analysis are
shown in Table 1 (malarial patients and healthy indivi-
duals) and Table 2 (malarial patients and non-malarial
fever patients) along with their loadings and VIP values.
In order to identify the metabolites corresponding to

the spectral bins found significant two-dimensional
NMR techniques such as COSY and TOCSY were
employed, matching of the chemical shifts with values
reported in metabolite databases such as Human

Figure 1 Representative urine 1H NMR spectral profile of I. Adult male patient with non-malarial fever, II. Adult male healthy individual and
III. Adult male infected with Plasmodium vivax. However, due to high variability in the urine profiles of across individuals, a direct comparison of
the spectral profile is not possible. Keys: A: Branched chain amino acid and small chain fatty acids, B: acetate and N-acetyl groups of acetylated
amino acids, C: glucose, carbohydrates and amino acid alpha protons, D: Aromatic amino acids and metabolites, Cit: citrate, Crn: creatine/
phosphocreatine/creatinine and Cre: creatine. The Urea and water regions were excluded from the figure.
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Metabolome Database (HMDB). The compounds so
identified are listed in Tables 3 and 4, for the malaria vs
healthy and malaria vs non-malaria fever patients,
respectively.

Integration of spectral peaks and univariate analysis
In order to compare the relative concentrations of the
metabolites identified from OPLS-DA models, the

corresponding 1H NMR spectral peak(s) were integrated.
The results are presented in Figures 7 and 8 for the
malaria patients compared with healthy individuals and
patients with non-malaria fever respectively. Most of the
metabolites showed significant variation across the
classes. For example, the levels of valerylglycine, pipeco-
lic acid, phenylpyruvic acid increased in the urine of
malaria patients (Figure 7A, D, E) while the relative

Figure 3 PCA scores plot showing the variation between urinary metabolic profiles of Plasmodium vivax-infected individuals and non-
malarial fever patients. The PCA scores plot demonstrates that the infection by the parasite brings in considerable variation in the urine profile
of the individuals. Here the variation is seen along PC2. This PCA model was constructed from 1H NMR of 21 patients with P. vivax infection and
12 patients with non-malarial fever. All of the patients were male. Each point represents one sample 1H NMR urine profile. Black square = P.
vivax-infected individuals and red circles = non-malarial fever patients. R2X for the model = 0.67.

Figure 2 OPLS-DA scores plot showing the variation between urinary metabolic profiles of the Plasmodium vivax-infected patients
and healthy individuals. This model was constructed from 1H NMR data of urine from 21 P. vivax-infected individuals and 21 healthy individuals. The
subjects were all male. Each point in the plot represents one sample 1H NMR spectra. Black square = P. vivax-infected individual and red circle = healthy
individual. The t[1] axis represents the predictive variation among the classes and the to[1] axis represents the variation orthogonal to the class specific
variation. The statistical parameters of the model were as follows- R2X = 0.41 and Q2(cum) = 0.67. The ellipse is a 95% Hotelling’s T2 ellipse.
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levels of tyrosine, glucose and N-acetylglutamate
decreased in the malaria patients in comparison to that
of healthy individuals (Figure 7G, H, K). Some spectral
resonances had overlap from more than one metabolite
(Figure 7F, I). These signals showed significant variation
across the three groups. Since the contribution of indivi-
dual metabolites towards such signals could not be
ascertained, they are mentioned here collectively.
Several metabolites also showed significant variation

across malaria and non-malarial fever patients. Among
them, glucose and ornithine were increased in the urine
profile of the malaria patients significantly (Figure 8B,

D), while a significant decrease in N-butyrate and acet-
ate levels was observed (Figure 8E, F).
From Figures 7, 8 and Tables 3 and 4, it is evident

that there is little overlap between the sets of metabo-
lites found to be varying across the classes. Therefore
metabolites showing differences between malaria
patients and healthy individuals (Figure 7, Table 3) were
integrated in the spectral profile of non-malarial fever
patients and were compared with the malaria patients
using univariate statistics (Figure 9A-I). Significant
enhancement was observed in the concentration of N-
acetylornithine and tyrosine (Figure 9A, C; p < 0.05 for

Table 1 OPLS-DA model bins selected for assignment of metabolites based on differences between patients of vivax
malarial and healthy individuals

Increased/Decreased Bin (Chemical
shift)

Loading
values

Variable importance on projection (VIP)
values

Increased in urine metabolic profile of P.vivax infected
patients

2.16 -0.20 3.09

1.40 -0.12 2.11

7.48 -0.11 2.04

3.48 -0.15 2.10

7.44 -0.12 1.79

1.20 -0.09 1.58

Decreased in urine metabolic profile of P.vivax infected
patients

3.04 0.37 5.61

3.68 0.20 2.36

3.80 0.17 2.29

3.00 0.11 1.93

2.04 0.10 1.51

Figure 4 OPLS-DA scores plot showing the variation between urinary metabolic profiles of Plasmodium vivax-infected individuals and
non-malarial fever patients. This model was constructed from 1H NMR data of urine from 21 P. vivax-infected individuals and 12 patients with
non-malarial fever. All of the subjects were male. Each point in the plot represents one sample 1H NMR spectra. Black square = P. vivax-infected
individual and red circle = non-malarial fever patients. The t[1] axis represents the predictive variation among the classes and the to[1] axis
represents the variation orthogonal to the class specific variation. The statistical parameters of the model were as follows- R2X = 0.67 and Q2

(cum) = 0.89. The ellipse is a 95% Hotelling’s T2 ellipse.
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both) in the malaria patients. Along with this, pipecolic
acid showed a trend towards increase in the malaria
patients compared to non-malarial fever, although this
was not statistically significant (Figure 9D, p = 0.08).

Discussion
Plasmodium vivax malaria is more prevalent than P. fal-
ciparum malaria in most parts of India [3]. Infection of
P. vivax is historically believed to be a benign form of
malaria. However recent reports suggest that P. vivax
can also result in several complications including multi-
ple organ failure, acute respiratory distress syndrome
and CNS related problems [21-23]. It is, therefore,
becoming even more important to understand the host-
parasite interaction for vivax malaria, specifically how
the host metabolism responds to the parasite infection.
In this paper, a 1H NMR approach is described to
understand this process. Urine metabolic profiles of P.

vivax-infected individuals, healthy individuals, and
patients with non-malarial fever were compared in order
to get the malaria specific signatures.
Metabolic syndromes like lactic acidosis due to

enhanced glycolysis are known complications during
severe malaria [15,24]. However, enhancement in excre-
tion of lactic acid was not observed in vivax-infected
patients. This might be due to low parasitaemia (ranging
from 0.01%-0.1%), resulting in insignificant perturbation
of glucose metabolism. However, a range of other meta-
bolites were found, which differentiate between the
malarial patients and the two control categories.
The urine of malaria patients contained significantly

increased amounts of valerylglycine and phenylpyruvic
acid compared to that of healthy individuals (Figure 7A,
E). However, the level of valerylglycine was not signifi-
cantly different between the malarial patients and non-
malarial fever patients (Figure 9G). Valerylglycine is a

Figure 5 A Representative OPLS-DA loadings S-plot showing relative contribution of bins/spectral variables to clustering of
Plasmodium vivax-infected patients and healthy individuals. This plot corresponds to Figure 2. Each point in the figure represents a bin. The
p(corr)[1] axis represents the correlation of the bin towards the predictive variation shown in Figure 1. The p[1] axis represents the magnitude of
the spectral bins. Bins from region circled in red represents the bins that decreased in the P. vivax infected individuals. Bins from region circled
in black represents the bins that increased in the P. vivax infected individuals. Among them, bins with high p(corr)[1] (< -0.2 for increased and >
0.5 for decreased), high p[1] and VIP above cut-off (listed in Table 1) are selected for further analysis.

Table 2 OPLS-DA model bins selected for assignment of metabolites based on differences between patients of vivax
malarial and non-malarial fevers

Increased/decreased Bin (Chemical shift) Loadings values Variable importance values

Decreased in urine metabolic profile of P.vivax infected patients 2.12 0.28 3.84

1.88 0.23 3.10

7.32 0.21 2.91

Increased in urine metabolic profile of P.vivax infected patients 3.96 -0.24 3.24

3.72 -0.23 3.15

3.76 -0.22 3.02

3.80 -0.20 2.78
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minor metabolite in fatty acid break down. The eleva-
tion of the urinary acylglycines is an indication of
impaired b-oxidation of fatty acid [25]. Therefore, it
may be concluded that the impairment in fatty acid b-
oxidation is associated with febrile condition.
Data presented here also indicates a disturbance in the

phenylalanine metabolism. Phenylalanine is known to be
metabolized by phenylalaninehydroxylase and tetrahydro-
biopterin (THBP) to tyrosine. Alteration of this pathway
leads to the formation of phenylpyruvate. Usually phenyl-
pyruvate is a minor metabolite of phenylalanine. How-
ever, in patients with phenylketonuria, the phenylalanine-
tyrosine pathway is blocked leading to excess formation
of phenylpyruvate [26]. A significantly enhanced excre-
tion of phenylpyruvic acid in the malarial patients com-
pared to healthy individuals was observed in our
experiments (Figure 7E). This ‘phenylketonuric condi-
tion’ is probably arising out of an impaired phenylalanine

metabolism. The data also suggests a possible increase in
the biopterin concentration in the urine of malaria
patients (Figure 7F). Some atypical form of phenylketo-
nuria has been characterized by an increase in the urinary
biopterin, which is caused by malfunction of dihydropter-
idinereductase (DHPR) [26]. Hyperphenylalaninemia is
associated with severe P. falciparum malaria in African
children [27]. However, this does not seem to be the case
in the present study as the phenylpyruvic acid excretion
is not significantly different between the malaria and
non-malarial fever patients (Figure 9E). Although, the
overlapped peaks of phenylalanine and hippurate showed
a significant increase in the urine of malaria patients
compared to that of non-malarial fever patients (Figure
8A), this cannot be taken to an indication of hyperpheny-
lalaninemia. The hyperphenylalaninemic condition may
be an associated complication of fever. However, there
seems to be no study that deals with the metabolite

Table 3 Urinary metabolites perturbed in the Plasmodium vivax-infected patients compared to healthy individuals.

Classes compared Metabolites increased in P. vivax-infected
individuals

Metabolites decreased in P. vivax-infected
individuals

P. vivax-infected individuals and healthy
controls

Valerylglycine Creatine/Phosphocreatine

N - acetylornithine Tyrosine

Salicylurate Glucose

pipecolic acid Guanidoacetate

Phenylpyruvate Alanine

biopterin, 3- hydroxybutyrate N - acetylglutamate

Figure 7 indicates the bin corresponding to each metabolite

Figure 6 A Representative OPLS-DA loadings S- plot showing relative contribution of bins/spectral variables to clustering of
Plasmodium vivax-infected patients and non-malarial fever patients. This plot corresponds to Figure 4. Each point in the figure represents a
bin. The p(corr)[1] axis represents the correlation of the bin towards the predictive variation shown in Figure 1. The p[1] axis represents the
magnitude of the spectral bins. Bins from region circled in red represents the bins that decreased in the P. vivax-infected individuals. Bins from
region circled in black represents the bins that increased in the P. vivax-infected individuals. Among them, bins with high p(corr)[1] [< -0.4 for
decreased and > 0.4 for increased], high p[1] (listed in Table 2) and VIP above cut-off are selected for further analysis.
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profiling during fever in humans, therefore it remains an
interesting aspect to be investigated.
Ornithine is a part of the urea cycle. In the first step

of the cycle, ornithinecarbamoyltransferase (OCT) acts
on ornithine and carbamoylphosphate to begin the nat-
ural detoxification of ammonia. Earlier reports suggested
that elevation of serum value of OCT can be a potential
marker of malaria and this was associated with the
damage of the liver cells in the liver stage of the parasite
[27,28].
Perturbation of OCT levels are likely to result in an

impaired urea cycle. Urea cycle is the major pathway for
ammonia detoxification in mammals. Earlier reports
indicated ammonia toxicity during malaria in mice
model [29]. Observation of significant increase in the
urinary level of both ornithine (Figure 8D) and N-acety-
lornithine (Figure 9A) in malaria patients (compared to
non-malarial fever patients) and an increased level of N-
aceylornithine (compared to healthy individuals) (Figure
7B) also points to possible hepatic injury and impaired
urea cycle resulting in ammonia toxicity during P. vivax
infection. In the light of results presented here, earlier
reports of statistically significant decrease of ornithine in
the plasma of patients with clinical malaria [27] may be
interpreted as an enhanced excretion of ornithine in
malaria patients.
Pipecolic acid is a minor metabolite of lysine catabo-

lism. In humans, pipecolic acid is found to be associated
with chronic liver disease, pyridoxine dependent epilepsy
and Zellweger syndrome [30-32]. Recent studies in the
murine malaria model show elevated pipecolic acid level
in the urine of NMRI mice [16]. Liver dysfunction is
associated with malaria. However, the cause for the ele-
vated pipecolic acid during malaria remains unclear.
Although statistically not very significant, this metabolite
was present in larger quantities in the urine of malarial
patients compared with non-malarial fever patients (Fig-
ure 9D). Earlier studies showed hyperlysinaemia in the
sera of P. berghei ANKA infected mice [15]. Hyperlysi-
naemia is often related to activation of minor metabolic
pathway hence an enhanced pipecolic acid excretion

[33]. From the data reported here and earlier data from
murine malaria model it seems likely that lysine meta-
bolism is perturbed during the course of malarial infec-
tion. However, the underlying biochemical reason
remains to be addressed.
The non-malarial fever category serves as a control for

general fever related changes that are not specific to P.
vivax infection. Febrile illnesses are often likely to be
misdiagnosed as malaria. Lundqvist and co-workers
showed that borreliosis can be misdiagnosed as malaria
due to the similarity in the symptoms [34]. Poorly exe-
cuted microscopy also sometimes adds on to this, lead-
ing to malaria overdiagnosis and overuse of anti-
malarial in malaria endemic regions [35,36]. In this
report, it is shown that the non-malarial fevers can be
separated from vivax patients on the basis of the urinary
metabolite profile of the patients. The urine metabolo-
mic profile seems to be significantly different in these
two categories (Figures 3 and 4). This is due to the dif-
ference in the levels of Phenylalanine, hippurate, glu-
cose, glutamine, alanine, and ornithine which are
increased in the urine of the P. vivax-infected indivi-
duals and n-butyrate and acetate which are decreased in
these patients (Figure 8, Table 4). Pipecolic acid also
showed a higher trend in the urine of malaria patients
compared to non-malarial fever patients (Figure 9D). As
is evident from a very high Q2(cum) which is equal to
0.89 from the OPLS-DA model made from the urinary
metabolite profile of the non-malarial fever patients and
P. vivax-infected individuals, urinary metabolic profiles
have a potential to be of diagnostic use for detecting
malaria and to differentiate malaria from other non-
malarial fevers.

Conclusions
This study reports on the understanding of the host
metabolic changes in terms of the urinary metabolite
profile of the P. vivax-infected patients. Urinary metabo-
lite profile of malaria patients were found to be distinct
from both healthy individuals and those of non-malarial
fever patients. Among several changes in metabolism, a

Table 4 Urinary metabolites perturbed in the Plasmodium vivax-infected patients compared to non-malarial fever
patients.

Classes compared Metabolites increased in P. vivax-infected
individuals

Metabolites decreased in P. vivax-infected
individuals

P. vivax-infected individuals and patients with non-
malarial fever

L-phenylalanine N-butyrate

Hippurate Acetate

Glucose

Glutamine

Alanine

Ornithine

Figure 8 indicates the bin corresponding to each metabolite

Sengupta et al. Malaria Journal 2011, 10:384
http://www.malariajournal.com/content/10/1/384

Page 9 of 13



disruption in the urea cycle in terms of ornithine excre-
tion was noted, along with an elevated level of pipecolic
acid indicating possible hepatic injury. Ornithine, there-
fore, promises to be candidate biomarker for malarial
infection. Moreover, an extremely predictive model was
constructed from urinary metabolite profile of the

clinical malaria patients and individuals with non-malar-
ial fever. This might help in the non-invasive diagnosis
of malarial infection. Malaria-specific signatures were
observed in the urine and showed that the urine profile
of malaria patients cluster separately from different
groups of control populations in spite of the high

Figure 7 The level of perturbed metabolites in the urine of Plasmodium vivax-infected and healthy individuals. All peak intensities were
calculated in terms of actual integrated value of individual NMR spectral peak normalized to the total spectral intensity. Panels with more than
one metabolite represent an overlap in the peak of metabolites in the spectrum. Red = P. vivax-infected individuals and black = healthy
individuals. + indicates p < 0.05.
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Figure 8 The level of perturbed metabolites in the urine of Plasmodium vivax-infected and non-malarial fever patients. All peak
intensities were calculated in terms of actual integrated value of individual NMR spectral peak normalized to the total spectral intensity. Panels
with more than one metabolite represent an overlap in the peak of metabolites in the spectrum. Red = P. vivax-infected individuals and gray =
non-malarial fever patient. + indicates p < 0.05.

Figure 9 The level of perturbed metabolites in the urine of Plasmodium vivax-infected and non-malarial fever patients. Only those
peaks are integrated which showed no overlap in the spectra and showed significant variation across the P. vivax-infected patients and healthy
individuals. All peak intensities were calculated in terms of actual integrated value of individual NMR spectral peak normalized to the total
spectral intensity. Red = P. vivax-infected individuals and grey = non-malarial fever patient. + indicates p < 0.05.
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variability of urine metabolites across individuals. This
study, therefore opens up the possibility of finding out
malaria specific biomarkers in the urine, which might
help in non invasive diagnosis of the infection in the
long run. Many parameters, such as genetic make up,
food habits and lifestyle, may influence urine metabolite
patterns. In order to circumvent such confounding para-
meters, a longitudinal follow up and comparison of
urine from cohorts of malaria patients and other control
subjects will provide further specific information regard-
ing disease related changes in patients of P. vivax
malaria.
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Abstract
Cloud computing is the delivery of on-demand, network accessed and easily configurable computing resources on a pay-
as-you-go basis. These resources are dynamically assigned and can be scaled up and down in response to users’ needs. An
increasing number of businesses are switching to cloud based computing systems for internal uses. Hence, there is a need
to explore queuing theory to model systems bound by the constraint of a finite user population. In this work, a model for
the analysis of request stage of finite population cloud computing systems has been presented. The losses in the system
due to impatient users owing to balking and reneging in the system have also been taken into account in the model. A
scheduling method to improve the load balancing of the request stage of the system has been introduced. A cost and reliability
measurement scheme has been used to analyse the performance/cost trade-off associated with request stage of the system.
The results obtained have been presented and compared with existing model working in the same domain. Experimental
results show that improved cost saving (as high as ≈ 91%) and high throughput rate can be achieved by applying the proposed
CCRM scheme.

Keywords Request stage cloud reliability · Queuing theory

1 Introduction

Cloud computing is the delivery of different services through
the internet. These resources include tools and applications
like data storage, servers, databases, networking, and soft-
ware. This service archetype evolved as a utility to offer
groups of computing and data resources on a rental basis
in contrast to the traditional purchase and use patterns [1,2].
Cloud services and resources are supplied based on several
fundamental models, including Infrastructure as a Service
(IaaS), Platform as aService (PaaS), and Software as a Ser-
vice (SaaS). For example, clouds like HPE, VMware and
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Salesforce utilise computing and data resource, program-
ming interfaces and software as services, respectively.

A number of works have been published to study the cost
of establishing and operating a cloud computing setup [3–
6]. This cost often portrayed as a function of the resources
provisioned for any computation system. There is a trade-
off between the profitability of maintaining the system and
redundancies in the system to tolerate faults that may be
caused due to a variety of reasons. An over-provisioned sys-
tem can greatly improve the Quality of Service (QoS) but
drastically increase the cost of maintenance. On the other
hand, an under-provisioned system may reduce the economic
cost of the system but also cause increased losses and errors
in the system apart from the increased latency in the queue.
These errors include timeout errors as well as overflow errors
[7].

Traditionally, a Service Level Agreement (SLA) is drawn
between the cloud service providers and customers in terms
of the guaranteed performance levels. The SLA is negotiated
in accordance to users expectations and system abilities [5,6].
It covers performance and quality guideline for services to
be offered by cloud service provider. Cloud computing sys-
tems are designed to minimise the number of SLA violations
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as they reduce the profits to the provider. An optimal con-
trol policy (OCP) was suggested by Chiang et al. that helps
in making decisions in terms of computing resources used,
cost and system capacity in order to maximise profit [3].
Performance analysis is therefore necessary for achieving
performance guarantee in a service-oriented system. Atmaca
et al. proposed an easy to implement approximate solution
which can take care of QoS parameters, while customers and
cloud service providers meet their SLA requests [5].

The degree of cloud reliability on a cloud computing sys-
tem is described as the probability of successful completion
of cloud service in a specific period of time. It can be viewed
mainly in terms of request stage reliability, i.e. minimisation
of overflow and timeout errors [7]. As described in Figs. 1
and 2, overflow errors or balking is mainly due to impatient
users who withdraws from the system as request queue run
out of space. Similarly, timeout errors or reneging is due
to impatient users who withdraws after joining the request
queue due to long waiting [7].

The relationship between input queue length and comput-
ing resource cost with performance indicators like average
number of tasks in the system, balking probability and
response time in terms of immediate service was analysed
for M / G / m / m+r queuing systems [14]. Optimal resource
provisioning problem [15] is extended by inducing impatient
user behaviour (balking and reneging) with reliability mea-
sure scheme, and it was applied to finite population private
clouds.

In this work, we analyse the effect of system control
on operational costs and performance of finite population
cloud under varying request arrival rates. The effect of impa-
tient user behaviour (balking and reneging) and variable size
request queue on server utilisation and throughput rates was
then studied. The question of how to increase the request
stage reliability of any cloud service system has also been
discussed. Additionally, a load aware request scheduling
approach was shown. Finally, the presented model has been
compared with an existing model by means of the cost cal-
culation and reliability measure algorithm proposed [8]. The
main contributions of this work is as follows:

1. The variations of request arrival rates due to impatient
users along with issues of wastage resources for a popu-
lation bounded finite request queue cloud service system
are studied by considering some established performance
factors and losses in the service system.

2. A cost calculation and reliability measure scheme (CCRM
Scheme) is proposed, which gives us operational cost and
a measure of request stage reliability for our proposed
model.

3. Simulations are designed for the above-mentioned model
by taking into consideration the balking and reneging
threat imposed by impatient users. Experimental results

show that improved cost saving and high throughput rate
can be achieved by applying our policy.

Section 2 summarises the existing related work on queuing
systems with finite request buffers, impatient user behaviour
and cost and reliability modelling of cloud computing
systems. In Sect. 3, we describe the proposed population con-
trolled multi-server queuing system with finite but variable
size request queue along with behavioural considerations of
rejected and impatient users. The mathematical equations
that have been used to model the system and calculate various
performance parameters have been listed in Subsection 4. In
Sect. 5, the cost calculation and reliability measure (CCRM)
algorithm has been described. The algorithm gives us an
insight to the overall cost and request stage reliability mea-
sure of the constraint optimisation problems. A load aware
request scheduling algorithm was also given that efficiently
schedules the requests to the computing resources. Compar-
ison of results over carefully designed test cases is shown in
Sect. 6. The conclusion of entire work, along with the future
scope, is given in Sect. 7.

2 RelatedWork

This section discusses relevant works in the field of cloud
computing that form the basis of this work. Our work exten-
sively uses queuing theory for its theoretical foundation. The
equations used are taken from various sources including the
work by Goswami et al. [9,10] and [3,8] Similar works that
have used queuing theory to model cloud computing systems
have been discussed in Subsection 2.1. Studies that utilise
performance parameters to improve the QoS of cloud com-
puting systems are discussed in Subsection 2.2 The works
dealing with cost and reliability analysis for cloud comput-
ing systems have been discussed in Subsection 2.3.

2.1 QueuingModels for Cloud Computing

A number of works have been published regarding the perfor-
mance analysis of miscellaneous systems considered under
impatient user behaviour. A comprehensive review of related
work has been studied. Probabilistic representation of patient
and restless users in a telephone system was presented by
Zhao et al. [11]. Critical parameters needed for performance
analysis of a telephone system like the average waiting time
spent by a client in the queue and probability of a customer
to be treated as a patient one were also determined. How-
ever, the study proceeded with an assumption of infinite user
population. Additionally, an assumption of a single provider
was used, and hence, the question of load balancing in the
system was left unexplored.
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Fig. 1 Balking in request queue

Fig. 2 Reneging in request
queue

In the work presented by Mandelbaum et al., a linear rela-
tionship between the probability of a user reneging from the
request queue and the response time in the queue was estab-
lished for M/M/n+G queuing systems [12]. The asymptotic
ratio between probabilities of leaving was computed for the
system under the assumption that the rate of arrival may
sometime tends to zero. The work focused solely on the impa-
tient customers who exhibited a reneging behaviour and does
not explore the phenomenon of balking.

An analytical cost model for M/G/1/N queuing sys-
tem was proposed in by Doran et al. [13]. Doran, Lipsky
and Thompson explored the inter-relation between size of
queue, customer loss, and mean service time and the dis-
tribution of diverse service time. It focuses on the cost of
customer losses versus cost of customer delays by varying
size of buffer and speed of processor; however, the user pop-
ulation in their work has been assumed to be finite as well
which is not representative of systems utilised by small and
medium businesses (SMEs) and many private networks. In
[14], Ghosh et al. described a rate control problem associated
with a single server system. A problem of infinite horizon
cost-minimisation was considered, while obtaining a definite
optimal strategy for limiting diffusion control problem (also
known as the Brownian control problem or BCP) includes
a threshold-type optimal rejection process and a feedback-
type optimal drift control. This solution was further used to
develop an asymptotically optimal control policy. Service
systems with finite user population are an important field of
research in cloud resources foundation especially in privately

owned clouds used by small enterprises; however, it has only
a little mention in previous works.

A notable work in the modelling of finite population in
cloud computing models has been by Goswami et al [9,10].
They modelled the system as a M /M /R/K /K model and pre-
sented an analytical formulation for the same. A number of
parameters were used in this study to study the presented
model. The work, however, did not incorporate the complex-
ities of the system caused by presence of impatient users
which often results in large costs to the cloud provider [11].
Additionally, the user population was constrained to be equal
to the size of the buffer in the system.

Mehdi et al. assessed the impact of the proposed model on
impatient jobs [15,16]. The algorithm proposed maps the jobs
to inspiration by using minimum completion time (MCT)
scheduling algorithm. However, this only proposed an algo-
rithm to value the impact of the proposed model on impatient
jobs. Detailed study in performance factors of the model was
ignored.

2.2 Delay Information-Based CloudManagement
Systemwith Fixed Population (Finite) and
Request Queues

Modelling of cloud computing systems has been a well-
explored research area. In [6,17], cloud centres were mod-
elled using M/M/m/m queuing system, and its service
performance was examined under the well-defined fault
recovery environment. In their work, the submitted request
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first arrived in the request queue of the Cloud Management
System, if the request queue is partially empty otherwise the
request queue was blocked which resulted in a failed service.
Performance of cloud service was analysed by its service
response time, and its probability density function for differ-
ent states of the system was derived. The cost optimisation
of the complete system was, however, not addressed in the
system

Because of improving the QoS of Cloud Management Sys-
tem, in [18] delay information in terms of lengths of request
queues etc. was floated to legitimate users of Cloud Systems.
State information is communicated by instances so that all
participants find the “World” consistent in appearance. VCM
can share the inter cloud application placement information
[19].An efficient and exact predictive service latency mecha-
nism was given by Lim et al. [20], which was used for cloud
resource estimation.

2.3 Cost and Reliability Awareness in Cloud
Management Systems

In cloud computing, cost optimisation is an essential research
area which is less explored and needs to be addressed
[21,22]. Few works like Selvarani et al. [23] proposed a
cost-effective job grouping algorithm through which group of
tasks work dynamically assigned to the resources provided.
This scheduling algorithm simultaneously gives both, the
cost of resources and the computing performance obtained.
Sorting of user tasks was done on the basis of individual cloud
resource processing capability, which significantly improved
the computation/communication ratio. The work done by
Selvarani et al. focussed on cost reduction in cloud networks
but ignored the phenomenon of impatient users and hence
reneging and balking behaviour of users was ignored.

A cost-aware market theory-based resource scheduling
paradigm was proposed by [24,25] for computing sched-
uled resources in accordance with current user requirements.
The work focussed on presenting a dynamic load balanc-
ing algorithm and the cost modelling of the system and the
phenomenon of impatient users and their effect on the cloud
computing system were not explored. In the work presented
by hadji et al. [26], an algorithm was proposed for resource
allocation in clouds which is based on maximum flow and
minimum cost module. Hadgi et al. worked towards the opti-
cal dynamic positioning of the effective resources. Hwang et
al. proposed a two-stage policy for service handlers to opti-
mise their overall cost of service provisioning [27]. Firstly,
the minimum amount of reserved resources for long-term use
were computed through an analytical formula, and secondly,
Kalman filters were used to obtain resources demanded. In
light of the literature review conducted by the authors, the
cost optimisation for a cloud computing system operating
on a finite buffer size and user population coupled with the

reliability analysis of the system has not been conducted till
date and needs to be explored further.

3 Structure of the ProposedModel

In this section, the proposed model has been discussed in
parts. The model is a stochastic model with the state tran-
sition probabilities given in Subsection 3.1 which describes
the Markovian birth-death process employed. The behaviour
of impatient users has been discussed in Subsection 3.2.
The various losses in the system have been described in
the following subsections. The balking probability has been
described in Subsection 3.3, system blocking probability
in Subsection 3.4, and the reneging probability has been
described in the Subsection 3.5. The model description is
a shown in Fig. 3. As depicted in Fig 3, requests from
users enter the request queue through a web service which
gives information of the expected response time to the end
users. Some impatient users may leave the system at this
point. These request drops are counted as balking losses. The
request scheduler, then categorises and transfers the waiting
requests to the corresponding data and computing resources.
The dynamic system controls vary the size and count of the
request queue along with data/computing resources in accor-
dance to the varying load conditions. The various variables
and symbols used in the model have been described in Table 1
as well as the required places of use.

3.1 A Finite PopulationMulti-Server Queuing
Systemwith Variable Size Request Queue

The proposed model, is a M/M/S/K/T Markov queue
intended to study the behaviour of the request phase of cloud
computing systems which have a finite source of users. User
requests are assumed to arrive at a mean rate of λ follow-
ing a Poisson distribution, while inter-service times follow
an exponential distribution with a mean service rate of μ

[28]. The queuing system follows the First-Come-First-Serve
(FCFS) queue discipline.

The expressions for request arrival rate and service rate are
given as in Equation 1 and equation 2 [9,10]. Where n is the
number of users in the queue, K is the maximum length of the
request queue, and S is the maximum number of servers pro-
visioned to the system. The probability Pn is the steady-state
probability of having n users in the queue and is modelled as a
Markov birth and death process. This steady-state probability
can be calculated as Equation 3 which can be further simpli-
fied as Equation 4. In the particular case when K = S, that
is a case where the requests are rejected right away without
any waiting time, then we obtain the relation in Equation 5.
Pn represents the steady-state probability of having exactly n
users in the system. The sum of probabilities has to be unity
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Fig. 3 Cloud service model with finite population and buffer with provisions for impatient user environment

(axiomatically). Hence, Pn in the request queue satisfies the
general probability equation

∑K
n=0 Pn = 1. The equations

can be solved to arrive at an expression of P0 which rep-
resents the steady-state probability of having no users in the
queue and hence having no waiting time involved. The above-
mentioned equations upon substitution can be transformed
as 6 and the expression of P0 can be hence derived as 7. In
steady state, system utilisation is equal to ρ = λ/(sμ), when
λ ≤ Sμ , but when λ > Sμ the request queue is eventu-
ally filled and leads to system blocking, reducing the request
stage reliability of the system. However, when then the queue
is filled the system demonstrates forced balking (or blocking
) and all the requests beyond K are dropped.

3.2 A Finite andVariable Size Request Queue with
Impatient Users

Impatient user is defined by their behaviour of balking and
reneging. Balking occurs when the user notices the length of
the queue (number of users already in the queue) and chooses
not to enter the queue. Reneging on the other hand occurs
when the user after entering the queue experiences latency
in response and ends up dropping the request before being
services. The length of request queue, Lq and the response
time of the queue, Wq , are the main factors responsible for the
user balking and reneging behaviours. As described in Figs. 4

and 5, system blocking loss λK can be reduced by increasing
the request queue size, K ; however, it results in an increased
balking and reneging rates which consequently degrades the
user experience. Similarly, decreasing the request queue size
increases the system blocking loss, but it reduces the balking
and reneging cost.

It is the responsibility of the cloud provider to manage the
provisioning of resources and keep a check over the losses
in the system. The primary function of any Cloud Man-
agement System (CMS) includes controlling the length of
the request queue (choosing K) with managing computing
servers (choosing S). Figure 3 shows the proposed cloud ser-
vice model for a finite population, which has a variable size
request queue with S computing servers.

3.3 Overall Balking Probability of the System

The expected queuing length of the request queue is to be
predicted and propagated to each and every users of the cloud
[29–31]. The length of the request queue Lq can be obtained
as in Equation 8 which can be simplified into Equation 9.
There can be few user requests that leave the system due to
excessive queue length after waiting for some time in the
queue. These are accounted for as reneging losses. The CMS
keeps a record of balking and reneging rates. These rates
are the potential customers that could have been served and
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Fig. 4 Effect of increasing the
size of request queue

Fig. 5 Effect of decreasing the
size of the request queue

hence would have added to the revenue of the firm. Hence,
these losses reduce the profit of the system and contribute to
the economic cost of the cloud providing firm. The notations
that are used in this paper pertaining to the losses are also
mentioned in Table 1.
We use the balking and the reneging factor to define impatient
users as discussed in later subsections. We define balking
factor Ωb as per Equation 10. The Dividing average balking
rate λb by Length of the request queue Lq and initial arrival
rate, possible balking factor can be identified. The balking
factor is a measure of the behavioural balking of the users and
is obtained from the records of the CMS regarding the data of
the requests retracted in the system. Setting Ωb = 0 would
give us the behaviour of the queuing system when the users
do not show any balking behaviour. The balking probability
is obtained by multiplying the length of the queue with the
potential balking factor as in Equation 11. With arrival rate
λ, the average balking rate may be obtained in Equation 12.

3.4 Overall System Blocking Probability

The system blocking probability measures the proportion of
request that are forced to leave the system due to lack of
space in the request queue. In this work, we distinguish these
dropped requests from the balking losses owing to the fact
that these requests would have been dropped in the absence of

impatient users as well. At this point in the system, the arrival
rate of the request is λ − λb. The size of the request queue
is K , the blocking probability is obtained in Equation 13.
The average system blocking rate λK can hence be obtained
as Equation 14. In accordance with the request balking rate
and the system blocking rate, the arrival of the request, at
the middle node of the request queue λM , can be calculated,
referring to Equation 15.

3.5 Overall Reneging Probability of the System

Based of λM , the overall system performances at the MN
queue is denoted by P∗

n and the mean length of the queue L∗
q

is obtained by substituting λ by λM in Equations 1-9. The
final expression of L∗

q can be referred to in Equation 16. W ∗
q

(Predicted waiting time) for the request queue is calculated
by using Little’s law [32]. According to the law, the aver-
age arrival rate multiplied by mean response time equals the
number of requests waiting to serviced, it has been written as
Equation 17. Little’s law can be used to calculate the waiting
times in the request queue as per Equations 18, 19 and 20.
The average reneging rate λr when divided by the average
waiting time and the arrival the at the middle of the request
queue gives the reneging factor. Similar to the balking factor
Ωb, the reneging factor Ωr is also obtained from the logs of
the CMS regarding the retraction of requests in the system.
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The reneging factor Ωr is defined as per Equation 21. The
average reneging probability of the system Pr is obtained by
multiplying the average time and the potential reneging fac-
tor as shown in Equation 22. The expected rate of reneging
is calculated by multiplying the arrival rate of requests in the
queue with the probability of reneging as in Equation 23. For
a system having a finite waiting buffer and impatient users,
the final throughput rate λr can be calculated by subtract-
ing the balking, reneging and system blocking rates from
the request arrival rate as in Equation 24. The final system
utilisation is obtained as per Equation 25.

4 Mathematical Modelling

The mathematical modelling of the system and the equa-
tions involved in the study have been discussed in this section.
The various symbols and their respective descriptions can be
referred to in Table 1. The meaning of the symbols has also
been described at the first instance that they have been used in
the preceding section. The equations pertaining to the mod-
elling of the request queue with S servers and a finite buffer
of size K with a user population size T have been listed
in Subsection 4.1. The equations related to the modelling of
impatient users along with the equations used to calculate the
reneging, balking and system blocking probability are listed
in Subsection 4.2.

4.1 Modelling of the Finite Population Queue

The arrival rate and the service rate of the system queue can
be derived as per the following Equations [9]

λn =
{

(T − n)λ, 0 ≤ n ≤ K − 1

0, K ≤ n
(1)

μn =
{

nμ, 1 ≤ n ≤ S − 1

Sμ, S ≤ n ≤ K
(2)

Pn =

⎧
⎪⎪⎨

⎪⎪⎩

P0

n∏

i=0

λ(T −i)
(i+1)μ

, 0 ≤ n ≤ S − 1

P0

S−1∏

i=0

λ(T −i)
(i+1)μ

n−1∏

i=S

λ(T −i)
Sμ

, S ≤ n ≤ K
(3)

The above expression for steady-state probability can be
mathematically represented as:

Pn =
{

λn

μn

(T
n

)
P0, 1 ≤ n ≤ S − 1

n!
S!Sn−S

λn

μn

(T
n

)
P0, S ≤ n ≤ K

(4)

Pn =
(T

n

)(
λn

μn

)

∑K
i=1

(T
i

)
P λi

μi

(5)

K∑

n=0

Pn = P0 +
S−1∑

n=0

Pn +
K∑

n=S

Pn (6)

P0 =
[

S−1∑

n=0

λn

μn

(
T

n

)

+
K∑

n=S

n!
S!Sn−S

λn

μn

(
T

n

)]−1

(7)

4.2 Modelling the Phenomenon of Impatient Users
in Terms of Balking and Reneging

The mean length of the queue in steady state is given by the
following equations:

Lq =
K∑

n=S+1

(n − S)Pn =
K∑

n=S+1

(n − S)n!
S!Sn−S

λn

μn

(
T

n

)

(8)

Lq =
P0×λS

μS

S! ×
K∑

n=S+1

(n − S) ×
(

T

n

)

×
(ρ

S

)n−S × n! (9)

The balking factor has been defined as:

Ωb = λb

Lqλ
(10)

This factor is utilised to calculate the balking probability of
the system. The balking probability is calculated as:

Pb = Lq × Ωb (11)

λPb = λb (12)

The steady-state probability of encountering an overflow in
the request queue is given as:

Pk = P0 × K !
S! × SK−S

×
(

λ − λb

μ

)K

×
(

T

n

)

(13)

The steady-state rate of buffer overflow (overflow in the
request queue) is given as:

λK = (λ − λb)PK (14)

The final rate of request arrival that enter the queue is given
as:

λM = λ − λb − λK (15)

The steady-state length of the queue after accounting for the
losses is given as:

L∗
q =

K∑

n=S+1

(n − S) × n!
S!Sn−S

×
(λn

M

μn

)
×

(
T

n

)

× P∗
0 (16)
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Table 1 Key terms and notations

Description Symbol Description Symbol

Population of users which are allowed to access the system T Number of servers provisioned in the system S

Maximum length of request queue K Mean arrival rate of requests λ

Mean service rate μ Length of request queue in service rate Lq

Balking factor Ωb Reneging factor Ωr

Steady-state probability of having n users in queue Pn Balking probability Pb

Reneging probability Pr Request allocation probability Pi

Uniform load allocation probability Pul K size system blocking probability Pn |n=K

Average balking rate λb Average reneging rate λr

K size system blocking rate λk Arrival rate at Middle Node (MN) λM

System throughput rate λ f Steady state of having N users in M N queue P∗
n

Length of MN queue in steady state L∗
q Predicted waiting time W ∗

q

Using little’s law [32] the waiting time in the queue can be
calculated as:

L = λW (17)

W ∗
q = L∗

q

λM
(18)

The length of queue

L∗
s = L∗

q + ρ∗ (19)

Ws = L∗
s

λM
(20)

The reneging factor similar to the balking factor is defined
as follows:

Ωr = λr

W ∗
q λM

(21)

The reneging probability and the reneging rate are calculated
on the same lines as the balking probability and balking rate,
respectively:

Pr = W ∗
q × Ωr (22)

λM × Pr = λr (23)

The final throughput rate is hence calculated as:

λF = λ − λb − λk − λr (24)

ρF = λM − λr

Sμ
(25)

5 Outline of the Cost Calculation and
Reliability Measurement Scheme (CCRM
Scheme)

The CCRM scheme has been proposed to minimise the cost
of maintaining the cloud computing system and to monitor
the reliability of the system which ensures an adequate QoS
to avoid SLA violations. The cost model employed in the
scheme has been discussed in Subsection 5.1. The algorithm
for cost calculation and reliability measurement has been
discussed in 5.2. Additionally, a request allocation policy
to maintain uniform load for the server resources has been
discussed in 5.3. Since the CEA policy proposed by Chiang et
al. has been used to compare the performance of the model, a
brief introduction to the work done by Chiang et al. has been
given in Subsection 5.4 and further details for the same can
be accessed in [3,8]

5.1 The Cost Study

The behaviour of the presented model can be compared
with other models in the same domain by employing a cost
model. The cost model employed includes the effect of losses
incurred due to system blocking, reneging and balking as
well as the cost of the infrastructure employed to establish
the cloud system. The cost under consideration in this work is
the economic cost of the system which includes both implicit
and explicit costs involved [33]. The various components of
costs considered in the system are listed in Table 2, and the
equation of the cost model employed in this work is given in
Equation 26.

The virtual machines (VMs) are active when service
requests are accepted and submitted into the variable size
request queue. However, due to balking and reneging, some
requests will untimely leave the system making some extra

123



Arabian Journal for Science and Engineering

Table 2 Coefficients of cost
term

Infrastructure usage cost

Cost incurred due to varying capacity request queue per unit of placeholder for request C1

Cost incurred by power consumption of resources per unit of service rate per unit of time C2

Cost incurred in maintaining appropriate Server Count in the system per unit of time C3

Losses in the system

Costs incurred by intolerant users depicted balking C4

Costs incurred by intolerant users depicted reneging C5

System overflow cost due to exhausted waiting queue C6

Costs due to unnecessary engaging of VMs due to timeout errors C7

Overall system performance cost

Penalty of system overflow C8

Cost of holding jobs in the system C9

Cost incurred by jobs waiting in the system C10

VMs active. Therefore, the cost of unnecessarily activating
VMs without releasing them is also to be considered.
Operational costs (infrastructure cost, system losses and
system performance cost) with balking and reneging proba-
bilities are all dependent on service rate, variable size request
queue length, request arrival rate and the number of servers
provisioned to the system. Therefore, a cost function is
designed with variable size request queue and service rates as
its decision parameters. It should be noted that the cost func-
tion varies greatly from firm to firm. In this work however,
we use a fixed cost function. The units of the coefficients
need to be chosen in such a way that the equation is always
dimensionally correct. The cost function in this work has also
be chosen in such a way that the cost is dimensionless and
unit less.

cost = f (μ, δ, λ, S)

cost = δC1 +
(

μ

ρF

)

C2 +
(

S

ρF

)

C3 + λr C4

+λbC5 + λK C6 + λr C7 + ρK C8 + LsC9 + WsC10

(26)

Request stage reliability of the proposed queuing system is
dependent upon overflow and timeout errors. These errors are
directly proportional to system blocking probability (Pk) and
system reneging probability (Pr). Therefore, we have devised
a reliability index which will give a measure of overall request
stage reliability.

R = −[log10(PK ) + log10(Pr )] (27)

Since 0 ≤ PK ≤ 1 and 0 ≤ PK ≤ 1, a negative sign has
been appended to the equation to keep the reliability index
positive. According to this construction, the greater the value

of the index the more reliable and error free the system can
be considered.

5.2 Cost Calculation and Reliability Measure Scheme

We propose the following cost calculation and reliability
measure algorithm (CCRM scheme). The scheme is proposed
for comparing the performance of the proposed algorithm
with other models

CCRM algorithm

Input
–The mean request arrival rate λ

–The potential balking and reneging factors [Ωb,Ωr ]
–The cost matrix [C1,C2,C3,C4,C5,C6,C7,C8,C9,C10]
–The total number of computing resources S
–The upper limit of the service rate and the buffer

size in the server farm μ and δ

Output
– f (μ, δ, λ, S)

5.3 Request Allocation Strategy

Below is the algorithm for request allocation for population
bounded cloud. This algorithm allocates K requests to the S
number of servers. It is assumed that all servers are homoge-
neous with each one having its own local queue and service
is delivered in a steady state

PU L = P0 + P1S + P2S + P3S + ... + PwS (28)
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Fig. 6 Request arrival rate at the
MN queue for values of μ and
the given δ values. (Green -
δ = T /2, Blue - δ = T /4, Red -
δ = T /8

Algorithm

start
1. For i = 1; i = q; i = i + 1
(a) Assign μi = The current service rate.
2. For j = 1; j = t; j = j + 1
(a) Assign δ j = The current buffer size.
3. Calculate Lq and λb using equations (7)-(11)
4. Calculate Pq and λq using equation (3) and (12)-(14)
5. Assign λM = λ − λb − λq
6. Assign The arrival rate at the middle of the request queue as λM
7. Compute L∗

q , W ∗
q , L∗

s , W ∗
s and λr using equation (15)-(23)

8. λF = λM − λr
9. Assign The expected final throughput rate as λF
10. Compute ρF using equations (24)-(25)
11. Compute the cost function by bringing out all the

cost parameters into the developed cost
End

Where w is a whole number and wS ≤ K When buffer size
K is an integral multiple no. of servers S, users would be
equally distributed in the local queue of each server.
Thus, the uniform load allocation probability PU L is given
as

PU L = P0 +
w∑

n=1

P0
(vS)!

S!SvS−S

λvS

μvS

(
T

vS

)

PU L = P0

(

1 + T !SS

S!
v∑

u=1

ρuS

(T − uS)!
)

(29)

5.4 Cost-Effective Policy in an Abandoned System
(CEA) Policy-Based Queuing System

The CEA policy is a queuing theory-based policy which deals
with impatient users in a system with a finite buffer size. We
have used the CEA policy proposed by Chiang et al. [3,8] to

Load aware request allocation algorithm

Start
For i=0;i≤K;i++

For j = 0; j ≤ S - 1; j++
If i == j % S

Allocate request[i] to server[j]
Break

End

compare the performance of the CCRM policy as discussed
in this paper. In the work by Chiang et al., the presence of
impatient users in the system has been modelled using balk-
ing and reneging and are modelled using the parameters Ωb

and Ωr which is similar to the work done in this paper. The
CEA policy, however, makes an assumption of a infinite user
population contrary to this work which is modelled for a finite
user population. In addition, the work by Chiang et al. does
not attempt to quantify the reliability of the system using
their proposed model. The detailed mathematical modelling
of the CEA policy has been discussed in detail in the papers
[3,8].

6 Result and Discussion

The model proposed in this work been analysed in this sec-
tion. The performance of the model with respect to the change
in various input variables has been observed in terms of cost,
throughput rate and system losses and reported in Subsec-
tion 6.1. The performance of the load balancing strategy has
also been discussed in the same subsection. Various param-
eters for the calculations have been supplied. In Subsection
6.2, the model has been compared to the CEA policy pre-
sented by Chiang et al. [3,8]. The specific work has been
selected since the authors found the work appropriate for
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Fig. 7 Variation in the Uniform load allocation probability on changing
the maximum population

Fig. 8 Variation in the Uniform load allocation probability on changing
the service rate

comparison. The CEA policy also deals with impatient users
and employs a cost model for comparing their own work.

6.1 System Behaviour

The behaviour of the developed model was observed by
varying the input parameters involved. All computations
were performed on MATLAB. In Fig. 6, the effect of the
service rate of the servers, μ and the maximum length of
the queue, δ have been varied for λ = 5200 request/min,
Ωr = Ωb = 0.006, S = 5 and total population T = 150.
Even though the value of the total population of the system
used here is meagre compared to the real-world applications
of cloud computing systems, the authors lacked the computa-
tional infrastructure to calculate the results for higher values

Fig. 9 Variation in the Uniform load allocation probability on changing
the buffer size

of T ; however, the authors are convinced that the results
are scalable and should offer an insight into the modelling of
cloud computing systems serving a finite population of users.
The value of δ was kept as T /2, T /4, T /8. The graph shows
that the difference in δ results in a different initial point for
the graph, i.e. there is difference in the throughput rate of
at lower values of μ; however, the difference diminishes as
the service rate increases. It is within expectations that all
the requests pass through when the service rate is extremely
high. However, the effect of increasing δ is also within expec-
tations as this allows the system to hold a larger number of
requests.

The behaviour of the Uniform load allocation policy was
also studied under various values of the user population T in
Fig. 7. The parameters for this calculation have been given as
μ = 100 requests per minute per server, Number of servers
S = 5, K = 9 and the arrival rate of the requests λ = 25.
Here, we see that the increase in the population results in a
steady decrease in the probability of having a balanced load.
This is reasonable as the load on the system becomes less
manageable as the population of the system increases.

In Fig.8, we see the variation in the Resource alloca-
tion probability on varying the service rate while T = 60,
S = 5, K = 49 and λ = 25. Here, we see that on increasing
the service rate the uniform resource allocation probability
decreases gradually and becomes constant after increasing
the population which is for the same reason as the behaviour
of Fig. 7. On the other hand, the effect of the service rate on
the system is demonstrated in Fig. 9 where it was noticed that
the behaviour resembles a saw tooth pattern. We observed
that on increasing the buffer size the resource allocation prob-
ability falls from the peak value to lowest value and then after
again increasing the buffer size it increases to next high-
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Fig. 10 Reneging probability
under various μ and δ values

Fig. 11 Cost distribution under
various μ and δ values

est level and so on and the distance between the high and
low peaks reduces as K is increased. This is mathematically
explained by the term w being an integer in equation (29).
Hence, the peaks are observed when K can be written as an
integer multiple of S. The values for Figs. 7 and 9 are taken
at T = 60, S = 5, μ = 100 and λ = 25.

The cost and losses of the system were also studied as per
the models discussed in the previous sections. The calcula-
tions have been done at λ = 100, Ωb = Ωr = 0.006 and
the number of servers provisioned for the system S = 5. The
cost matrix assumed for this work is [C1, C2, C3, C4, C5, C6,
C7, C8, C9, C10] = [20, 30, 200, 60, 60, 60, 50, 10, 5, 5] in
experiments. S = 5. The cost increases more with increased
service rate, while variation in buffer size will not have much
effect on our cost function. For the same parameters, the sys-
tem blocking probability PK and reneging probability Pr are

plotted in Figs. 10 and 12, respectively. It must be noted
that since system blocking probability 0 ≤ Pk ≤ 1. The
value of log10(PK ) is negative which is reflected in the plots.
It is observable that the reneging probability increases as δ

increases. This has been observed by Dai et al. as well [7].
On the other hand, the system blocking probability decreases
as the value of δ increases.

The server utilisation in a system is reflected by the value
of P0. This is due the physical significance of P0 that in
steady state it is the probability at any given time of having the
request queue empty, and hence, the servers are un-utilised.
The value of P0 is plotted in Fig. 13. It is clear that the
server utilisation increases upon increasing request queue
length and increasing service rate. It is clear from the results
that higher service rates result in lower server utilisation but
smaller queue length.
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Fig. 12 System blocking
probability under various μ and
δ values

Fig. 13 P0 under various μ and
δ values

Fig. 14 Comparison of the reliability index in CEA Scheme vs CCRM
Scheme

6.2 Comparison of Results

Although to the best of our knowledge this finite population
queuing model is unique its kind, some similar approaches
have been presented in [34,35]. The work presented by Chi-
ang et al. serves as a great platform for comparison of results.
That is because they adopt a M/M/R/K queueing model and
include impatient users in their analysis [3,8]. Hence, their
work presents a suitable basis for comparison.

Almost every user reacts differently to degrees of latency,
as an individual feeling, tolerance and satisfaction, etc., are
the potential factors which may directly or indirectly influ-
ence user decision. The comparison has been done for cases
which are different sets of values for Ωb and Ωr . These
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Fig. 15 Comparison of the
economic cost in CEA Scheme
vs CCRM Scheme

Fig. 16 Comparison of the
throughput rate in CEA Scheme
vs CCRM Scheme

comparisons have been done at λ = 100, μ = 8, S = 4 and
T = 128

– (Ωb, Ωr ) = (0; 0.005), system is without balking but users
are reneging.

– (Ωb, Ωr ) = (0.005; 0), system is without reneging but
balking exists.

– (Ωb,Ωr ) = (0.005; 0.005), system possesses both threats
of users doing balking and reneging.

Reliability index of both considered policies is calculated for
variable sizes of request queue δ on the X-axis, and results
are shown in Fig. 14. The proposed CCRM Policy clearly

Table 3 Throughput rate and cost for CCRM and CEA scheme for
T = 150, R = 4, K = T /16 ,λ = 100, μ = 0.8

CCRM scheme CEA scheme

(Ub,Ur ) λr Cost λr Cost

(0, 0.005) 99.980 4.51E + 02 31.963 5.22E + 03

(0.005, 0) 98.001 5.75E + 02 40.292 4.51E + 03

(0.005, 0.005) 93.941 5.77E + 02 40.282 4.51E + 03

shows a higher value of reliability index which decreases in
both the schemes as the value of δ decreases.

While comparing costs of both models under variable
size request queue length for a total population T = 150,
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Fig. 17 Cost improvement

the results consistently show that the CCRM scheme has a
lower economic cost as compared to the CEA model. The
cost comparison is presented in Fig. 15. The costs show a
decreasing trend with decrease in the request queue length for
CCRM scheme, while the trend varies for the CEA scheme.
The comparisons of throughput rates are shown in Fig. 16;
demonstrate high levels of throughput rate for our system.
The exact values for the throughput for the two schemes can
be referred to in Table 3.

The cost improvement for the various cases is plotted in
Fig. 17. The relative improvement rate varies highly in terms
of cost reduction. The cost improvement is due to a num-
ber of reasons. The first and foremost reason is the fact the
model presented is designed to serve a finite population of
users, where the CEA scheme is designed with an infinite
user population. The second reason is the higher throughput
rate of the model as observed in Fig. 16. The cost function
also presents major consequences since in economics and the
management of any firm the determination of cost function
is a complicated ordeal as discussed by a number of works
[36,37].

7 Conclusion and Scope for FutureWork

A large number of organisations across the world are using
private and community clouds. These clouds often have
strict population constraints and security policy. These clouds
serve a heterogeneous user base and face the challenges of
having impatient users as well. In this study, a model for
analysing such clouds has been presented. The comparison
of the presented work with another work in the same domain
was also presented along with the improvement obtained in
terms of the economic cost of the system. As for future work,

we plan to develop a highly controlled policy for private
clouds which can take traffic load control mechanism and
larger population sample for its purpose.
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Abstract: Cloud computing systems at the present time established as a 
promising trend in providing the platform for coordinating large number of 
heterogeneous tasks and aims at delivering highly reliable cloud computing 
services. It is most necessary to consider the reliability of cloud services and 
timely prediction of failing hardware in cloud data centres so that it ensures 
correct identification of the overall time required before resuming the service 
after the failure. In this paper reliability of two recently introduced predictive 
hardware failure models has been analysed. The first model is on the basis of 
two open data sources, i.e., self-monitoring, analysis and reporting technology 
(SMART), windows performance counters and the second model is based on 
FailureSim which is a neural networks-based system for predicting hardware 
failures in data centres is done over our carefully designed two test cloud 
simulations of 144 VMs and 236 VMs. The results are thoroughly compared 
and analysed with the help of ReliaCloud-NS that allow researchers to design a 
CCS and compute its reliability. 
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1 Introduction 

In past two decades, the cloud computing technology is found to be a widespread 
emerging trend in various service domains. It is the most cost effective, transparent and 
scalable way of providing wide categories of computing resources and in accordance with 
the needs of both individual and corporate customers. End users always need a highly 
available and highly reliable cloud, and cloud providers want to build highly utilised 
systems which can optimise their profit. It is recognised that the reliability requirements 
of a cloud differ while considering its individual components. The general reliability of 
the cloud management system is a function of the reliability of its components and their 
interfaces (Singh et al., 2014). 

Cloud computing can be illustrated as the operation of heavy computing resources 
that includes hardware and software package that are delivered to clients as a service over 
an outsized scale network. The name ‘cloud’ has been originated from the employment of 
a cloud-shaped representation as associate abstraction for the advanced infrastructure that 
is contained in a very system diagrams. The origination of the term ‘cloud computing’ is 
very vague; however it appears to be derived from the practice of using schematic 
diagrams of computing and communications systems. The word cloud is employed as an 
allegory for the big scale network that is supported by the standardised use of a cloud-like 
form to denote a network on telephone schematics associated later to depict the web in 
network diagrams as an abstraction of the underlying infrastructure it represents.  
The cloud image (Gibbs, 2012) was used to represent the web as early as 1994. The 
elemental thought of cloud computing essentially dates back to the 1950s once there was 
associate availableness of huge scale mainframe in establishments and companies. 

Owing to the pricey nature of mainframe, there arise a necessity to search out another 
answer for allowing the multiple users for accessing and sharing equivalent central 
processor time thereby truncating the chance of periods of inactivity (also termed as  
time-sharing) (Liu, 2007). As computers became additionally prevailing, scientists and 
technologists explored ways to create large-scale computing power on the market to cater 
additional users through sharing, experimenting with algorithms to produce the best use 
of the infrastructure, platform and applications with prioritised access to the computer 
hardware and potency for the tip users. 

The high value of those powerful computing systems has forced several prime 
organisations to require associate in nursing initiative to explore higher value effective 
answer exploitation sharing. The prime organisation can embody IBM, GE, National 
CSS, etc., who took the initiative to launch and marketed time sharing. With the 
ascension of net technology and standards, varied merchandise and demands of 
distributed computing were on high increase. The presence of pervasive high computing 
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network, value effective computing devices, storage devices together with massive scale 
use of virtualisation of hardware, service headed design has paved the trail for top 
demands in new technology, therefore known as ‘cloud computing’ (Cepeda et al., 2010). 

The reliability of the system is found to be affected with the changes within the active 
phase of the system. In a recent study (Alexandrov and Dimov, 2013), the passive and 
active redundancy in cloud is explained considering the study related with prototype 
service deployed in the Amazon web services cloud. However, very few researches have 
been conducted based on the study of software engineering in the development of 
software systems intended for execution in cloud technology. 

Another study was done to provide detailed characteristics on CCS component failure 
and detailed analysis based on the predictors involved in the failure. 

A case study on diverse existing architectural approaches developed for estimating 
reliability and availability for the execution of software in the cloud is conducted 
(Villalpando and Edouardo, 2014). 

There are diverse existing machine learning approaches for estimating reliability by 
predicting hardware failures and results obtained from them indicate that high levels of 
reliability can be obtained by using these approaches. The first considered predictive 
hardware failure model (Ganguly et al., 2016) based on SMART technology takes into 
account the node data of reported high sector counts and predict future disk failures on 
that basis. In the worst case it will predict at least 50% of disk failures and thus replacing 
this predicted to be malfunctioning hard disk timely will eventually increases the overall 
reliability of the CCS. 

Another model (Davis et al., 2017) predicting the overall hardware malfunctioning in 
cloud data centres includes not only hard disk but CPU and memory failures as well. This 
neural network-based simulator model FailureSim is designed for predicting the hardware 
faults in cloud-based data centres. This model can effectively predict host failure in cloud 
with 89% efficiency. These results of hardware prediction when combined with efficient 
hardware replacement policy may lead to overall improvement in reliability of a 
particular cloud computing system (CCS). A designed test case simulation of 144 VMs 
and 236 VMs over ReliaCloud-NS [non-sequential Monte Carlo simulation (MCS) based 
reliability assessment tool] is considered for result analysis upon both models. 

The rest of this paper is ordered as: 

• Section 2 ‘previous work on cloud reliability’ a comprehensive review on previous 
literature work is done that is relevant to the proposed methodology. 

• Section 3 ‘outline of ReliaCloud-NS’ is an introduction to simulation environment 
used for analysing our proposed methodology. 

• Section 4 ‘our approach’ presents how two predictive hardware failure models could 
affect the overall reliability of a CCS. 

• Section 5 ‘test system design for CCS’ details the characteristics of our two 
especially designed test cases of 144 VMs and 256 VMs. 

• In Sections 6, 7 and 8 ‘reliability estimation of primary cloud model’ predictive 
future disk failure model based on S.M.A.R.T. data and the one based on FailureSim 
presents the results of reliability obtained over our proposed test cases. 
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• Section 9 ‘simulation result analysis and key findings’ insights gathered during CCS 
reliability assessments and CCS design finally. 

• Section 10 ‘conclusion and future work’ concludes the paper with a summary as well 
as directions for future work. 

2 Previous work on cloud reliability 

With globalisation, organisations are spread across the globe and their operations will 
involve data transfers between their global offices. This will lead to the need for the 
services, which can use anywhere with an economical way. Developers introduce a new 
idea based on the internet, which no need to use large outlay of hardware and can have 
the most of the services that required. These widely popular services supported by  
1,000 servers without cost and implementation time consideration (Armbrust et al., 
2010). 

This solution can be solved the huge problems for those companies which has the 
wide office or wide users (Vaquero et al., 2008). 

However, at the same time there are few questions rising up which asking about 
performance, reliability and security in CCSs. The most of the industrial company wants 
to know can be trusted to these systems or how can be sure the services always available 
to the client (Mell and Grance, 2009). 

Cloud computing is one of the major technologies predicted to revolutionise the 
future of computing. The model of delivering IT as a service has several advantages.  
It enables current businesses to dynamically adapt their computing infrastructure to meet 
the rapidly changing requirements of the environment (Marston et al., 2011). 

A cloud is a form of parallel and distributed system possessing a group of  
inter-connected and virtualised computers that are dynamically scheduled and highlighted 
as one or more unified computing resources based on service-level agreements 
established through conciliation between the service provider and consumers (Buyya  
et al., 2008). 

Various studies and works references reliability, availability and related issues in 
cloud services. The cloud service customer requires efficient quality services which are 
secured and reliable from the providers. Significance of customer satisfaction reflects as 
assurance of service provider through feedback in terms of QoS metrics like customer 
support, reliability, availability and user feedback (Govindaraj and Jaisankar, 2017). 

Feedback of customers in terms of QoS, employment models, reviews, security and 
portability parameters ascertained that it is necessary to secure resources involved in the 
virtualised data centres to maintain the integrity and privacy of the data. Data colouring 
and software watermarking methods was found to protect shared data objects and 
extremely scattered software modules. These research factors were answered using 
multiple data sources which were commonly collected by network operators (Hwang and 
Li, 2010). 

Subsequently, the research was seen to provide the solutions for devices or links that 
are not reliable, creating failures, which impact the network traffic and are having 
network redundancy. These research factors were answered using multiple data sources 
which were commonly collected by network operators (Gill et al., 2011b). 
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Recent studies has considered the terms such as ‘reliability’ and ‘availability’ and 
focused on CCS while in general cases the term refers to growing stability of the system 
through active management or redundancy (Bauer and Adams, 2012). 

These researches were found to provide the base for exposing certain gaps in 
knowledge based on the need for standardised CCS system models for testing and the 
definition of utility grade metrics for evaluating availability [though a single, non-utility 
grade metric expected resource availability has been developed (Ferrari et al., 2012)]. 

Cloud computing paradigm is seen to be an emerging trend in providing resources to 
users in transparent manner like other utilities. This was found to develop techniques for 
evaluation that provide reliability as a quantitative metric for a CCS and used for efficient 
expansion and planning. Much close information about nature of CCS reliability and its 
design are revealed (Zhang et al., 2014). 

A fresh work was proposed to analyse the reliability of cloud services considering the 
factors such as overflow, timeout and missing data resource. Further the reliability model 
was postulated on the basis of request stage and execution stage reliability (Dai et al., 
2009). 

Another related work utilised fault tree for different tasks and further diverse sub 
graphs were identified in the execution stage reliability modelling. These parameters 
were known as MSST and different MSSTs were intersected for the development of 
MEST. This research was limited in proposing the development while the execution of 
the approach was yet to be performed (Meçe and Driza, 2013). 

Consequently, mathematical solutions were developed considering the mathematical 
uncertainty principle as the historical data were untraceable and the manual components 
were found to contribute to 20%–90% of the failures (Guo et al., 2014). 

Furthermore, a recent research developed additional features considering the 
conventional challenges in the employment of cloud computing without investments for 
developing infrastructures as well as training of employees as per the need of the provider 
(Jain and Singh, 2014). 

Fault tolerance is found to be a significant part of improving the service reliability in 
cloud computing services. Further, it was noticed that less reliable device such as HDD, 
would compensate the negative effect on system (Zhang et al., 2014). 

Research on reliability also focuses at conceptual issues (Page, 2012), hierarchical 
graphs, priority graphs and application of grid computing for dynamic scalability in the 
cloud. Cloud computing paradigm removes the need to procure, arrange and uphold the 
resources. This was found to reduce the overall incentives incurred in operational costs in 
hardware, software and human effort, taking into account the use of cloud services in 
various industries (Ahuja and Mani, 2012). 

The research in Wang et al. (2012) presents a hierarchical system for computing 
availability of a CCS which focuses on the response time of user requirements for 
resources. This research was found to postulate an availability aware model to explore the 
computing resources for both vertical and horizontal scaling. 

A reliable cloud system was proposed that would contemplate and evade applications 
that are commonly dependent with complex internal structures (Chen et al., 2017). 
Consequently, numerous virtual machine (VM) parameters such as RAM and number of 
processors were varied to analyse the performance of cloud for different VM systems. 
From this research it was seen that VM characteristics affects the time taken for cloudlet 
execution (Kumar and Aramudhan, 2013). 
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Also, a recent research in Lin and Chang (2010) described the employment of 
computer network (CN) as a multistate network with different states due to partial failure, 
or edges maintenance (physical lines) and nodes (switches or routers).This approach can 
also be used in hardware failure prediction models for CCSs. It is necessary to consider 
suitable technique for distributing appropriate amount of data on the receiving nodes 
(Schmidt et al., 2010). 

Therefore, the aforementioned researches provide a comprehensive review on various 
literatures based on the reliability of cloud computing services and it has been revealed 
that the major cause of decreased reliability in CCS is due to component level failures.  
In order to improve the reliability of CCS two predictive hardware failure models on 
SMART technology (Ganguly et al., 2016) and neural network-based FailureSim (Davis 
et al., 2017) were thoroughly examined in the upcoming sections. 

Some technical issues in cloud computing will include load balancing, security, 
reliability, ownership. Here is a rundown on most of the current issues concerning cloud 
computing: 

• Load balancing: load levelling is usually mechanised to implement failover –  
the continuance of a service when the failure of 1 or additional of its parts.  
The components are monitored frequently and once one becomes non-responsive, the 
load balancer is up on and now not sends traffic to it. This can be an inherent feature 
from grid-based computing for cloud-based platforms. Energy conservation and 
resource consumption do not seem to be continuously attentiveness once discussing 
cloud computing; but with correct load levelling in place of resource consumption 
are often unbroken to a minimum. This is not only serves to keep cost low and 
enterprise ‘greener’, it also puts less stress on the circuits of each individual design 
making them more potentially last longer (Kaur, 2012). 

• Security: while a leading edge cloud services provider will employ data storage and 
transmission encryption, user authentication, and authorisation (data access) 
practices, many people worry about the vulnerability of remote data to such 
criminals as hackers, thieves, and disgruntled employees. Cloud providers are 
enormously sensitive to this issue and apply substantial resources to mitigating 
concern (Kuyoro et al., 2011). 

• Reliability: some people worry also about whether a cloud service provider is 
financially stable and whether their data storage system is trustworthy. Most cloud 
providers attempt to mollify this concern by using redundant storage techniques, but 
it is still possible that a service could crash or go out of business, leaving users with 
limited or no access to their data. A diversification of providers can help alleviate 
this concern, albeit at a higher cost (Deng et al., 2010). 

• Ownership: once data has been relegated to the cloud, some people worry that they 
could lose some or all of their rights or are unable to protect the rights of their 
customers. Many cloud providers are addressing this issue with well-crafted  
user-sided agreements. That said, users would be wise to seek advice from their 
favourite legal representative. Never use a provider who, in their terms of service, 
lays any kind of ownership claim over your data (Agrawal, 2011). 
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3 Outline of ReliaCloud-NS 

ReliaCloud-NS is a GUI-based web application build over MVC architecture and used 
for executing non sequential version of MCSs for evaluating the CCS reliability.  
The basic activities of ReliaCloud-NS includes designing individual components  
(like VMs, VM groups, clusters etc.) and eventually CCS itself, simulating CCSs for 
reliability estimation, and analysing results from previous simulations. ReliaCloud-NS 
also evaluates CCS reliability convergence curve. ReliaCloud-NS holds both request able 
and available resources that a user can use easily; it has a feature that let users to create 
their own CCS. 

Snyder et al. (2015) studies have demonstrated, offered and scrutinise an original 
approach in re-considering the reliability of CCSs with the help of non-sequential MCS. 
It was demonstrated that non-sequential MCS gives us a flexible and efficient way to 
determine CCS reliability upon a set of four distinct resources, i.e., CPU, memory, 
bandwidth and HDD. We have used an allocation algorithm which allocates VMs in a 
static manner. In this scheme, the same quantity of each VM units is used for each 
parallel trial. This static VM allocation algorithm allows for much replicated simulations 
with a non-monotonic variance on the resulting reliability indicator across corresponding 
trials. In our proposed work, we consider the case where static allotment algorithm  
assign VMs in a static manner. Here all checks of a sole simulation have similar VM 
distributions. This allocation strategy results in firm bound on the reliability variance of 
recurring simulations as only stochastic behaviour is coming from within the MCS 
algorithm. The annual failure rates (AFR) of various hardware components were 
determined in Nightingale et al. (2011) and was given in Table 1. Each of the above 
distinct entities considered for simulation are bounded to a predefined AFR. The AFRs 
used were congregated and projected from the review of the research work in the current 
literature that evaluates hardware failures of CCSs (Nightingale et al., 2011; Kim et al., 
2009; Vishwanath and Nagappan, 2010; Gill et al., 2011b; Birke et al., 2012). 

Table 1 AFR used in the simulations 

Component AFR 

CPU 2% 
Memory 1% 

Hard disk drives 8% 

Bandwidth 1% 

4 Our approach 

There are different reliability tools of cloud computing focusing on fault tolerance, 
redundancy, check pointing and the most important hardware reliability, while the work 
in assessment of reliability in a CCS is broadly classified into calculating request stage 
reliability which deals with timeout and overflow errors and execution stage reliability in 
which failure of hardware and particularly hard disk is considered. Disk failures are the 
root cause to outages in running services over CCS. These faults are mostly due to 
mechanical hardware shortcomings that are always reflected in the analysed data used to 
observe HDDs. The process involved in the measurement of the overall quality of service 
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provided was described by the performance indicator evaluation for cloud computing 
(Bardsiri and Hashemi, 2014). Considering a practical CCS it was observed that during a 
fault or failure the edges and nodes of the system have various capacities or states. 
Recently, a mixture of two free data sources self-monitoring, analysis and reporting 
technology (S.M.A.R.T. or SMART) data and windows performance counters were used 
to develop an appropriate model where it was seen that the behaviour of these data 
sources are dissimilar and complicated (Ganguly et al., 2016). Also, study indicates the 
employment of FailureSim, a simulator based on CloudSim for the prediction of failures 
in a CCS. This system was found to provide the relevant information’s from the cloud 
and act as classifier for classifying the status of the hardware using neural network. 

Figure 1 Framework used for reliability analysis of NN-based FailureSim simulation model and 
predictive hardware failure-based SMART technology model 
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4.1 Proposed probabilistic algorithm for static VM distributions 

As we are using static allocation policy for performance evaluation and reliability 
analysis of predictive failure models in this entire work with a single VM group, this very 
algorithm will give us the no. of VMs allocated to a single VMinstance of the used  
VM group. This algorithm is traced to design for our made test cases as discussed in 
Section 5. In this algorithm below VMs available refers to the total number of VMs to be 
allocated on to a CCS. N refers to the total number of VMinstances in a considered  
VM group. VM instance i is a single instance of considered VM group, Probi is the 
probability of a single VM and VMtotalcount is the total number of VMs allocated to the 
cloud. A single VMinstance is using the resources as per Table 2 of the test-case CCS. 
The algorithm is given as follows: 

Select from SET_OF (VMs available) 

A VM group with set of N VMinstances 

For i = 1 to N 

For each VM instance i do 

Assign probability as Probi = 1/N to each VM instance i 

end For 

end For 

Need: ∑ Probi = 1 and 0 ≤ Probi ≤ 1 

Pick VMtotalcount = |VMs available| 

For i = 1 to N 

No. of allotted VMs to each VM instances i of VM group is 

 VMtotalcount * Probi 

end for 

5 Test system design for CCS 

We have carefully designed, couple of our homogeneous test CCSs (test-case CCS –  
144 VMs and 236 VMs) for our ReliaCloud-NS. The first test suite is designed for high 
utilisation of HDD resource. The summary of an initially designed test-case simulation 
showing configuration of each VM is given in Table 2. This data is further used to design 
the first CCS test suite having a provision of 144 VMs for allocation and it is depicted in 
Table 3. 

Table 2 Initial test-case CCS for individual VMs 

 # of cores Memory (GB) HDD (GB) Bandwidth (Mbps) 

Available 500 500 25,000 75,000 

Each VM 2 2 160 160 
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Table 3 Test-Case CCS – 144 VMs 

 # of cores Memory (GB) HDD (GB) Bandwidth (Mbps) 

Available 500 500 25,000 75,000 

Requested 288 288 23,040 23,040 

Difference 212 212 3,400 51,960 

Utilisation 0.576 0.576 0.9216 0.3072 

The other test-case is re-designed taking two facts in view firstly to enable cloud provider 
to serve many more VMs to the CCS and secondly providing those resources individually 
to the CCS who exhibit maximum failures, i.e., HDD who has a maximum value of AFR 
bound to it. While designing these test cases, we have taken into account the static 
distribution algorithm of previous section. The VM group considered is having four  
VM instances with an assigned probability of 0.25 and each VM instance is having  
36 VMs assigned in first test-case and 59 VMs in the second test-case. 

Table 4 Test-case CCS – 236 VMs (extra 15,000 HDD’s) 

 # of cores Memory (GB) HDD (GB) Bandwidth (Mbps) 

Available 500 500 40,000 75,000 

Requested 472 472 37,760 37,760 

Difference 28 28 240 37,240 

Utilisation 0.944 0.944 0.993 0.503 

6 Reliability estimation of primary cloud model 

The first reliability estimation upon ReliaCloud-NS averaged over 20 trials is act upon 
the 144 VM test-case suites. The results from this trial are shown in Figures 2 and 3. It is 
clear that the HDD resource is the root cause of all failures as 139 out of total 156 failures 
are due to HDD breakdown. This is probably due to the high exploitation of the HDD 
resource (92.16%) and low usage of all other resources (57.6% for CPU and memory and 
30.72% utilisation for bandwidth). 

Figure 2 Reliability convergence curve for the first test-case CCS (144 VMs) as shown in  
Table 3 and simulated over ReliaCloud-NS (see online version for colours) 

Rprimary = 0.992374 
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Figure 3 Component failures by resource type for the first test-case CCS (144 VMs) as shown in 
Table 3 and simulated over ReliaCloud-NS (see online version for colours) 
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Total failure = 156 

 

The above results are carried upon a total sample size of 20,456 out of which 156 failures 
were detected and thus reliability Rprimary of 0.992374 was shown. The extra HDD 
resource and more VMs for allocation on the cloud in effect allow for a much higher 
employment percentage of the other resources. These parameters were already considered 
while developing the second test case of 236 VMs (Table 4). The second reliability 
estimation upon ReliaCloud-NS averaged over 20 trials is acted upon 236 VM test-case 
suite with 15,000 extra HDD’s. The results were also found upon of this typical trial and 
are shown in Figures 4 and 5. 

Figure 4 Reliability convergence curve for the second test-case CCS (236 VMs) as shown in 
Table 4 and simulated over ReliaCloud-NS (see online version for colours) 

Rprimary = 0.994025 

 

Figure 5 Component failures by resource type for the second test-case CCS (236 VMs) as shown 
in Table 4 and simulated over ReliaCloud-NS (see online version for colours) 

Total failure = 156 7 
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7 Reliability estimation of predictive future hardware failure model based 
on S.M.A.R.T data 

A comprehensive study of having a highly fault tolerant structure of Azure Fabric 
software by Ganguly et al. (2016) suggests that maximum failures resulting in a  
VM breakdown is due to disk issues. To build a predictive model identifying future HDD 
failures, they uses a combination of two open data sources – S.M.A.R.T or SMART data 
and windows performance counters. Nature of both these complex data sources varies a 
lot but review studies shows that in the worse case it will predict at most 50% of disk 
failures and thereby decreasing the AFR of the hard disk drives to 4%. We have 
performed the whole reliability simulation of earlier mentioned test cases of 144 VMs 
and 256 VMs after recalibrating AFR for the worst case of 50% efficiency. 

Figure 6 Pattern of reliability convergence for the initial test-case CCS (144 VMs) simulation as 
shown in Table 3 (see online version for colours) 

 

RSMART  = 0.997939 

 

Figure 7 Component failures by resource type for the initial test-case CCS (144 VMs) with extra 
HDD’s simulation as shown in Table 3 (see online version for colours) 
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The primary drawback of this model is that it only predicts the future failure possibilities 
of hard disk drives and remaining hardware parameters like CPU, memory and 
bandwidth remains untouched. Significant losses in cloud data centres are due to 
hardware failures. Therefore, the ability to accurately predict the information about  
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failing hardware is of great importance and therefore we in the next section considers a 
NN-based hardware failure prediction model which can predict failing hardware in terms 
of HDD, CPU and memory. 

Figure 8 Pattern of reliability convergence for the initial test-case CCS (236 VMs) simulation as 
shown in Table 4 (see online version for colours) 

RSMART = 0.998019 

 

Figure 9 Component failures by resource type for the initial test-case CCS (236 VMs) as shown 
in Table 4 (see online version for colours) 
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8 Reliability estimation of predictive future disk failure model based on 
FailureSim 

Davis et al. (2017) proposed a simulator, namely FailureSim which is an extension 
module of CloudSim and supports prediction of failing hardware. FailureSim collects 
performance related data from the cloud itself and categorise the status of the hardware 
using a neural network. Performance information is read from hosting hardware and 
stored in a variable length windowing vector. Using conventional host failure 
performance models, FailureSim was able to effectively predict host failure in the cloud 
with around 89% accuracy. This categorised data and algorithm can determine about the 
failing hardware with 89% accuracy. Assuming that there is no amending cost in any 
predictable CPU, memory or hard disks failures we can again alter the AFR values of  
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CPU, memory and hard disk to 0.22%, 0.11% and 0.88%. These AFR values were 
updated in ReliaCloud NS. The test cases of Tables 3 and 4 were executed over it and 
results are as under. 

Figure 10 Pattern of reliability convergence for the initial test-case CCS (144 VMs) simulation as 
shown in Table 3 (see online version for colours) 

RFailureSim = 0.999802 

 

Figure 11 Component failures by resource type for the initial test-case CCS (144 VMs) 
simulation as shown in Table 3 (see online version for colours) 
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Figure 12 Pattern of reliability convergence for the initial test-case CCS (236 VMs) simulation as 
shown in Table 4 (see online version for colours) 

RFailureSim = 0.999819 
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Figure 13 Component failures by resource type for the initial test-case CCS (236 VMs) with 
extra HDD’s simulation as shown in Table 4 (see online version for colours) 
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9 Simulation result analysis and key findings 

A simulation software application namely ReliaCloud-NS has been assessed, which 
performs reliability estimation of CCSs using non-sequential MCS with a new static VM 
distributions policy. This assessment tool is recalibrated for AFR values and reliability of 
two predictive hardware failure models based on SMART technology and NN-based 
FailureSim simulator was tested on two simulation beds of 144 VMs and 236 VMs. 
Results were written in Table 5. 

Table 5 Reliability and failure rate assessment in all three models 

 Average failure rate (%) Reliability in 144 VM 
Reliability in 236 VM 
(extra 15,000 HDD) 

Rprimary 3 0.992374 0.994025 

RSMART 2 0.997939 0.998019 

RFailureSim 0.55 0.999802 0.999819 

Figure 14 Graph representing convergence of reliability of considered models with decreasing 
average failure rate (see online version for colours) 
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Following findings can be drawn from the above curve between average failure rate and 
reliability: 

1 For a given CCS if we predict hardware failures with the help of both these models 
and timely replace the identified failing hardware components the reliability 
improves significantly. 

2 CCS having large no of VMs and extra hardware components has little significance 
in improving cloud reliability as compared to any decrement of AFR in this case due 
to prediction of failing hardware. 

10 Conclusions and future work 

The recent advances in the CCS have led to the replacement of the need for the  
storage devices. This makes the cloud computing infrastructure vulnerable to hardware 
failures and the corresponding service outages. This paper has surveyed various 
techniques implemented in CCS to review their ability in providing accurate, rapid, 
reliable and efficient services. The analysis of reliability as a metric was done on two 
predictive hardware failure models and it was concluded that reliability of a static  
VM allocation-based CCS increase with the efficient hardware failure prediction and it is 
always better if CCS is in the low utilisation of hardware resources. Although cost of 
replacement of predicted hardware components is not considered and ReliaCloud-NS 
only considers CPU, hard disk, memory and bandwidth this work can be extended to 
GPU’s, databases and software packages. It is an important fact that individual 
component failing cannot by traced the MCS algorithm and therefore this property can 
also be added. 
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1 Introduction

Cloud computing is defined by National Institute of
Standards and Technology (NIST) as a model for enabling
ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal
management effort or service provider interaction as
provided by Mell et al. (2011). With a growing number of
enterprises switching over to cloud-based services to meet
their internal demands, the analysis of these systems has
become imperative to run an enterprise profitably (Etro,
2014; Ellman et al., 2018; Mach and Schikuta, 2011;
Greenberg et al., 2008). The formulation of a cost model
is a complicated problem in the field of economics due
to the increasingly complex nature of the service provider
systems (Chun and Choi, 2014; Ellman et al., 2018; Mach
and Schikuta, 2011). The types of requests served in the
system and the scheduling algorithms employed in the
systems are just a few of the many factors of complexity
faced by engineers that the cloud providers can tweak to
increase the quality of service (QoS) (Ansari et al., 2019;
Ferrand et al., 2018; Ayesta et al., 2017). Since most firms
grow gradually over time, the technology stack of the
firm changes over time, and the resources utilised in the
production of the service are often heterogeneous. Such
systems are often studied as multi-class systems to model
the differences between the different types of resources
employed (Anselmi and Casale, 2013). The technological
infrastructure of firms also changes over time. These
hardware components include data centres (Sampatrao
et al., 2017), storage devices, networking components along
with data and computational physical resources (Gill and
Buyya, 2020). Cloud physical resources like computing
servers, storage H/W, and single-tenant bare metal servers
are also allocated to users by cloud service providers either
elastically or dynamically according to user demand and the
services provided by the firms (Guo et al., 2014; Xiong and
Perros, 2009). The allocation of these resources to different
users depends highly on the structure of the queuing
network implemented in the system and the scheduling
algorithm employed.

There are three significant service models implemented
on cloud systems – infrastructure as a service (IaaS),
platform as a service (PaaS) and software as a service
(SaaS). The IaaS model provides the fundamental
computational, network, and storage resources for
customers on-demand. PaaS models offer the customers
hardware, software, and infrastructure to develop, deploy,
manage, and run applications created by them or acquired
from a third-party pay-as-you-go basis. SaaS, on the other
hand, provides access to users to a service provider’s
cloud-based software. Users access the applications on a
cloud while the infrastructure, platform, data, application
code, security, availability, and performance of the
application cloud are managed and owned by the cloud
provider (Armbrust et al., 2010).

There are various measurements of the quality of
service used in the industry for quantifying the performance
of cloud systems. Response time, throughput rate, and
server availability are the major ones studied in literature
(Mansouri et al., 2019; Xiong and Perros, 2009). The most
well-known method of improving the QoS of a given
system is to increase the number of relevant resources
allocated to the system. However, the increase in the
resources provisioned for the system also increases the
cost the firm has to pay to keep the system operational.
This trade-off is the driving force of the research on
optimising the high-performance computing systems used
for commercial purposes. In order to guarantee a minimum
level of QoS to the customer, a service level agreement
(SLA) is drawn between the service provider and the user.
There have been several studies published discussing the
different SLA policies used by cloud providers (Hussain
et al., 2017; Maarouf et al., 2015). A low rate of SLA
violations is necessary to establish the system’s reliability
from a consumer perspective. SLA violations in this work
have been measured in terms of overflow errors in the
system. The relevant formulations have been discussed in
the subsequent sections. In literature, several schemes have
been used to quantify the reliability of a system. However,
for this work, the throughput rate of the system and the
average queue length has been used as a measure of the
reliability of the system.

There is abundant literature on the use of queuing theory
to model cloud computing systems (Anselmi and Casale,
2013; de Assunção et al., 2010; Guo et al., 2014). These
publications consider several scenarios that are observed
in these queues, including reneging, abandonment, balking,
etc. (Bai et al., 2015; Chiang et al., 2016; Chiang and
Ouyang, 2014). Similarly, several works have proposed
different cost models to characterise the efficiency and
performance of the systems in question (Chiang et al.,
2016; Chiang and Ouyang, 2014; Ellman et al., 2018; Saha
et al., 2016). However, very few studies have discussed
the cost functions and viability of their cost models using
the micro-economic law of proportions and economic costs
into account while differentiating between the fixed cost
and the variable cost of the system (Mach and Schikuta,
2011). Even from the studies that have considered these
factors, the work is focused mainly on the consumer side of
the transaction, and the producer side of the transaction is
seldom discussed. In this work, our focus is on the system’s
producer-side economics. The main contributions of this
work are summarised as follows:

• A stochastic model to analyse the performance of the
request phase of a cloud computing system has been
proposed. The model is based on queuing theory, and
hence the results can be studied analytically in the
form of closed-loop equations.

• The model proposed takes multiple classes of requests
entering the system into consideration and hence
models them as a queuing network.



Resource provisioning optimisation for cloud computing systems serving multi-class requests 241

• The cost analysis of the system has been done on the
producer side, i.e., to reduce the cost of production of
the cloud services. The cost function has been
modelled based on principles of microeconomics.

• To account for the diminishing marginal productivity
of variable resources, the second-order term for the
resources has also been included in the cost model
however the formulation can be easily extended to
higher-order terms.

• The problem of making decisions for resource
allocation has been formulated as an optimisation
problem to reduce costs taking SLA considerations
and the costs of violating them into account.

The rest of the paper has been organised as follows. The
relevant literature for this work has been summarised in
Section 2. An overview of the system under consideration
has been given in Section 3 while the detailed structure
of the system has been discussed in Subsection 3.1. The
analytical modelling of the system has been extensively
explained in Subsection 3.2. The cost model, along with
all the relevant microeconomics theory, has been discussed
in detail in Subsection 3.3. The methodology of the study
has been discussed in Section 4. The GitHub directory for
accessing the codes used for this work, as well as the
software tools for the work, have also been mentioned in
the opening paragraph of this section. The results have
been discussed in Section 5. The behaviour of the system
has been discussed in Subsections 5.1 to 5.3 and the cost
analysis of the system has been presented in Subsection 5.4.
The concluding remarks for the work, as well as the
improvements in the work that can be implemented in the
future, have been discussed in Section 6.

2 Related work

As mentioned in the previous sections, a number of works
have been conducted on the use of queuing theory to
model cloud computing systems (Anselmi and Casale,
2013; de Assunção et al., 2010; Guo et al., 2014). A
few of these works concentrated exclusively on multi-class
systems (Vetha and Devi, 2017). A number of these works
have also looked at the SLA contracts and their effect on
the cloud providers. The problem of cost optimisation in
cloud computing systems has also been studied in literature,
however most of the work in literature in this domain has
been on the consumer side, and the number of works that
combine multi-class queues and a cost optimisation model
is not explored in enough depth.

An extensive review of the various SLAs was presented
by Slimani et al. (2021). The work was a review paper
which presented various key results on the basis of which
SLAs are drafted. They also identified the major SLA
violations that take place in the cloud computing industry
and the economic cost associated with them. A number
of works studying SLAs and their effects on the cloud
providers have been presented.

Anselmi and Casale (2013) studied the revenue
maximisation of multi-class queues. They used a revenue
maximisation approach which aimed at calculating the
optimal size of user population for a cloud computing
system. They also used queuing theory to model their
cloud computing system. However in a realistic setting the
cloud computing market is more of an oligopoly instead of
monopoly and hence the model they used applies only for
large cloud service providers whereas our model is aimed
at MSME level-firms.

Liu et al. (2020) presented a model to optimise the
resource provisioning and allocation for a cloud-based
system according to micro-economic theory in mobile edge
computing. They presented a market-based model and
focused on the consumer-side economics of the system
contrary to the producer side economic approach presented
in this paper. They formulated a utility maximisation
problem for optimising the allocation of resources to
optimise the utility of the consumer constrained to the
budget of the consumer. In this work we have formulated
a cost minimisation problem for the cloud provider, hence
focusing on maximising utilisation of the resources needed
to produce the cloud computing service and maintaining it.
The study of the cloud computing system using queuing
theory is however outside the scope of the work by Liu et
al.

In the work reported by Xiong and Perros (2009) a
relationship was obtained between the number of customers
for a given system, the resources employed, and the best
possible quality of service that can be delivered. In the
study, the consumers were assumed to give utmost priority
to the system’s response time, which was hence used as
the measure of QoS or as a key performance indicator
(KPI), and the throughput rate of the system was ignored.
More importantly the economic costs of the system were
not discussed in the work.

In Wardat et al. (2018), a revenue model for cloud
systems was proposed. According to their work electricity
consumption cost is a considerable share of the costs
in a cloud computing system. In our work we have
included the electricity consumption cost as variable costs
which is in agreement with their theory. They proposed
server consolidation as an effective technique to reduce
these costs. They further present an expansion strategy
for cloud service providers to increase revenue by server
consolidation while maintain service quality in agreement
with the SLAs signed.

Mach and Schikuta (2011) provided a comprehensive
economic study on the costs of cloud computing systems.
They classified costs of a cloud computing system into
variable costs and fixed costs and used micro-economic
theory to model the marginal costs of the systems similar
to the approach followed in this work. Their work focussed
on the depreciation cost of the infrastructure as well but
neglected the inner workings of the cloud computing system
and the losses due to SLA violations which have been
accounted for in this paper.

In Saha et al. (2016), a revenue model is proposed for
cloud data centres that use the Cobb-Douglas production



242 R. Sharma et al.

function to model productivity. In this work, the authors
used the Lagrangian multiplier for optimising the revenue
of the firm contrary to the numerical methods utilised in
this work. Similarly, in work by Sampatrao et al. (2017) a
Cobb-Douglas function was used as the production function
of a cloud computing system. The Cobb-Douglas function
was employed to satisfy the law of proportions in the cost
function employed. In Mansouri et al. (2019), the cost
optimisations were performed on a dynamic system. Chen
and Meyn (1999) conducted an optimisation on queuing
network using a value iteration method. The work was
directed towards multi-class scheduling problems. Several
scheduling strategies involving the use of resources from
the clouds are examined, and it was shown that these
strategies achieve a balance between performance and usage
cost and improve service response time.

de Assunção et al. (2010) proposed a costing model that
systematically evaluates cloud services combining compute,
disk storage, and memory requirements. They provided an
insight into the various strategies upon technology tools and
processes used in cloud management optimisation.

3 System description

A cloud computing system can be divided into two parts,
i.e., the request phase and the execution phase (Dai et al.,
2009). In this work, the request phase of a multi-class
multi-server cloud computing system has been modelled.
We aim to optimise the operational cost of the system by
calculating the optimal number of servers to be employed
for each class of requests that are served. A description
of the structure of the cloud computing system studied has
been discussed in Subsection 3.1 modelling of the request
phase has been accomplished using queuing theory in
Subsection 3.2. The modelling of the cost function and the
constrained cost optimisation function has been discussed
in Subsection 3.3.

3.1 System structure

A schematic of the structure of the system being studied
is given in Figure 1. The structure used is quite simple,
and similar structures for cloud computing systems have
been used in literature for studying multi-class systems
(Bai et al., 2015; Vetha and Devi, 2017). Any request
that comes from the user population is pushed into the
scheduler queue (also referred to as the arrival queue as
in Figure 1), all the requests received by the cloud first
enter this queue. This scheduler queue is serviced by a
scheduler. The scheduler might be a dedicated physical unit,
or simply a software cloud monitoring system (CMS) (Li
et al., 2017). The purpose of the scheduler is to segregate
the incoming requests into various classes and forward them
to the dedicated server queues where they are serviced
by the respective dedicated servers. Cloud computing
systems consist of various different types of requests each
of which requires different set of hardware parameters.

These different types include computing requests, storage
requests, bare metal server requests, web requests etc.
or may even represent requests with different priority
groups (Ellens et al., 2012). In this work we assume
that different classes of requests require different hardware
requirements and hence dedicated servers for each class are
used. Furthermore the scheduler has been assumed to be
a single entity for this work. Hence a M /M /1/K queuing
model has been used to model the scheduler queue. This
queue is henceforth referred to as the scheduler queue.
The scheduler node is assumed to be well equipped to
handle the segregation of the requests. Hence for this queue,
the service time has been assumed to be much lower
than the request inter-arrival time. Different methods in
which classes can be formed along with the segregation of
requests into various classes have been studied extensively
in literature and hence it is not a subject of study in this
work (Ansari et al., 2019; Çil et al., 2011; Mayekar et al.,
2015; Vetha and Devi, 2017). As shown in Figure 1, each
class of requests has been allotted to their dedicated servers
(Narman et al., 2014). These dedicated servers have their
separate queues that have been called as service queues
in this work. Hence, the requests are pushed into the
service queue for their respective class, where they wait
to be serviced by the dedicated servers. During the entire
run-time, the system’s state is monitored and logged by the
CMS for gathering data regarding consumer behaviour and
to gather data to characterise the utilisation of the system
as well as fault monitoring.

Figure 1 Schematic of the system being modelled
(see online version for colours)

3.2 Analytical modelling

The whole system can be modelled as a stochastic process
that has been modelled using a queuing theory. Queuing
theory has been used extensively in the literature to study
cloud computing systems (Chiang et al., 2016; Dai et al.,
2009; Cui et al., 2017; El Kafhali and Salah, 2018; Liu
et al., 2020; Wang and Xia, 2019). The scheduler queue
has been modelled as a M /M /1/K queue. K is the buffer
size of the queue. The arrival rate of the requests has been
assumed to be in a Poisson distribution. The inter-service
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rates for the various servers have been assumed to
be exponentially distributed. The various symbols and
notations used in the analytical part of the work have been
listed in Table 1. The mean arrival rate of the requests in
the scheduler queue is λS and the average service time for
the scheduler is µS . This assumption of an exponentially
distributed inter-arrival and inter-service time has been used
extensively to study stochastic processes in different studies
(Cui et al., 2017; Liu et al., 2020; Zhao et al., 2019).
(As described in the Subsection 3.1, ρS < 1 where ρS =
λS/µS) In this work, the service time of the scheduler for
different requests has been taken to be independent of the
request class. The buffer size (or the maximum size) of the
scheduler queue is KS . The throughput rate of the queue is
hence given as λf

lb in equation (1).

λf
S = λ

(
1− ρKS

( 1− ρ

1− ρKS+1

))
(1)

The number of requests passing through the scheduler
belonging to each class can be predicted by the class
fraction matrix ΩN×1 which is given as follows in
equation (2):

ΩN×1 =


f1
f2
f3
...
fN

 (2)

This matrix is a theoretical construction and can be obtained
by the CMS. The ith row in the matrix represents the
fraction of requests for the ith class from all the requests
received. Where N is the number of classes of requests
served by the system. It must be noted that fi ≥ 0 ∀0 <
i ≤ N and i ∈ N . fi is defined as in equation (3):

ΛN×1 = λf
SΩN×1 = λf

S


f1
f2
f3
...
fN

 =


λ1

λ2

λ3

...
λN

 (3)

where λi is the mean arrival rate of requests of class i and
ΛN×1 represents the class distribution matrix representing
the arrival rage for different classes in the system. Let the
ith queue serve the ith class of requests. The individual class
specific queues can be modelled as independent M /M /R/K
queues. The mean arrival and service time of the ith queue
is given by λi and µi respectively. Similarly the number
of servers dedicated to the ith queue is Ri and the buffer
size is Ki. The value of ρi is defined as ρi = λi/µi. In this
study we aim to find the optimal value of Ri for the system.
The steady state probability of having n requests in the ith
queue is given as πn

i . It is calculated as per equation (4):

πn
i =

{
π0
i
(ρi)

n

n! , if 0 ≤ n ≤ Ri − 1

π0
i

n!

Ri!R
n−Ri
i

ρni , if Ri ≤ n ≤ Ki
(4)

The value of π0
i is derived from the axiom that∑Ki

m=0 π
m
i = 1. Equation (4) substituted in this equation

can be used to derive the value of π0
i and hence the value

of πn
i can be obtained from equation (5):

π0
i =

[
n=Ri∑
n=0

ρni
n!

+
ρRi
i

Ri!

n=Ki∑
n=Ri

( ρi
Ri

)n−Ri

]−1

(5)

Table 1 List of variables and notations used throughout the
paper along with their meanings

Symbol Description

λS Mean arrival rate in scheduler queue
ρS λS/µS ρS for scheduler
λf
S Throughput rate of scheduler queue

λi Throughput rate of ith service queue
Ri Number of server units in ith service queue
πn
i Steady state probability of having n requests in ith

service queue
P loss
i Probability of a request being dropped due to

overflow error in ith service queue
λf
i Throughput rate of ith service queue

L Variable factors of production
Cvar Expenditure on variable factors of production
QL Marginal product of variable factors of production
C cost of production of goods and services
µS Mean service rate of scheduler
KS Buffer size of scheduler queue
ΩN×1 Class fraction matrix representing fraction of

requests for N different classes
ΛN×1 Class distribution matrix representing rate of

requests for N different classes
ρi λi/µi

µi Service rate of ith service queue
Ki Buffer size of ith service queue
Li Average number of requests in ith service queue at

steady state
λloss
i Average drop rate of ith service queue

K Fixed factors of production
Cfixed Expenditure on fixed factors of production
Q Output of production
ϕN×3 Cost matrix of a system containing N classes and

three terms in the cost function (cost function for
individual queue)

Li Average number of requests in the buffer of the ith

queue in steady state

The average number of requests in the queue is given as
per equation (6) and the steady state probability of a given
request to be dropped due to overflow errors (Dai et al.,
2009) is given in the equation (7):

Li =

n=Ki∑
n=0

nπn
i (6)

P loss
i = πKi

i = π0
i

(
ρKi
i

Ri!R
Ki−Ri
i

)
(7)

Hence the throughput rate for the ith queue and the the
average drop rate is given in equation (8) and 9:
λf
i = λi(1− P loss

i ) (8)

λloss
i = λiP

loss
i (9)
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3.3 Cost model and optimisation problem formulation

Micro-economics is the branch of economics that deals
with the modelling of individual firms and consumers. In
order to produce goods and services any firm (the cloud
service provider in this case) requires a number of resources
(Pindyck et al., 1995). These resources are termed as the
factors of production and are considered as inputs for
production (Gans et al., 2011). The factors of production
can usually be classified into two groups as shown in
Figure 2 in the short run, i.e., fixed and variable. The fixed
factors of production are the inputs whose amount can not
be changed in the short run. For a cloud computing system,
an example of these factors would be the infrastructure
allocated for the system, the upper administration and
management of the firm, the heavy equipment employed
in the cloud system, cooling etc and is usually represented
using the variable K. On the other hand, variable factors of
production are the resources whose quantity can be changed
in the short term example number of low level staff and
maintenance personnel, electricity consumption, the number
of servers employed in the system has been assumed to be
the variable factors of production and are represented as L.
The various variables and symbols used in this subsection
have also been listed in Table 1 for reference.

A similar classification is also performed in terms of the
cost of the system. The system’s fixed cost is defined as the
cost independent of the firm’s output, while its variable cost
is defined as the part of the costs that vary with the quantity
of the goods/services produced. This classification has been
studied extensively in the domain of cloud computing by
Mach and Schikuta (2011). The construction of a realistic
cost model is a pervasive topic in research in economics
for any given firm, and the domain of cloud computing
is no exception (Etro, 2014; Greenberg et al., 2008; Mach
and Schikuta, 2011). The cost of production of goods and
services is hence given in equation (10):

C = C(K,L) = Cfixed + Cvar (10)

where K is the amount of the fixed factor of production,
L is the variable factor of production and C stands for the
cost of production. Assuming Q as the output (number of
units of goods produced) we define the marginal product of
variable factors of production in equation (11):

QL =
Q(K,L+∆L)−Q(K,L)

∆L
=

∂

∂L
Q(K,L) (11)

The law of diminishing marginal productivity states that
keeping the level of fixed factors of production constant,
the marginal product of an input declines as the quantity
of the input increases Which is mathematically states as in
equation (12). This is also called the law of diminishing
returns and follows from the law of proportions. In other
words, for each additional unit of the variable resource
employed, the firm has to pay an enormous economic cost.

∂

∂L
QL(K,L) =

∂2

∂L2
Q(K,L) <= 0 (12)

In this work, we are considering the system in the short
run, and hence it becomes imperative for the validity of the

analysis to use a cost function that complies with the law of
diminishing marginal productivity. Since we are working in
the context of cloud computing the cost of requests dropped
by the servers also need to be taken into account since they
result in violations of SLAs (Slimani et al., 2021). Hence
for a given queue, the cost function used is as equation (13):

C = C0λ
loss + C1R+ C2R

2. (13)

The marginal cost of R is hence given as equation (14):

CR = C0
∆λloss

∆R
+ C1 + 2C2R (14)

Since the 2C2R term is increasing in R and C1 is a
constant, the proposed cost model follows the law of
diminishing marginal productivity. The cost model takes
into account the variable costs in the system. The variable
costs include the number of servers employed in the system,
i.e., Ri and the rate at which requests are dropped λloss

i .
Literature is abundant on the dynamics of SLAs that are
used by different companies when serving clients in the
cloud computing industry (de Carvalho et al., 2017; Chiang
et al., 2016; El Kafhali and Salah, 2018; Hussain et al.,
2017; Li et al., 2017; Slimani et al., 2021). The SLA
dictates the QoS that the cloud provider needs to provide.
In order to extend the cost model to cover the whole
queuing system, the cost of the system is represented in a
generalised for N request classes using the cost matrix Φ.
It should be noted that ϕi,j = Ci,j−1

Φ =


C1,0 C1,1 C1,2

C2,0 C2,1 C2,2

...
...

...
CN,0 CN,1 CN,2

 (15)

cost =
i=N∑
i=1

Φi1λ
loss
i +Φi2Ri +Φi3(Ri)

2 (16)

The optimal resource provisioning is hence formulated as
an optimisation problem:

Minimise: cost(λi, µi, Ri,Ki) ∀, 0 < i ≤ N, i ∈ N (17)
Such that: 0 < Ri ≤ Ki ∀, 0 < i ≤ N, i ∈ N (18)

0 < N (19)

Φ for the case varies as per the infrastructure available to
the service provider. The value C1 is the linear coefficient
of R and C2 represents the phenomenon that increasing the
fixed capital without increasing the infrastructure and other
resources proportionally result in increasing costs per unit
employed of the machine.

4 Methodology

All numerical calculations were performed using MATLAB
using live scripts. All the relevant codes for the work have
been uploaded to a GitHub directory (https://github.com/
prateekkggupta/Resource-provisioning-optimisation.git) and
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are available in the public domain. The graphs have been
plotted using R language on RStudio, which is available
as an open-source software (R Core Team, 2013; RStudio
Team, 2020). A system as described in the previous sections
has been simulated on MATLAB. The various values used
in the results have been obtained after sufficient pilot
experiments and literature review. The various parameters
of the system were varied to observe the behaviour of
the KPIs of the systems. The KPIs used in the study
have been extensively used in literature to characterise
the performance of (El Kafhali and Salah, 2018) cloud
computing systems. The cost system was then added to the
system to simulate the economics of the firm. The data for
different resource allocations for each of the service queue
was extracted and used to calculate the optimal resource
provisioning for each of the service queues.

5 Results and discussion

In this section, the behaviour of the system as described
in Section 3 has been discussed. Subsections 5.1 to 5.3
discuss the behaviour of the M /M /R/K queuing model
used primarily in the second stage of the queuing network
under consideration. The M /M /1/K queuing model can
be simply studied as a particular case of the M /M /R/K
model for which R = 1. This implies that the results of
the M /M /R/K can be used directly to analyse that queue
as well. The behaviour of the system in terms of the
steady state probability of having n requests in the queue
for a single queue for different values of the service
rate (processing rate) of the server has been discussed in
Subsection 5.1. The behaviour of the system in terms of the
average length of the queue in the system with respect to

the buffer size of the system for a given value of arrival
rate and service rate for different values of R has been
discussed in Subsection 5.2. The losses in the system along
with the probability distribution, Pn have also been noted
in Subsection 5.3. In Subsection 5.4, the results of the cost
model proposed were studied. The cost model was applied
to a system as described in the previous section. Different
costs for different classes of requests were used to get a
comprehensive picture of the effects of the cost function.

5.1 System behaviour with respect to service rate µ

The steady-state probability of the queue having n requests
in the servers has been shown in Figure 3. The figure
has been plotted for a M/M/R/K system which is
representative of any individual class of requests in the
system as described in Subsection 3.2. The data has been
plotted for λ = 100 requests/min, R = 5 and K = 25. It has
been noticed that after n = 5 the curves can be classified as
increasing (µ = 17, 18, 19), constant (µ = 20) or decreasing
(µ = 21, 22).

For all the values of µ (service rate) simulated the
plot shows a kink at n=R. The kink can be explained
by the piece-wise defination of the probability function in
equation (4). The nature of the slope of the plot varies
for different values of µ. for the value of λ > Rµ The
slope of the plot is negative, the slope is positive for λ <
Rµ and the slope ≈ 0 for λ = Rµ. This can be explained
physically as the when the rate of request arrival (λ) is
greater than the rate of processing Rµ the system tends to
be under-provisioned and hence the requests overflow and
vice versa for the case when the arrival rate is lower than
the processing capacity.

Figure 2 Classification of factors of production (see online version for colours)
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Figure 3 Pn v/s n for various values of µ (see online version
for colours)

5.2 System behaviour with respect to buffer size (K)

The average number of requests in the system has been
plotted in Figure 4. The curves have been plotted for
different values of buffer size K. The mean arrival rate for
this graph is taken as λ = 1200 requests/minute, and the
service rate has been taken as µ = 20 requests per minute.
A sudden change in slope for the curves in observed in
the neighbourhood of R = 60 which occurs to be the value
for which ρ = 1 or λ = Rµ after which the systems tends
to reduce the queue length to a constant value, i.e., Ls ≈
λ/µ. However, it is essential to emphasise the behaviour
of the average queue length, Ls for ρ < 1. In this range,
the system tends to use up all the buffer available. This is
because the system is not fast enough to serve the requests
as they come, and the requests end up piling in the buffer,
eventually overflowing. This implies that any increment
of the value of K for the system will not be helpful as
the requests will take up any available space in the buffer
irrespective of the size of the buffer.

Figure 4 Length of queue Ls v/s R for different values of K
(see online version for colours)

5.3 Overflow rate with respect to number of servers
deployed R

The curve for this loss probability has been given in
Figure 5. It was observed that the value of K does not
result in any significant difference in the curves as long
as K > 100. The decrease in the probability of dropping a
request decreases approximately linearly and then becomes
negligible. Similar behaviour has also been noted for the
M/M/R/K queuing system in the literature (Ghosh et al.,
2013, 2014; El Kafhali and Salah, 2018).

Figure 5 Overflow probability v/s R (see online version
for colours)

5.4 Cost and performance analysis

In this subsection the cost model suggested in
Subsection 3.3 has been applied on a cloud computing
system as described in Subsection 3.1. The system studied
serves four different types of requests. Each the class
of requests requires different type of infrastructure to be
processed and is serviced by its dedicated queue. The
cost for servicing each type of requests is also different
since the infrastructure to process them is different. The
four classes of requests in this case are web requests
(abbreviated as wr), computing requests (abbreviated as cr),
storage request (abbreviated as sr) and bare metal server
request (abbreviated asbm). The data used in this study is
given in Table 2. The behaviour of the cost of the system
has been discussed in Subsection 5.4.1. The behaviour of
the length of queue and the performance of the system at
optimised resource provisioning Ri has been described in
Subsection 5.4.2.

5.4.1 Behaviour of cost of the system with respect to
resource provisioning

In Figure 6 of different classes of the system have
been studied. The shape of the curves for all classes in
the curve is quite similar as all the classes share the
same M/M/R/K queuing model. The pattern can be
summarised as follows. A similar analysis of the revenue
of cloud computing systems has been observed in work by
Mach and Schikuta (2011):
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• A positive Y-intercept, which results from the
≈ 100% drop rate of the queue.

• A decreasing cost of the system. The decrease is due
to the increase in the throughput rate of the system,
which results in a lower number of SLA violations
since the value of λloss

i decreases.

• The decrease in the costs due to fewer SLA violations
supersedes the cost of adding additional servers to the
queues.

• As the rate of decrease of the drop rate of the queue
decreases, the cost of increasing Ri becomes more
prominent compared to the former. The cost of the
queue hence begins increasing. This results in the
positive sloped region of the curve.

The position and existence of an optimisation point are very
much subjected to the cost function used and the constraint
of the computing system. Depending on the values, the
optimum may lie on the boundaries of the cost curve, i.e.,
Ri = 0 in which case it might not be profitable to serve
the particular class of requests or at Ri = Ki in which case
the value of Ki can be increased to get the optimisation
point. Subsection 3.3. The optimum points for the given
data have been tabulated in Table 3. The system losses
in the respective queues decrease monotonically with an
increasing Ri as seen in Figure 7. On the other hand,
every unit of Ri added to the queue also adds a particular
cost to the system. Hence a point of minima is obtained
as per the optimisation problem set up in subsection. An
important point to be noted is that the optimisation might
not necessarily be obtained at the point where a majority of
requests are being served (Chun and Choi, 2014; Laverty
et al., 2014).

Table 2 Parameters for calculations involved in obtaining
Figures 6 and 7

Parameter Value Unit

λlb 12,800 Requests per minute
µlb 64,000 Requests per minute
N 4 -
ΩN×1 [0.4 0.3 0.2 0.1]T -
µ [50, 45, 40, 35]T Requests per minute

Φ


0.75 10 0.15

0.65 10 0.3

1 9 0.15

2 10 0.3

 As per equation (16)

Table 3 Results for optimisation of system based on
parameters given in Table 2, total cost = 6,770.6

i Class name P loss
i Cost R∗

i

1 Web request 11.14% 2,579.8 91

2 Computing request 0.06% 2,187.2 32

3 Storage request 0 1,213.3 63

4 Bare metal server request 0 790.3 37

Figure 6 Cost of the system v/s Ri for different classes
(see online version for colours)

Figure 7 Loss probability v/s Ri for different classes
(see online version for colours)

5.4.2 Performance of the system at the obtained
optimisation point

As shown in the data about i = 1 the optimisation does not
imply a 100% (approximately) throughput rate. For example
in the case of i = 1 the throughput rate is ≈ 88.86%.
However, the position of the optimisation point depends
highly on the parameters of the cost function and the
equation of the cost function employed. The allowed drop
rate of the system is often dictated by the SLA between
the cloud provider and the customers using the services. In
that case, additional constraints may be added in the system,
which has been done as in work by Chiang et al. (2016).

6 Conclusions and future scope

6.1 Conclusions

In this work, we model a cloud computing system based
on queuing network that serves multiple classes of requests.
A micro-economically viable cost model was set-up and
applied to a cloud computing system. The cost model was
utilised to observe the behaviour of the cost of the system
and detect over-provisioning and under-provisioning of the
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systems. A optimisation problem was set up in terms of the
cost model discussed and optimal resource provisioning was
calculated for each of the classes of requests taking the SLA
violations into considerations. It was also concluded that it
is possible to run a profitable cloud computing system while
tolerating a certain amount of SLA violations.

6.2 Scope for future research

The queuing network studied was a simple one and
consisted of a single scheduler node. However the multitude
of queueing systems with different architectures are in use
in the industry and hence there is a need to study and
model these architectures. Queueing theory was used to
model the arrival and service of the system as a stochastic
process and hence the results discussed pertain to a steady
state. Additionally the work only analyses the queuing
system in steady state and phenomenon like burst arrivals
have not been taken into account and can be a subject of
study in the future. Also, the study focused only on the
request phase of the system. The model studied was static,
and further work can be done on dynamic provisioning of
resources that depict a more realistic situation, especially to
the adaptiveness of the systems in the future. The effects
of the QoS agreements can also be taken into account in
the cost model and performance analysis to develop cost
functions that are a more realistic depiction of the industry.
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Abstract
Last two decades have witnessed a tremendous evolution and growth of cloud computing 
paradigm and reliability estimation techniques. In spite of recent advancements in this field, 
very little work has been reported over population bounded personal and private clouds. In 
this work, a highly responsive and reliable queuing model for finite population clouds has 
been proposed. The model has an explicit feature of varying length of the waiting queue 
in accordance with the incoming requests and suggesting the number of virtual machines 
needed per physical machine. This model has been represented in a generalized hyperge-
ometeric representation which is a simple way to represent queuing based cloud service 
model. The performance parameters like server utilization, response time and request stage 
reliability of the proposed model were thoroughly analyzed and compared with the popular 
existing cloud queuing model and improvement in server utilisation has been observed.

Keywords Finite population cloud systems · Request stage reliability · Hypergeometric 
series · Queueing systems · Markovian queues

1 Introduction

Cloud computing design refers to enabling ubiquitous, easy and on demand network access 
for a shared repository of computer configurable resources like networks, storage, servers, 
applications and services. These resources are easily provisioned, amended and used by 
having minimum administrative attempt and service provider communication [1].

Cloud adoption rate is growing faster than predicted. According to Gartner, it is 
expected that the overall cloud market will grow from $182.4 billion in 2018 to $331.2 
billion in 2022 with a growth rate of ≈ 12.6% [2]. The adoption of cloud technologies is 
enabling enterprises, big and small, to be agile, innovative, competitive and capable of 
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creating differentiated customer experiences. 74% have adopted cloud to improve cus-
tomer experience, and 71% use cloud to create enhanced products and services while 
downsizing legacy systems and reducing costs. More and more organizations are con-
sidering cloud adoption strategy in accordance to escalating market expectations that 
might be better served by born-on-the-cloud competitors or leading-edge cloud adop-
ters, their risk capacity, business needs and investment viability [3].

The highest growing cloud adoption model is that of private clouds which are largely 
suitable for small enterprises and companies working under strict population constraints. 
This category of cloud computing environment which is designed to serve a limited 
number of users is growing, largely amongst organizations across the world [2, 4]. Pri-
vate clouds may be sub-categorized as on-premise clouds and externally hosted clouds. 
The major difference between the two is the positioning, deployment, maintenance and 
control of their data centers and Enterprise Resource Planning (ERP) software. In an 
on-premise cloud it is the responsibility of the organization itself to take care of its 
data centers which are situated inside the organization while in externally hosted pri-
vate clouds data centers are hosted and maintained outside the organization. On-premise 
private clouds are less affected by price increase, data leakage and external security 
threats but have higher maintenance costs and lower flexibility as compared to the exter-
nally hosted private clouds [5]. Similarly, reliability of private clouds is difficult to spot 
because of their broad range of service availability, heterogeneously distributed network 
and connected but diverse and largely varied software/hardware components.

Queuing theory has been observed to be an efficient way of studying cloud computing 
models [6–13]. Although a variety of queuing models for improving the performance of 
cloud service management system by reducing the waiting time, improving performance 
and availability of resources to maintain QoS are available but very little work has been 
done on queuing systems with dynamic virtual machine provisioning dedicated to finite 
population private clouds. Therefore, there is a requirement for these private clouds to 
be modeled by an efficient reliable and dedicated finite population queuing system. The 
greatest challenge while modeling such specific cloud service systems is to have a check 
on its request stage reliability which can be optimized by modeling the system with a 
queuing model intended to minimize the overflow and timeout errors.

After their introduction by Euler as power series expansions, hypergeometric func-
tions were found extremely useful in theory of partitions, number theory [14], finite vec-
tor spaces, different combinatorial identities [15] and different applications to applied 
physics [16]. But, they have never been used for representational and characterization 
purposes to any cloud queuing model. In this work, all important parameters of the pro-
posed model have been represented using hypergeometric representations. Finite popu-
lation models are an important part in the study of the availability of limited resources 
in a realistic environment. Hypergeometric series allow us to model the discrete event 
model into differential equations that can be applied to systems dealing with continu-
ous flow of resources. This work focuses on the application of hypergeometric series in 
modelling the reliability of cloud computing systems, however the same principles can 
be applied in most of the applications that are modelled as a markovian queue in a finite 
population setting. This also opens opportunities for using different methods to solve 
differential equations in applications involving discrete event simulations. For example 
in an assembly line where the maintenance of breaking down machines are modelled 
as a markovian queue, the limited size of the assembly line implies that a finite popula-
tion model functions well for theorizing the efficiency and reliability of the maintenance 
system [17].
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The main contributions of this work can be summarized as:-

• This work proposes a service model dedicated for population bounded On-premise and 
externally hosted private clouds which are becoming extremely popular for both large 
and small business organizations where high responsiveness for the service requests 
generated by their workforce is extremely vital. The proposed model is designed in 
such a way that it will incorporate all the user requests and accordingly set the upper 
bound for the VMs allowed per Physical Server.

• All standard model parameters are represented using hypergeometric representation 
which gives it a logical insight and opens up the idea of analyzing a Queuing System in 
terms of properties of hypergeometric functions.

• Simulation results show that the model fully utilizes the available resources and request 
stage reliability can be optimized by varying due time for incoming requests .

In Sect.  2 the literature review on applications of hypergeometeric functions to various 
areas of science and engineering covering cloud reliability and service models having finite 
buffer size and population has been presented. Section 3 describes the proposed cloud ser-
vice model having a variable size request queue incorporating all the incoming requests for 
private and community clouds. Probabilistic terms of all the performance parameters are 
represented in terms of special terminating generalized hypergeometric series. In Sect. 4 
the request stage reliability of the system is analyzed in terms of timeout errors. Numerical 
results depicting enhanced system performance and comparison of results has been pre-
sented in Sect. 5. Significant conclusions of the proposed work along with the future scope 
is given in Sect. 6.

2  Related Work

Modeling of cloud service systems is a perplexing research areas in recent times. A large 
number of queuing models are available for cloud data centers which aim to provide 
improved performance efficiency, decreased energy usage and dynamicity. A cloud com-
puting system can be dissected into two stages for the purpose of analysis i.e. the request 
stage and the execution stage [18–20]. A number of tools have been developed for the anal-
ysis and assessment of the execution stage of the system [21–23] including ReliaCloud-NS 
[24] and network CloudSim [25]. However, in this work we focus on the performance of 
request stage part of the systems in which the user population is highly restricted. The 
earliest work in finite source queues was done by Kameda [7] in which he investigated 
finite-source queuing model and obtained the utilization factor of the processor in an ana-
lytical form and also demonstrated that it is independent of the queue discipline. Goswami 
et al. proposed an analytical finite population queuing model and carried out performance 
evaluation of private cloud computing systems. [13, 26] Another notable work in the study 
of finite population queuing systems was done by Louchard [9] where the author stud-
ied several stochastic variables for various arrival and service distributions including non 
markovian queues. The work focused on single server queuing systems and showed that the 
stochastic variables have weak convergence in some time regions as compared to Gaussian 
processes and Brownian motions.

Chiang et al. proposed a CEA policy for M/M/R/K cloud service model to solve a 
constraint optimization problem with decreased system losses. In this work authors 
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modeled the system losses using the concept of balking and reneging [8, 27]. Their 
studies were then formulated into a cost function over the parameters of the system 
and an optimized system was achieved. A model to minimize energy cost for cloud 
computing systems was discussed in Kumar et al. [28]. In Liu et al, authors used game 
theory to give an economic model for resource provisioning and utilisation in IT infra-
structure of organisations [4]. Ellens et  al. proposed resource provisioning in cloud 
data centers using M/M/C/C queuing system [29]. Their work also depicted the impor-
tance of priority scheduler in any cloud service system. Ahuja et al. modelled a retrial 
queueing system with optional service and finite population subjected to balking [30]. 
In Kalyanaraman et al. A M/G/1 queueing system was studied with bernoulli vacations 
to account for server breakdowns [12]. Among all the mathematical tools used to study 
the reliability of queuing systems hypergeometric functions have been observed to be 
useful [31, 32].

A comprehensive survey work is done by George E Andrews in order to study appli-
cations of hypergeometric functions to physics, combinatorial identities, finite vector 
spaces and partitions number theory [31]. The properties of basic q-hypergeometric 
series were used by Economou et. al. to model synchronized abandonments of impa-
tient users in single server queues [33]. The work focused on 2-dimensional continu-
ous time markovian chains and the effect of failure times on impatient users. A similar 
study on M/M/1 queuing systems was conducted by Ammar [34] in order to conduct 
a transient analysis of the behaviors of impatient users. Yuen-Shun Dai et. al had sys-
tematically modeled the reliability of cloud services [18]. Kafhali et  al. presented a 
performance oriented model for cloud computing systems and validated it using their 
model using discrete event simulations [10, 35].

It is a model with quality dimensions and metrics that targets general cloud ser-
vices. CLOUDQUAL contains six quality dimensions, i.e., usability, availability, relia-
bility, responsiveness, security, and elasticity, of which usability is subjective, whereas 
others are objective. If hardware failures or software faults occur, they may decrease 
reliability. Through CLOUDQUAL one can check the reliability [36].

From the literature review it is evident that a lot of work has been done to improve 
the performance efficiency, decreased energy usage and dynamicity of cloud comput-
ing systems by analyzing and proposing modifications in the queuing theory. However 
the literature is quite thin in application of queueing models on systems involving a 
finite population of users where the quantity of the user population is not many mag-
nitude higher than the resource pool. Moreover the literature review also highlights 
the lack of metrics available for measuring the reliability of systems that function with 
such low user populations. In this paper, we aim to fill this research gap by proposing 
such a model which has intuitive metrics for quantifying the reliability of the system. 
Moreover, we propose to apply the concept of hypergeometric functions to investigate 
the application of finite population and finite capacity queuing system in the cloud 
computing. The use of hypergeometric series and the respective notations associated 
with it has been described in Sect. 1. We have calculated the results for such systems 
analytically and the results have been compared with the work presented by Kafhali 
et al [35]. After the literature review the authors were unable to find any work that dis-
cusses the reliability of finite population models that utilise hyper-geometric systems. 
The distinction between peak load and low load and its mathematical implications has 
also been ommited in any work that deals with a finite population cloud computing 
system modelled as markovian queues. Moreover the use of hypergeometric series to 
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calculate metrics useful for quantification of the reliability of the system also add to 
the novelty of this work to the best of the authors’ knowledge.

3  Model Description

The proposed model is based on M/M/C/m/K (m varies from 0 to K) queuing system 
having Poisson’s distribution with mean arrival rate of � and an exponential inter-ser-
vice time with a mean rate of 1∕� . The poisson distribution and exponential inter-ser-
vice time has been observed to be a widely used assumption in this field [8, 10, 34, 
37]. The model is primarily suited for both on-premise and externally hosted private 
clouds which work under strict population constraints. All incoming requests arrive to 
the request scheduler and eventually to the request queue from a pool of finite popula-
tion K, permitted to access the resources of private cloud. There are C identical serv-
ers and a request queue of length m. High responsiveness is a key feature needed in 
finite population private clouds and therefore it is desirable that each and every incom-
ing request must be attended by its cloud management system [38, 39]. It will eliminate 
the possibility of overflow errors and result in improving the request stage reliability 
of the system. Queue length controller takes data of request count from the scheduler 
and varies the request queue with respect to the request count. The system is designed 
such that, at steady state it always maintains the request queue length to the total num-
ber of arriving incoming requests i.e. m = K . Apart from that, the dynamic VM provi-
sioning mechanism of the system will give the maximum number of VMs, U allowed 
over the hypervisior layer of the physical machine on the basis of simple equation of 
U = K∕C , where K varies in variably as shown in Fig.  1. This allows the private cloud 
data center to maintain the request drop rate to minimum.. To the best of our knowledge 
hypergeometric representation of queuing systems is not been studied earlier. Our pro-
posed model is represented in 2F0 , which is defined as special terminating generalized 
hypergeometric series two parameters in numerator and zero parameters in denominator. 
This novel representation is a unique and efficient language to represent all performance 
parameters of this queuing model.

The conditional and probabilistic mathematical expressions representing our queuing 
model are expressed in terms of hypergeometric functions. We have assumed First Come 
First Serve queuing discipline and the usual system parameters are obtained in i) low load 
& ii) Peak load conditions. The request arrival and service rates can be obtained from,

The probability that n users may enter the system is obtained by Pn which is separately 
defined for two ranges. 0 ≤ n ≤ C − 1 and C ≤ n ≤ m − 1 . The probability function Pn can 
be obtained by,

(1)�
n
=

{
(K − n)�, if 0 ≤ n ≤ m − 1

0, otherwise

(2)𝜇
n
=

{
n𝜇, if 0 ≤ n ≤ C

C𝜇, if n > C
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Working of the model is such that the dynamic system controls will automatically adjust 
the service queue length in accordance with the incoming requests from the scheduler 
since the system is modelled for population bounded private clouds,it is very much feasible 
to stretch the request queue length in accordance to the considered finite population K.

3.1  Low Load Case

When incoming requests are almost equal to the computing resources, all requests are auto-
matically assigned to computing resources. It is the case where request queue length m = K 
& K ≤ C − 1 . Therefore the normalising equation would be,

or,

or,

or,

Where, 1F0(K − r + 1;�) is a finite terminating hypergeometric series. Since 𝜆
𝜇
< 1 , higher 

order terms of the series may be neglected, and therefore it is a solution for the differential 
equation,

with its solution as

where C1 is a constant.

(3)P
n
=

⎧
⎪⎨⎪⎩

P0

�
K

n

�
�n, if 0 ≤ n ≤ C − 1

P0

�
K

n

�
n!

C!Cn−C
�n, if C ≤ n ≤ m

(4)
K∑

n=0

(
K

n

)
�nP0 = 1

[ K!

K! × 0!
�0 +

K!

(K − 1)! × 1!
�1 +

K!

(K − 2)! × 2!
�2 + ...

K!

0! × K!
�K

]−1
= P0

P0 =
[ K∑

r=0

( (K − r + 1)r
r!

)
�r
]−1

(5)P0 = [1F0(K − r + 1;�)]−1

(6)(1 − �)
dy

dz
− (K − r + 1)y = 0

(7)y = C1 ×1 F0(K − r + 1,−;�)
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3.2  Peak Load Case

When the total population of any finite population cloud is made to access and use the 
computing resources and K >> C , dynamic system controls will automatically expand 
the request queue length to accommodate all the incoming requests. This will eventually 
increase the length of the request queue and hence the normalising equations would be 
written as,

or,

or,

The equation can be rewritten as

or,

or,

Dynamic system controls, of our proposed model will eventually allow all the incoming 
requests into the system’s request queue i.e. m = K and the equations becomes as follows,

Where, 2F0(−(K − C), 1;(−�∕C)) is a special finite terminating hypergeometric series with 
its differential equation expressed as,

(8)
m∑

n=C

P0

(
K

n

)
n!

C!Cn−C
�n ≈ 1

P0�
CK!

C!

m∑
n=C

1

(K − C)!

(
�

C

)n−C

≈ 1

P0�
CK!

C!

[
1

(K − C)!
+

1

(K − C − 1)!

(
�

C

)
+ ... +

1

(K − m)!

(
�

C

)m−C]
= 1

P0�
CK!

C!(K − C)!

m−C∑
r=0

(
�

C

)r

(K − C − r)!
(K − C)! = 1

P0 ×

(
K

C

)
× �C

m−C∑
r=0

(−1)r
(

�

C

)r

(K − C)!

(K − C − r)!
= 1

(9)P0 ×

(
K

C

)
× �C

m−C∑
r=0

(−(K − C))r

(
−�

C

)r

× (1)r

r!
= 1

(10)P0 =
[(

K

C

)
× �C

2F0

(
− (K − C), 1;

(−�
C

))]−1
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It is interesting, to note that the function 2F0 is a solution of a second order linear ordi-
nary differential equation, which defines the relationship between the hypergeometric func-
tion 2F0 ,defined over a wider domain of argument by analytic continuation ,and its rate of 
change. The recursion formula for the hypergeometric series 2F0 is given as,

Similarly, in the present peak load condition, Probability of having n elements present in 
the system can hypergeometrically be represented as,

or

The expected length of Queue Lq of the system is given by-

Similarly, the well known Little’s equations are written as,

(11)
�2

C2
×

d2y

dz2
+
(
(2 + C − K)

(−�
C

)
− 1)

)dy

dz
+ (C − K)y = 0

(12)
d

dz

(
2F0(−(K − C), 1;(−�∕C)

)
=

(C − K)2F0((C − K + 1), 2;(−�∕C))

Pn = P0

(
K

C

)
�C ×

{
(n − C)th term of the

hypergeometric series2F0(−(K − C), 1;(−�∕C))
}

(13)Pn = P0

(
K

C

)
�C ×

( (−(K − C))n−C × (1)n−C ×
(

−�

C

)n−C

(n − C)!

)

(14)

Lq = �C

(
K

C

)
P0×

K∑
n=c+1

(
(n − C)(−(K − C))n−C

(−�
C

)n−C)

(15)Ls = Lq +
�

C�

(16)Ws =
Ls

�

(17)Wq =
Lq

�
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In order to measure the performance of the system in terms of the resource provisioning we 
also define the server utilisation Us , mean number of busy servers C.

4  Reliability Modelling and Analysis

The main function of any cloud management system is to manage the request queue in 
which all the incoming user requests are collected before reaching for different cloud 
services [20]. These incoming requests are prone to queue overflow and request timeout 
errors. In the request stage, if the buffer length is too large then the timeout error loss 
increases and if the buffer is too small, it increases the risk of overflow errors. Therefore 
a queuing system intended for minimizing these errors would significantly increase the 
request stage reliability of the system. [18]. As dynamic controls of the proposed system 
are designed in a way that allows all the incoming requests to enter the request queue, the 
probability of overflow errors is minimum. However, due to long request queue, timeout 
errors are likely to be high. Hence it becomes imperative to study the timeout errors in the 
system for the sake of establishing the reliability of the system. Since the timeout errors 
are of major importance, in this study we have defined the reliability index in terms of the 
probability of getting timeout errors as per equation 20. According to this definition the 
lower the reliability index for a given configuration, the more unreliable the system is and 
vice versa.

Since service time of our system is finite, probability of timeout errors is high. These 
timeout errors pose a serious threat to the reliability and availability of resources of the 
cloud. According to [18] the probability of timeout errors in infinite population models 
are obtained by a probability density function integrated over due time. The due time tr is 
defined as the time for which an incoming request is allowed to wait in the request queue 
before being dropped.Since queue length of the request stage of is quantified to an integer, 
for the proposed model it can be calculated in discrete terms.

(18)C =

C∑
k=1

Pk +

N∑
k=C+1

CPk

(19)US = C∕C

(20)Reliability Index = −log10(PT (tr))
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Table 1  Table of variables Symbol Description

n Number of users entering the queuing system
� Mean arrival of requests
� Mean service rate of requests
m Size of requested queue (varies from 0 to K)
C Number of computing resources
P

0
probability of zero users in the system

P
n

Probability of n users in the system
W

s
Waiting time of system

W
q

Waiting time of queue

x
F

y
Finite terminating generalized hypergeometric series 

with x parameters in the numerator and y param-
eters in the denominator.

Fig. 1  Schematic of the model employed



 R. Sharma et al.

1 3

5  Results and Discussion

In this section we discuss the performance of the proposed system using various indica-
tors mentioned in the previous sections. All the numerical calculations in this work were 
performed using MATLAB. In order to get a clear picture of the model performance with 
respect to the inputs provided, mean arrival rate � , population or system capacity K and the 
number of servers C (also abbreviated as # PM in all figures) available to the system have 
been varied in Sect. 5.1. The parameters of performance of the system are then compared 
with the well established M∕M∕C∕K∕∞ queuing system [40–42] and the system presented 
by Kafhali et al. [10, 35] in Sect. 5.2. Some quantities have been used in a non-dimensional 
form in order to facilitate the comparison. The results reported in this section have been 
calculated analytically using MATLAB as per the mathematical modelling mentioned in 
the preceding sections and all the graphs have been plotted using OriginLab. The param-
eters of the simulations/calculations have been mentioned in Tables  2,  3, and 5 and the 
notations for the variables are the same as used in Table 1. The values used for reporting 
the findings in this work were decided based on preliminary experiments and findings by 
the authors.

5.1  Model Performance

In Figs. 2, 3 and 4 the system waiting time Ws , Server utilization Us , and the system length 
Ls had been calculated for different populations of the user source. Parameters given in 
table 2 have been used for these calculations.

Table 2  Parameters for 
calculations involved in obtaining 
Figs. 2, 3 and 4

Parameter Value

� 7.5
� 10
C 1–20
K 1–80

Fig. 2  W
s
 (Waiting time) v/s 

K (Buffer size) with different 
number of physical machines 
provisioned to the system
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Figure 2 shows that Ws tends to increase uniformly as the population on the system is 
increased. The curves tend to increase linearly as the population of the system is increased. 
This increase is in direct correlation with Fig.  3 which can be derived from the former 
using Little’s law in equation 16 [43]. This is because the system being highly responsive 
is utilising all the available servers as observed in Fig.  4 and hence as the population of the 
system increases, the load on the system increases due to a larger number of users.

Fig. 3  L
s
(Queue length) v/s 

K (Buffer size) with different 
number of physical machines 
provisioned to the system

Fig. 4  U
s
 (Utilisation ratio) v/s 

K (Buffer size) of the system 
for different number of physical 
machines provided to the system

Table 3  Parameters for 
calculations involved in obtaining 
Figs. 5, 6 and 7

Parameter Value

� 0.1 – 9.9
� 10
C 1–20
K 40
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Fig. 5  U
s
 (Utilisation ratio) v/s 

� (Request arrival ratte) for the 
system for different quantities of 
physical machines provisioned

Fig. 6  W
q
 (Waiting time) v/s 

� (Request arrival rate) of the 
system for different number of 
physical machines provisioned

Fig. 7  L
s
 (Length of queue) v/s 

� (Request arrrival rate) of the 
system for different number of 
physical machines provisioned 
for the system
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The performance of the system with respect to the mean arrival rate � can be observed 
in Figs.  5, 6 and 7 for parameters given in table 3.

It was observed that Figs.  4 and 5 show a similar nature i.e. the system shows a ten-
dency to employ all the available servers for a given task. The waiting time of the system 
Ws and length of the system Ls on the other hand show a different behaviour as compared to 
Figs.  2 and 3 . This shows that while the increase in population results in a linear increase 
in the mean response time, an increase in the request arrival rate may necessarily not have 
the same result. This can be explained in terms of the server utilization Us and the system 
capacity K. Initially when the server utilization is low the requests are not being completed 
fast enough since the number of servers employed is low, hence the steady increase in Ws 
and Ls . However, as the server utilization saturates, all the available servers are being used 
at full capacity, decreasing the waiting time. Thus the waiting time of the queue and the 
length of the queue stabilizes. This becomes more evident when Figs.  5 and 6 are observed 
in conjunction. The value of � corresponding to peaks in the value of Wq are very close to 
the values of � at which the Us curve starts saturating. In the case when number of physical 
machines #PM = 20 since the lambda corresponding to saturation of Us is not achieved in 
the range of the X-axis there is no peak observed in this range of the X-axis.

The reliability of the system has also been studied using the reliability index defined 
as per equation 20 in Fig.  8. The reliability of the system has been calculated at C = 5, 

Fig. 8  Reliability index of the 
system v/s � ( = �∕� ) for differ-
ent values of buffer size of the 
system

Table 4  Reliability index for different values of mean arrival rate, ( C = 10 , � = 10)

log(tr) � = 1 � = 2 � = 3 � = 4 � = 5 � = 6 � = 7 � = 8 � = 9

0.5 0.332 0.195 0.232 0.223 0.168 0.189 0.144 0.14 0.167
1 0.332 0.381 0.38 0.416 0.325 0.378 0.314 0.322 0.391
1.5 0.695 0.655 0.78 0.701 0.579 0.517 0.616 0.656 0.569
2 1.214 1.02 1.019 0.885 0.752 0.693 0.834 0.902 0.806
2.5 1.214 1.473 1.586 1.1 0.961 1.177 1.106 1.214 1.504
3 1.886 2.548 2.282 1.638 1.507 1.497 1.848 2.08 2.602
3.5 3.662 6.35 5.992 2.759 2.252 2.33 2.921 2.54 3.76
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� = 9 , � = 10 and N varying from 10 to 40 for different due time. The Table  4 shows the 
values of reliability index for different values of arrival rate at C = 10 , � = 10 . The graph 
clearly shows that the reliability of the system decreases as the population of the system is 
increased. As per the definition of reliability index the greater the index, the more reliable 
the system is deemed. The graph for K = 35 shows some erratic discontinuities in the slope 
of the curve which increases as the value of K increases. This erratic nature in the curves is 
because of the discrete placeholders in the queue and the assumption that n in equation 13 
is always a whole number. However it must be noted that the values in table  4 for column 
� = 2 and � = 3 are greater than that of other columns. This attributed to the same property 
of the system which causes the peak in the Fig.  6.

5.2  Model Comparison

The proposed model has been compared with the model presented by Kafhali et al. [10, 
35] in Figs. 9 and 10 as well as with the well established M∕M∕C∕K∕∞ model [40–42] in 
Figs.  9 and 11 . The parameters used for obtaining Figs. 9 and 10 are presented in table 5.

The parameter � has been used in the comparison to keep the comparisons dimension-
less. The parameter � has been taken in accordance with [35]. It also needs to be noted that 
the value of � needs to be between 0 and 1 to confirm the convergence of the hypergeo-
metric series for case where K → ∞ . The nature of figure shows that the presented work 
attempts to utilise the available resources to their full capacity. The difference in the wait-
ing time for the system has been showed in Fig.  10. A higher queue length at lower loads 

Table 5  Parameters for 
calculations involved in obtaining 
Figs. 9 and 10

Parameter Value

� 0.1 – 9.9
� 10
C 5,10
K 40
�

1
25

Fig. 9  U
c
 (Utilisation ratio) v/s � 

( = �∕� ) for the system for differ-
ent modelling schemes
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for finite population models has been discussed in Louchard et al. [9] which when used in 
conjunction with equation 16 predicts the results accurately. This reduces the possibility of 
over-provisioning of resources [8, 44, 45]. In most organisations with their own IT infra-
structure, there is an oversupply of resources which causes an increased implicit economic 
cost and maintenance cost [4] which can be avoided by higher utilisation of resources. The 
lower response time in is also beneficial for maintaining the quality of service as per the 
SLA agreements in times of high loads which is a highly sought after trait in a system. A 
lower waiting time in the queue is beneficial in reducing reneging errors in the system [8, 
27, 46].

Figure 11 shows the major difference between the presented model and the M/M/C/K 
model. A similar probability distribution is expected in Kafhali et al. since it is also based 
of stochastic processes using the M/M/1/K model. The reason for this contrast in the prob-
ability distribution in the presented work is the combination term in equation  3 which 
increases monotonically as the value of n increases while the �n term decrease monotoni-
cally. The presented system has a greater probability of having more users in the queue at 
any given time which explains the higher system utilisation.

Fig. 10  W
s
(Waiting time) v/s � 

( = �∕� ) for different modelling 
schemes and number of physical 
machines provisioned for the 
system

Fig. 11  P
n
 (Probability distribu-

tion for having n users in the 
queue) v/s n for the system
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6  Conclusion and Future Work

Developing a request stage reliable queuing system dedicated to private clouds having 
finite population concerns is very little touched in most existing studies. In order to explore 
this research area we have analyzed and designed a new queuing system for private and 
community clouds. The mathematical expression of this model is developed using a unique 
and novel hypergeometric notation. All probabilistic terms of the model are represented in 
terms of a special terminating hypergeometric series. The model is compared with a simi-
lar recent work on cloud data centers and a significant improvement in the system param-
eters like server utilization and system response time is observed. The analysis and simula-
tion results compliment each other to conclude the correctness of our analytical model.

The model parameters are represented in terms of hypergeometric representations and 
it can work exclusively for finite population private clouds which is an important and 
perplexing research area The system is also designed such that it has negligible overflow 
errors. A discrete probabilistic mathematical analysis has been done to obtain and mini-
mize the timeout errors by varying due time. This helps in improving system request stage 
reliability.

In future, it may be planned to study the overall characteristics of any queuing system in 
light of various properties of hypergeometric functions.
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Abstract Unrestricted and reckless use of antibiotics has

resulted in their accumulation in environment. This, in

turn, has led to the emergence of multiple drug-resistant

microbes. The present study focuses on degradation of

ciprofloxacin (CIP) by an edible white rot fungus Pleurotus

ostreatus. Effect of CIP was determined on radial growth

and biomass of P. ostreatus. Titrimetric and spectropho-

tometric assays were carried out to assess the degrading

potential of P. ostreatus towards CIP. It was found that CIP

has a stimulatory effect on growth and enzyme activity of

P. ostreatus. Maximum enzyme (glucanase, ligninases,

laccase) production was observed at the highest concen-

tration of CIP (500 ppm). Antibiotic degradation of about

68.8, 94.25 and 91.34% was estimated after 14 days of

incubation at 500 ppm CIP using Titrimetric, Indigo car-

mine and Methyl orange assay, respectively. Degradation

of CIP was further validated by high performance liquid

chromatography (HPLC) and microbiological analysis.

HPLC analysis revealed 95.07% degradation while

microbiological test also exhibited a decreased antimicro-

bial activity of degraded products against Escherichia coli,

Staphylococcus aureus and Streptococcus pyogenes. To the

best of our knowledge, this is the first study wherein P.

ostreatus was used for the degradation of ciprofloxacin.

Keywords Antibiotic resistance � Bioremediation � CIP �
Pleurotus ostreatus � HPLC

Introduction

Antibiotics are among the most frequently prescribed

medicaments in modern day medicine (Hernandez et al.

2012). Between 2005 and 2009, the units of antibiotics sold

in India specifically increased by about 40% . Increased

sales of cephalosporins were particularly striking, with

sales increasing by 60% though some increase was seen in

most antibiotic classes, making India world’s largest con-

sumer of antibiotics (Shah et al. 2015). Being non-

degradable in nature, most of these antibiotics persist in the

environment for long periods. Antibiotics like cipro-

floxacin (CIP) degrade very slowly and may persist in soil

in its original form for up to 1–4 months, thus creating a

microenvironment for the development of antibiotic resis-

tant strains (Laxminarayan et al. 2013). CIP is one of the

most widely used second-generation broad spectrum qui-

nolone which has been detected in domestic wastewaters in

concentrations of up to 1000–6000 ng/l, that causes the

possible occurrence of selective pressures and the conse-

quent selection of resistant bacteria (Batt et al. 2007). This

problem of extensive and unrestricted use of antibiotics has

aggravated to such magnanimous proportions that it is

becoming increasingly difficult to treat diseases caused by

such resistant strains. It has now, therefore, become nec-

essary to search for new methods for effective degradation

of antibiotics persisting in the environment.

A number of methods including physical and chemical

have been adopted for treatment of water contaminated

with antibiotics (Hernandez et al. 2012; Hubicka et al.

2013). However, these methods are largely ineffective and

end up adding more pollutants into the environment. An

alternative lies in the use of living organisms for remedi-

ation of these antibiotics. Bioremediation involves the use

of microbes to remove or breakdown complex hazardous
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substances into simpler, less toxic or nontoxic substances.

The process is generally 60–70% less costly than other

technologies (Laxminarayan et al. 2013). Fungi such as

Gloeophyllum striatum (Wetzstein et al. 1999), Phane-

rochaete chrysosporium (Guo et al. 2014; Martens et al.

1996) and Trametes versicolor (Rodrı́guez-Rodrı́guez et al.

2012) have been reported for their use in bioremediation of

antibiotics. The aim of this study was to evaluate the

potential use of mycelium of a basidiomycetous fungus

Pleurotus ostreatus for degradation of CIP.

Pleurotus ostreatus (P. ostreatus), is a temperate edible

mushroom which forms oyster shaped fruiting bodies that

can be grown on different agricultural wastes in a tem-

perature range of 25–28 �C (Ahmed et al. 2009). The

ability of P. ostreatus as bioremediation agent has been

attributed to the production of various enzymes such as

laccase, manganese peroxide, lignin peroxidases, xyla-

nases, etc. which are important for various metabolic

reactions such as substrate utilization as well as degra-

dation of pollutants (Martens et al. 1996; Espindola et al.

2007; Rana and Rana 2011; Jegatheesan et al. 2012;

Singh et al. 2012).

Materials and methods

Growth studies

Mycelium of P. ostreatus was maintained on Potato

dextrose agar (PDA) medium at 25 ± 2 �C. The effect of

different concentrations of CIP (100, 200, 300, 400 and

500 ppm) on growth of P. ostreatus mycelium and bio-

mass production was studied by inoculating mycelium

bits (5 mm) in PDA and Potato dextrose broth (PDB),

respectively. One-way ANOVA was used to determine

whether there was any significant effect of concentration

of CIP used on the radial growth of P. ostreatus with

increase in incubation time by calculating Critical Dif-

ference (CD) at 5%.

Enzymatic studies

Effect of different concentrations (100–500 ppm) of CIP

on Endo-b-D-1,4-glucanase (Miller 1959), Laccase (Je-

gatheesan et al. 2012), Hemicellulase (Bucht and Erikson

1968), Lignin peroxidase (Tien and Kirk 1984) and

Manganese peroxidase (Kuwahara et al. 1983) produced

by P. ostreatus was determined after 7 and 14 days of

incubation. Culture broth devoid of CIP was used as

control.

Degradation of CIP

Two different approaches, viz., titrimetric and spec-

trophotometric were used to estimate the amount of CIP

degraded by P. ostreatus.

Titrimetric analysis

The amount of CIP degraded by P. ostreatus was deter-

mined according to Basavaiah et al. (2006). A 10 ml ali-

quot of standard solution containing 100–500 ppm of CIP

was placed in a 100 ml volumetric flask. The solution was

acidified by adding 5 ml of 5 M sulfuric acid. 10 ml of

0.025 M cerium sulfate was added to content in the flask,

mixed well and kept aside for 15 min. Finally, the unre-

acted oxidant was back titrated with 0.025 M Ferrous

Ammonium Sulfate (FAS) solution using one drop of fer-

roin indicator. Simultaneously, a blank titration was per-

formed and the amount of drug left in the aliquot was

calculated from the amount of cerium sulfate reacted.

Standard curve of FAS was used to calculate the amount of

CIP degraded.

Spectrophotometric analysis

Spectrophotometric determination of degraded CIP was

carried out by methyl orange method and Indigo carmine

method (Basavaiah et al. 2006; Nijhu et al. 2011).

Indigo carmine method

20 lg of spent broth was added to 4 ml distilled water.

1 ml of 5 M sulfuric acid was added to each tube followed

by addition of 500 lg/ml of cerium sulfate solution

(0.025 M). The contents were mixed well and kept aside

for 10 min with occasional swirling at room temperature.

1 ml of indigo carmine was added to each tube and

absorbance was measured at 610 nm after 5 min. Standard

curve was prepared for determination of degraded amount

of CIP.

Methyl orange method

10 lg of spent broth was added to 4 ml of distilled water.

1 ml of 5 M sulfuric acid and 250 lg/ml of cerium sulfate

(0.025 M) were added to above mixture and kept at room

temperature for 10 min with occasional swirling. Finally,

1 ml of methyl orange was added and absorbance was

measured at 520 nm. Standard curve was prepared for

determination of degraded amount of CIP.
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Validation of CIP bioremediation

High performance liquid chromatography (HPLC)

HPLC was carried out to validate the degradation results

obtained in the above mentioned assays. AC18 column

with acetonitrile as mobile phase was used for chro-

matography (Singh et al. 2013). A standard run of pure CIP

was performed to comparatively assess the samples taken,

i.e., 100 and 500 ppm concentrations of CIP.

Antimicrobial activity of degraded products

Antibacterial activity of degraded products formed post

incubation with P. ostreatus was evaluated against

Escherichia coli, Staphylococcus aureus and Streptococcus

pyogenes on Mueller–Hinton agar plates by disc diffusion

method and compared with antibacterial activity of dif-

ferent CIP concentrations (Thillaimaharani et al. 2013;

Hernandez et al. 2012).

Results and discussion

Radial growth studies

Radial growth studies of P. ostreatus on PDA at different

concentrations of CIP revealed that there was no inhibitory

effect of CIP on the growth of the fungus. On the contrary,

as the concentration of the antibiotic was increased, a

subsequent increase was observed in the radial growth. It

was also seen that with the increase in incubation period,

there was an increase in the radial growth of the fungus,

with maximum growth being observed on the 6th day at all

concentrations. However, 4th day onwards, there was no

substantial change in the growth rate even when the con-

centration of CIP was increased (Table 1). Maximum

growth was observed at an antibiotic concentration of

500 ppm, exhibiting a 27% increase as compared to the

control. CD at 5% showed a significant effect of concen-

trations of CIP used on the radial growth of P. ostreatus.

Such significant increase in the growth of the fungi in

presence of antibiotics has not been reported before. Use of

antibiotics as growth promoters in animal feeds has been

well documented (Dibner and Richards 2005; Butaye et al.

2003; Miles et al. 2006; Wegener et al.1999) but the

stimulatory effect of antibiotics specifically ciprofloxacin

on the growth of P. ostreatus has not been reported before.

The stimulatory effect of CIP on the fungus can be sup-

ported by the fact that increased fungal microbiota growth

is a common side effect of antibiotic therapy (Noverr et al.

2004). This can be probably due to decrease in competition

with bacterial species for food and space and reduction in

microbial metabolites that depress growth (Dibner and

Richards, 2005), there by stimulating fungal growth. Fur-

ther, work needs to be carried out to understand the

mechanism behind the growth stimulatory effect of cipro-

floxacin on P. ostreatus.

Biomass studies

Biomass studies showed that after 7 days of incubation,

maximum growth (3.703 gm wet weight/1.436 gm dry

weight) was observed in medium having concentration of

500 ppm of CIP while lowest biomass production (2.448 g

wet weight/1.194 g dry weight) was seen at 100 ppm. The

trend continued up to 14 days of incubation where maxi-

mum growth was observed at 500 ppm (3.965 g wet

weight/3.965 g dry weight) and lowest at 100 ppm

(3.128 g wet weight/1.398 g dry weight). CD (5%)

revealed a significant increase in mycelial growth at

increasing concentrations of CIP (Table 2). Biomass stud-

ies also exhibited a pattern similar to the one observed in

radial mycelium growth studies.

Table 1 Effect of different concentrations of CIP on radial growth of P. ostreatus

Concentration of CIP used (ppm) Radial Growth of P. ostreatus (mm)a

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6

0 (control) 7.5 ± 0.228 9.0 ± 0.000 19.0 ± 0.577 34.0 ± 0.000 46.0 ± 1.154 55.0 ± 1.154

100 8.0 ± 1.154 11.0 ± 0.000 22.5 ± 1.443 34.0 ± 3.464 50.0 ± 4.612 74.0 ± 0.000

200 8.5 ± 0.866 11.5 ± 0.866 23.0 ± 1.410 36.0 ± 1.732 50.0 ± 1.154 74.0 ± 0.577

300 9.5 ± 0.288 12.0 ± 1.154 26.0 ± 1.154 39.0 ± 0.577 53.0 ± 0.577 75.0 ± 0.000

400 11.0 ± 0.000 13.0 ± 0.000 26.5 ± 1.443 40.0 ± 0.000 55.0 ± 5.196 75.5 ± 0.288

500 11.5 ± 0.288 14.0 ± 0.000 26.5 ± 1.154 40.5 ± 4.33 55.5 ± 0.288 75.5 ± 0.288

CD 5% 1.967 1.816 3.559 NS NS 1.703

NS not significant
a Average of three replicates with standard error; Medium used-PDA; Temperature: 25 ± 2 �C
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Endo-b-D-1,4-glucanase, hemicellulase, lignin

peroxidase, manganese peroxidase and laccase

activity of Pleurotus ostreatus

P. ostreatus produces different extracellular enzymes to

utilize the substrate. The effect of various concentrations of

CIP on production of endo-b-D-1,4-glucanase, hemicellu-

lase, laccase, lignin peroxidase and manganese peroxidase

was determined. It was observed that with the increase in

antibiotic concentration, the enzymatic activity of the

fungus also increases. In case of endo-b-D-1,4-glucanase,
hemicellulase, laccase, lignin peroxidase and manganese

peroxidase, maximum activity was observed at 500 ppm

CIP after 14 days of incubation. P. ostreatus exhibited a

maximum endo-b-D-1,4-glucanase specific activity

392.94 lmol/min/mg as compared to 58 lmol/min/mg of

specific activity observed in the absence of antibiotic in the

control. Similarly, maximum specific activity of 331.40,

0.0256 and 23.864 lmol/min/mg, was observed for hemi-

cellulase, lignin peroxidase and manganese peroxidase,

respectively, after 14 days of incubation at 500 ppm

antibiotic concentration (Table 3). Enzymatic activities

were determined after 7 and 14 days only so as to evaluate

the profile of enzymes being produced by the fungus. The

work was not designed to optimize the conditions for

enzyme production. A similar pattern was observed in the

enzyme activities of laccase with maximum enzyme

activity at 500 ppm CIP after 14 days of incubation (Data

Not Provided). CD at 5% revealed significant increase in

the activities of all the enzymes at different concentrations

of CIP.

Sandhu and Arora (1985) reported the induction of

laccase production in Polyporus sanguineus in the presence

of different phenolic compounds and protein synthesis

inhibitors. They further proposed that laccase thus repre-

sents a mechanism to eliminate these toxic compounds by

enzymatic transformation. Hence the possibility that the

white rot fungi might sense the antibiotic as phenolic

substrates and detoxify them, cannot be ruled out. Simi-

larly, Phlebia radiata has been shown to produce lignin-

modifying enzymes for detoxification purposes when toxic

compounds are present in its environment (Rogalski et al.

1991) Froehner and Eriksson (1974) have reported that

inhibition of extracellular protein synthesis in Neurospora

crassa, stimulated laccase production in the presence of

cycloheximide, owing to normal protein turnover. Dhawan

et al. (2005) also reported the stimulatory effect of Apra-

mycin sulfate (200 mg/l) on laccase production (18.2

U/ml) in Pycnoporus cinnabarinus. Similalry, Praveen

et al. (2012) reported an increase in Lac, LiP and MnP

production by Stereum ostrea and Phanerochaete

chrysosporium in media supplemented with Tetracycline at

a concentration of 200 ppm. The stimulation of ligninolytic

enzyme production by certain antibiotics could be attrib-

uted to the fact that the fungi might be treating antibiotics

as phenolic compounds and adopting the mechanism used

for their detoxification for degradation antibiotics.

Degradation of CIP

Titrimetric analysis

Titrimetric analysis was used as one of the methods for the

determination of degradation of CIP by P. ostreatus. On

determining the concentration of FAS remaining after

oxidation by cerium sulfate and calculating the % degra-

dation thereof, it was found that the maximum degradation

(68.8%) was obtained after 14 days of incubation at

500 ppm CIP (Table 4). This can be attributed to the fact

that with the increase in CIP concentration, an increase in

radial growth and enzyme production was observed, which

in turn may have led to the increased biodegradation of the

antibiotic. These results also suggest that the concentration

of CIP in environment may significantly affect the

biodegradation of antibiotic by the fungus.

Table 2 Effect of different concentrations of CIP on wet and dry weight of P. ostreatus after 7 and 14 days of incubation

Concentration of CIP used (ppm) Wet weight(gm)a Dry weight (gm)a

7 Days 14 Days 7 Days 14 Days

0 (control) 2.448 ± 0.002 2.686 ± 0.000 1.194 ± 0.000 1.389 ± 0.002

100 2.503 ± 0.000 3.128 ± 0.000 1.254 ± 0.000 1.596 ± 0.000

200 2.521 ± 0.000 3.143 ± 0.000 1.291 ± 0.000 1.604 ± 0.000

300 2.901 ± 0.000 3.457 ± 0.000 1.400 ± 0.001 1.609 ± 0.000

400 3.094 ± 0.000 3.816 ± 0.000 1.415 ± 0.001 1.614 ± 0.000

500 3.703 ± 0.000 3.965 ± 0.000 1.436 ± 0.001 1.647 ± 0.001

CD 5% 0.008 0.003 0.003 0.002

Medium used-PDB; Incubation temperature-25 ± 2 �C
a Average of three replicates with standard error
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Spectrophotometric analysis

Indigo carmine assay

Spectrophotometric determination of CIP using Indigo

carmine method also exhibited a pattern similar to that

obtained in titrimetric analysis. Percent degradation

increased with the increasing concentration of CIP. 81.50%

degradation of CIP was carried out by P. ostreatus after

7 days of incubation when 100 ppm CIP was initially

taken. This increased to 86.50% after 14 days of incuba-

tion. A maximum degradation of 94.25% was achieved at

CIP concentration of 500 ppm, after 14 days of incubation

(Table 4).

Methyl orange assay

Showed that after 14 days of incubation, about 86.50% of

CIP was degraded when 100 ppm of CIP was originally

supplemented in the broth. As observed above, degradation

increased with the increase in antibiotic concentration with

highest degradation (91.34%) obtained at 500 ppm of CIP,

after 14 days of incubation (Table 4).

These results suggest that spectrophotometric methods

are more sensitive in determination of CIP as compared to

titrimetric method and Indigo carmine assay was a more

sensitive method than methyl orange assay.

Validation of CIP bioremediation

High performance liquid chromatography (HPLC)

Validation of the results obtained by titrimetric and spec-

trophotometric methods was carried out by HPLC. On

comparison with CIP standard, a degradation of 82.3% of

100 ppm CIP and 95.07% for 500 ppm CIP was observed

after 14 days of incubation with P. ostreatus (Fig. 1).

Table 3 Effect of different concentrations of CIP on Enzyme activity of P. ostreatus after 7 and 14 days of incubation

Concentration of CIP used (ppm) Enzyme activity (in lmol/min/mg)a

Endo-b-D-1,4-glucanase Hemicellulase Lignin peroxidase Manganese peroxidase

7 Days 14 Days 7 Days 14 Days 7 Days 14 Days 7 Days 14 Days

0 (control) 35.53 58.00 43.40 62.84 0.0117 0.0129 4.295 13.779

100 51.93 99.73 58.68 105.99 0.0134 0.0159 4.704 13.863

200 53.81 164.86 65.02 144.10 0.0161 0.0184 4.805 15.454

300 94.20 185.52 71.78 164.82 0.0184 0.0212 5.426 15.909

400 94.30 269.95 82.73 235.97 0.0208 0.0222 6.231 21.786

500 112.87 392.94 93.69 331.40 0.0244 0.0256 7.441 23.864

CD 5% 0.101 0.162 0.121 0.181 0.001 0.001 0.029 NS

Medium used-PDB; Incubation temperature-25 ± 2 �C
NS non significant
a Average of three replicates with standard error

Table 4 Percent degradation of CIP by P. ostreatus after 7 and 14 days of incubation by Titrimetric and Spectrophotometric Analysis

Concentration of CIP used (ppm) Percent degradation of CIP

Titrimetric analysis Spectrophotometric analysis

Indigo carmine method Methyl orange method

7 Days 14 Days 7 Days 14 Days 7 Days 14 Days

0 (control) ND ND ND ND ND ND

100 12.0 46.0 81.60 86.50 79.20 85.80

200 41.0 52.0 83.40 90.90 81.05 88.00

300 57.3 61.3 87.13 91.00 85.37 90.26

400 60.5 63.0 90.87 93.00 88.97 90.30

500 65.4 68.8 93.50 94.25 88.92 91.34

CD 5% 4.847 4.691 0.55 0.75 0.168 0.161

ND not detected
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These results are in agreement with the results obtained by

titrimetric and spectrophotometric analysis.

Antimicrobial activity of degraded products

Antimicrobial activity of degraded CIP was determined

against Escherichia coli, Staphylococcus aureus and

Streptococcus pyogenes. It was observed that the inhibitory

action of CIP degradation products produced after incu-

bation with P. ostreatus for 14 days was less as compared

to standard CIP (100 and 500 ppm CIP solution). When

100 ppm CIP was used, a zone of inhibition of 2.5, 2.0 and

2.8 cm for E. coli, S. aureus and S. pyogenes, respectively,

was observed whereas when degradation product obtained

after incubation of 100 ppm CIP with P. ostreatus for

14 days was used, an inhibition zone of about 1.9, 1.7 and

2.3 cm for E. coli, S. aureus and S. pyogenes was observed.

This corresponds to a 24, 15 and 17% decrease in the

antimicrobial activity against E. coli, S. aureus and S.

pyogenes, respectively. Similarly, for 500 ppm CIP used, a

zone of 4.0, 3.6 and 3.4 cm for E. coli, S. aureus and S.

pyogenes was obtained while with degradation product

obtained after incubation of 500 ppm CIP with P. ostreatus

for 14 days, a zone of inhibition of 2.9, 2.6 and 2.6 cm for

E. coli, S. aureus and S. pyogenes was observed, exhibiting

an average decrease of 26.3% in the antimicrobial activity

of CIP (Table 5).

When these results were compared by calculating

CD5% using one-way ANOVA, they suggested a signifi-

cant decrease in the antimicrobial activity of degraded

products produced when CIP was incubated with P.

ostreatus. These results are supported by Wetzstein et al.

(1999) who found that another fungus Gloeophyllum

striatum reduced the activity of CIP in liquid culture to

0–33% after 13 weeks.

These results are also in agreement with the growth and

enzymatic studies of P. ostreatus in presence of CIP. The

stimulatory effect of CIP concentration on the growth of P.

ostreatus can be attributed to an increase in amount of

enzyme production in the presence of CIP. Extracellular

Fig. 1 Chromatogram for CIP

a 100 ppm b 500 ppm after

treatment with P. ostreatus for

14 days

69 Page 6 of 8 3 Biotech (2017) 7:69

123



enzymes of P. ostreatus have been found to have a

degradative effect on various environmental pollutants in

past studies (Tellez et al. 2013; Collins et al. 1997) and can

possibly be involved in the degradation of CIP using

similar metabolic pathways. These results are of much

significance since they indicate that treatment of CIP

containing effluent with P. ostreatus might effectively

decrease antimicrobial activity of the antibiotic, thereby

leading to a negative effect on the development of antibi-

otic resistant bacteria in nature.

Conclusion

1. Pleurotus ostreatus, a basidiomycetous fungus has

shown a considerable biodegradation potential towards

antibiotic ciprofloxacin. Not only was P. ostreatus

found to have a high tolerance to CIP, but it was also

observed that CIP has a stimulatory effect on the

fungus as observed by increased mycelial growth and

enzyme activity.

2. Spectrophotometric methods were better at detection

of CIP than titrimetric methods with Indigo carmine

assay being the most sensitive assay in detection of

CIP.

3. The products produced after degradation of CIP were

found to have a reduced antimicrobial activity against

test microorganisms as detected from their zones of

inhibition.

4. To the best of our knowledge, the effect of

ciprofloxacin on growth of P. ostreatus and its

subsequent degradation by the fungus has not been

reported before.
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ABSTRACT

Objective: In this paper, docking study is presented to use these phytocompounds for their prospective role in various types of cancers.

Methods: A group of the different set of phytocompounds (aloesin, barbaloin, curcumin, and emodin) were taken and docked into the active sites 
of Topoisomerase I, a 91-kDa monomer (having 765 amino acids), is encoded by a single copy gene (Top 1) located on chromosome 20q12–13.2 
using Autodock4 Software. The docking studies of the selected proteins were also docked to study the anticancerous property of the selected 
phytocompounds.

Result: These studies were based on binding energy, docking energy and other relevant scores that revealed emodin could be the potential lead 
molecule for the inhibition of signal potent for different types of cancer. Furthermore, the important residues for potential drug target were identified.

Conclusion: This paper is an initial step toward a rational design of novel selective and potent phytocompounds inhibitors for the treatment of deadly 
disease cancer.

Keywords: Anticancer, Docking, Phytocompounds.

INTRODUCTION

Plants and their extracts have been used to treat human diseases since 
ancient time. Among the many medicinal and therapeutic properties, 
plants such as Andrographis paniculata, Arachis hypogaea, Datura inoxia, 
Aloe vera, and Curcuma longa have also been explored for their cancer 
chemotherapeutic potential [1-5]. In C. longa (Indian spice turmeric) 
the most active component is curcumin, the yellow substance belonging 
to polyphenols superfamily. It has been extensively used in Ayurvedic 
medicine for centuries, as it is nontoxic and has a variety of therapeutic 
properties including antioxidant, analgesic, anti-inflammatory, and 
antiseptic activity [6,7]. Recently, curcumin has also been found 
to possess anticancer activities because of its effect on a variety of 
biological pathways involved in mutagenesis, oncogene expression, cell 
cycle regulation, apoptosis, tumorigenesis, and metastasis [7-9].

The herb A. vera is widely used in Ayurveda, homoeopathy as well as 
allopathy for its wide medicinal properties. The most active plant part 
extract is leaf gel which has more than 200 different biologically active 
substances having antimicrobial, anti-inflammatory, anthelmintic, 
wound healing, and also anticancer activities [10-12]. The most 
significant anthraquinones in aloe gel are aloesin, aloe-emodin 
(AE), and barbaloin. Aloesin is a potent and selective inhibitor of 
tyrosinase and exhibits direct inhibitory effects on melanogenesis [13]. 
However, little is known about the role of aloesin in anticancer activity. 
Barbaloin is C-glucoside of AE anthrone, and has strong inhibitory 
effect on histamine release, cathartic, and anticancer activity. AE, the 
hydroxyanthraquinone has been studied to possess in vitro and in vivo 
anti-neuroectodermal tumor activity [14].

Many cell cycle molecules and genes have been studied to be 
involved in cancer pathogenesis. Targeting such proteins and 

molecules may be a good strategy for anticancer therapy. In the 
current study, molecular docking was performed to find out the 
target protein for these four potential anticancer compounds 
(aloesin, barbaloin, curcumin, and emodin), their respective 
binding energies along with the number of hydrogen bonds and 
other hydrophobic interactions.

METHODS

Structure retrieval
Selection of the target proteins has been done through literature 
search [15-18]. Proteins who have anticancer properties been selected 
for the study. The three-dimensional crystal structures of all 14 target 
proteins were retrieved from the protein data bank (PDB) (https://
www.rcsb.org/pdb/home/home.do) (Table 1).

C. longa and A. vera are very well known for their therapeutic properties, 
so it was decided to check their anticancerous effect in silico. The 
two-dimensional structures of ligand molecules (aloesin, barbaloin, 
curcumin, and emodin) were downloaded from PubChem database 
(https://pubchem.ncbi.nlm.nih.gov) (Table 2).

Docking studies
The docking studies were performed by AutoDock 4 Software. 
AutoDock 4 Software serves as a valid and acceptable docking 
application to study the interactions of small compounds with proteins. 
All protein structures and ligands were prepared for docking studies 
using various parameters such as addition of polar hydrogen atoms, 
merging of non-polar hydrogen atoms and defining the rotatable 
bonds for each ligand. Finally, Kollman united atom charge, and atom 
type parameter was added. The grid parameters (60* 60* 60) for all 
proteins were set in such a way that it includes the active site. The 

© 2018 The Authors. Published by Innovare Academic Sciences Pvt Ltd. This is an open access article under the CC BY license (http://creativecommons. 
org/licenses/by/4. 0/) DOI: http://dx.doi.org/10.22159/ajpcr.2018.v11i4.23995
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Lamarckian genetic search algorithm was employed, and docking was 
set to 20 runs. All other parameters were set to the default values such 
as maximum number of energy evaluation was set as 25,00,000 per 
run and maximum number of generations in the genetic algorithm was 
increased to 2,70,000 (Fig. 1).

RESULTS

The results obtained after docking aloesin, barbaloin, curcumin, and 
emodin (Table 2) with 14 different proteins (Table 1) were evaluated 
on the basis of energy. The binding energy obtained from docking 
interactions, ligand efficiency and inhibition constant values calculated by 
AutoDock 4 were considered as the primary parameters for studying the 

docking behavior of ligands with our proteins (Table 3). Binding energy 
is a measure of the affinity of ligand-protein complex or is the difference 
between the energy of complex and the sum of energies of each molecule 
separately. Inhibition constant is an indication of how potent an inhibitor 
is, it is concentration required to produce half maximum inhibition. The 
ligand efficiency is binding energy per atom of ligand to protein and is 
defined as the calculated pKi divided by the number of heavy atoms in 
the ligand; the smaller is the ligand efficiency, the more promising is the 
docking. Optimal parameters were used as criteria to interpret the best 
pose among the 10 conformations generated by the software AutoDock 
4. The molecular docking studies provide valuable information about the 
residues involved in the enzyme-substrate interaction.

Table 1: Proteins used as target for docking studies

S. No Name PDB ID Length Experimental info Resolution
1 Topo I 1k4t 592 X-ray diffraction 2.1 Å
2 NF-KB 1nfk 312 X-ray diffraction 2.3 Å
3 Caspase 3 1pau 504 X-ray diffraction 2.5 Å
4 Caspase 8 1qtn 479 X-ray diffraction 1.2 Å
5 PKC 1yrk 13 X-ray diffraction 1.7 Å
6 CDK2 2bhh 298 X-ray diffraction 2.6 Å
7 EGFR 2itx 324 X-ray diffraction 2.98 Å
8 MMP-9 2ovx 159 X-ray diffraction 2.0 Å
9 CFLIP 3h13 271 X-ray diffraction 2.2 Å
10 COX-2 3ln1 552 X-ray diffraction 2.4 Å
11 mTOR 3oaw 951 X-ray diffraction 2.75 Å
12 HER2 Protein 3pp0 308 X-ray diffraction 2.25 Å
13 Topo II β 3q×3 12 X-ray diffraction 2.16 Å
14 MPO 4c1m 467 X-ray diffraction 2.0 Å
PDB: Protein data bank, EGFR: Epidermal growth factor receptor

Table 2: Ligand molecules used for docking studies

S. No Name PubChem CID Chemical formula Molecular weight (g/mol) 2D structure
1 Aloesin 160190 C19H22O9 394.376 g/mol

2 Barbaloin 12305761 C21H22O9 418.398 g/mol

3 Curcumin 969516 IC21H20O6/C21H20O6 368.385 g/mol

4 Emodin 3220 C15H10O5 270.24
g/mol

2D: Two-dimensional
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Aloesin showed the lowest binding energy of −3.16 kcal/mol, ligand 
efficiency of −0.11, and inhibition constant of 4.79µM, with Protein 
kinase C (1yrk) out of the 14 proteins. The best-docked conformation 
of aloesin showed hydrogen-binding interactions with the active 
residues Lys96, Leu3, and Leu122 of 1yrk with a binding free energy 
−3.16 kcal/mol (Fig. 2).

Barbaloin showed the lowest binding energy of −2.9 kcal/mol and 
−2.93 kcal/mol with protein 1qtn and 3oaw, respectively, out of 14 proteins 
selected as a receptor for docking. Both proteins were found to have same 
ligand efficiency (−0.1) and inhibition constant (7.16 µM) with barbaloin 
inferring equal affinity of binding. The best-docked conformation of 
barbaloin showed hydrogen-binding interactions with the active residues 
Asn452, Ser451, Tyr412, Thr503, Gly368, and Arg413 of 1qtn (Fig. 3).

When barbaloin was docked with protein 3oaw, hydrogen bonds are 
formed with Asn452, Ser451, Tyr412, Thr503, Gly368, and Arg413 
residues (Fig. 4).

Curcumin binds best with epidermal growth factor receptor (2itx) 
getting the binding energy of −4.0 kcal/mol. The ligand efficiency 

and inhibition constant of curcumin with 2itx are 1.18 and −0.15 µM 
respectively. The best-docked conformation of curcumin showed 
hydrogen-binding interactions with the active residues Asn700, 
Pro999, Gln701, Glu697, and Pro1019 of 2itx (Fig. 5).

Emodin binds best with topo I (1k4t) getting the binding energy of 
−5.71 kcal/mol. The measured ligand efficiency and inhibition constant 
with 1k4t observed are 65.38 and −0.29 µM, respectively. The best-
docked confirmation of emodin showed hydrogen-binding interactions 
with active residues Trp416, Glu356, and lle377 active residues of 1k4t 
(Fig. 6).

The H-bonding stabilizes the ligand and the target site and helps alter 
binding affinity and drug efficacy. The result presented in this paper 
provides a novel in silico based approach to design drug lead at the 
hydrophobic core of ligand and protein interphase. The weak hydrogen 
bonds can be broken and exchanged for another kind of bond depending 
on the chemical environment at the target, ligand, and target-ligand 
interphase. The summarized details of the hydrogen bonds studied are 
listed in Table 4.

Table 3: Describes the data obtained from docking log file for every ligand‑receptor docking

Ligand 
molecules

Docking 
parameters

Proteins

1k4t 1nfk 1pau 1qtn 1yrk 2bhh 2itx 2ovx 3h13 3ln1 3oaw 3pp0 3q×3 4c1m
Aloesin Binding 

energy (kcal/mol)
−1.14 −0.88 −1.15 −2.02 −3.16 −2.2 −2.79 −2.59 −1.28 −1.35 −0.88 −1.46 −0.9 −1.17

Inhibition 
constant*(µM)

146.5 224.8 142.9 32.8 4.79 24.51 9.04 12.62 115.7 101.9 224.6 84.37 218.2 139.4

Ligand efficiency −0.04 −0.03 −0.03 −0.07 −0.11 −0.08 −0.1 −0.09 −0.05 −0.05 −0.07 −0.05 −0.03 −0.04
Barbaloin Binding 

energy (kcal/mol)
−2.06 −1.01 −0.26 −2.9 −1.15 −2.15 −1.39 −2.04 −0.96 −1.06 −2.93 −0.6 −1.33 −1.14

Inhibition 
constant*(µM)

30.73 180.7 640.6 7.47 144.1 26.48 95.74 32.22 197.5 165.9 7.16  363.9 105.2 146.9

Ligand efficiency −0.07 −0.03 −0.01 −0.1 −0.04 −0.07 −0.05 −0.07 −0.03 −0.04 −0.1 −0.02 −0.04 −0.04
Curcumin Binding 

energy (kcal/mol)
−3.21 −2.39 −2.01 −2.93 −1.98 −3.38 −4 −2.58 −1.49 −2.51 −1.6 −1.59 −1.77 −2.53

Inhibition 
constant*(µM)

4.47 17.61 33.49 7.06 35.13 3.36 1.18 12.94 80.98 14.42 66.7 68.54 50.31 13.96

Ligand efficiency −0.12 −0.09 −0.07 −0.11 −0.07 −0.13 −0.15 −0.1 −0.06 −0.09 −0.06 −0.06 −0.07 −0.09
Emodin Binding 

energy (kcal/mol)
−5.71 −4.68 −3.36 −3.8 −3.33 −3.68 −3.71 −5 −3.6 −4.39 −3.93 −4.11 −3.89 −3.83

Inhibition 
constant*(µM)

65.38 370.5 3.42 1.65 3.61 2.01 1.91 217 2.31 609.9 1.1 996 1.4 1.55

Ligand efficiency −0.29 −0.23 −0.17 −0.19 −0.17 −0.18 −0.19 −0.25 −0.18 −0.22 −0.2 −0.21 −0.19 −0.19
*The change in binding free energy is related to the inhibition constant using the equation: ΔG=RT in Ki, where R is the gas constant 1.987 cal K-1 mol-1, and T is the 
absolute temperature assumed to be 298.15 K

Table 4: Summarized hydrogen bonding interactions for all the proteins and their ligands

S. No Protein name Compound Interaction Amino acid involved in interaction
1 Aloesin Protein kinase C (1yrk) Hydrogen bond Lys96, Leu3, Leu122
2 Barbaloin Caspase 8 (1qtn) Hydrogen bond Asn452, Ser451, Tyr412, Thr503, Gly368, Arg413
3 Barbaloin mTOR (3oaw) Hydrogen bond Asn452, Ser451, Tyr412, Thr503, Gly368, Arg413
4 Curcumin EGFR (2itx) Hydrogen bond Asn700, Pro999, Gln701, Glu697, Pro1019
5 Emodin Topo I (1k4t) Hydrogen bond Trp416, Glu356, lle377
EGFR: Epidermal growth factor receptor

Table 5: Energy in KJ/mol for ligand complex with top scoring proteins

S. No Ligand (zinc IDs/name) Protein (PDB ID) VDW (kcal/mol) Electrostatic energy (KJ/mol)
1 Aloesin 1yrk 6.82 −0.1
2 Barbaloin a) 1qtn −8.53 −0.64

b) 3oaw −8.99 −0.22
3 Curcumin 2itx −9.32 −0.19
4 Emodin 1k4t −8.44 −0.09
PDB: Protein data bank, VDW: Van der Waals
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Ligands and best-docked proteins along with their van der Waals value 
and electrostatic energy (KJ/mol) are shown in Table 5.

CONCLUSION

The protein-ligand interaction plays a significant role in structure-
based drug designing. The data suggest that emodin and curcumin 
have potential therapeutic value in cancer. Since the compounds do 
not exhibit side effects, it has been designated for several clinical trials 
as a treatment of human cancer, yet its mechanism of action remains 

unknown. The ligand emodin showed the lowest binding affinity 
(−5.71 kcal/mol) against Topoisomerase I (PDB ID: 1k4t). Human 

Fig. 1: Flowchart for methodology

Fig. 2: Docked complex of aloesin (160190) with protein kinase 
C (1yrk) in ribbon representation and their interacting residues; 

dotted lines showing the hydrogen bond interaction

Fig. 3: Docked complex of barbaloin (12305761) with caspase 8 
(1qtn) in ribbon representation and their interacting residues; 

dotted lines showing the hydrogen bond interaction

Fig. 4: Docked complex of barbaloin (12305761) with mTOR 
(3oaw) in ribbon representation and their interacting residues; 

dotted lines showing the hydrogen bond interaction

Fig. 5: Docked complex of curcumin (969516) with epidermal 
growth factor receptor (2itx) in ribbon representation and their 

interacting residues; dotted lines showing the hydrogen bond 
interaction

Fig. 6: Docked complex of emodin (3220) with topo I (1k4t) in 
ribbon representation and their interacting residues; dotted lines 

showing the hydrogen bond interaction
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deoxyribonucleic acid (DNA) Topoisomerase I catalyze single-strand 
breaking and rejoining in a DNA double helix in an ATP-independent 
manner [19].

Therefore, this study states the importance of compounds from C. longa 
and A. vera and their use to enhance protein-ligand studies, in silico. 
From the docking results, it is possible to conclude that emodin could 
be a potential Topo I inhibitor. In this study, the molecular docking was 
applied to explore the binding mechanism and to correlate its docking 
score with the activity of plant-derived compounds. The results of our 
present study can be useful for the design and development of novel 
compounds having better inhibitory activity against several types of 
cancers. This potential agent will be a promising candidate and can 
further be validated in wet lab studies for its proper function and can 
proceed for clinical trials [20].
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Abstract
The removal of heavy metals from contaminated soil/water by biosurfactants depends on the ability of biosurfactant to 
form complexes with metals. The interaction of quillaja saponin, a nonionic natural biosurfactant, with heavy metal ions, 
viz. chromium(VI) and lead(II), has been studied spectrophotometrically and conductometrically in order to obtain detailed 
information for the saponin–metal complexes. Both the methods indicate complex formation between saponin and metal 
ions. Critical micelle concentration of saponin in the absence and presence of metal ions obtained by both the methods was 
in good agreement. The thermodynamic parameters, viz. free energy, enthalpy and entropy change, for micellization have 
been determined.

Keywords Saponin · Chromium(VI) · Lead(II) · Biosurfactant complexes

Introduction

Biosurfactants which are surface-active compounds of natu-
ral origin and obtained by either microbiological synthesis 
(Deleu and Paquot 2004) or extraction from plants are effec-
tive at wide range of pH, extreme temperature and environ-
ment salinity (Cameotra and Makkar 1998; Cameotra and 
Singh 2004; Desai and Banat 1997; Rodrigues et al. 2006). 
Moreover, the biosurfactants have higher biodegradability, 
ecological safety and low toxicity (Tang et al. 2017a; Kiran 
et al. 2010; Kanga et al. 1997). The effect of biosurfactant, 
viz. rhamnolipids, on removal of 2,4,2,4-tetrabrominated 
biphenyl ether by Phanerochaete chrysosporium has recently 
been analyzed with a combined approach of experiments and 
molecular docking (Liu et al. 2018).

Biosurfactants have been found to have higher selectiv-
ity and affinity for heavy metals (Hong et al. 2002; Chen 
et al. 2008) and therefore, have been used for remediation 
of heavy metals from the liquid waste streams, soils and 

water (Abyanesh and Fazaelipoor 2016). Metal–biosur-
factant binding may include ion exchange, precipitation dis-
sociation, counterion dissociation or electrostatic attraction 
(Miller 1995). The removal of heavy metals from contami-
nated soil/water depends on the ability of biosurfactant to 
form complexes with metal (Lai et al. 2009; Mulligan 2005).

Saponins, a class of nonionic biosurfactants, are natu-
rally occurring glycosides of steroids, alkaloids and trit-
erpenoids. Saponin is a natural product with high biodeg-
radability, surface activity, environmental compatibility 
and low toxicity (Tang et al. 2017a). It has some carbonyl 
and hydroxyl with stronger capability of complexing with 
heavy metals (Chen et al. 2008) and, therefore, has been 
found to be ideally suited for bioremediation of metals at 
very low concentration. During the removal of heavy met-
als (viz. Cu, Zn, Cr, Pb, Ni, etc.) with sequential sludge 
washing techniques, Gao et al. (2012) and Huang and Liu 
(2013) observed that saponin has a strong ability to form 
complexes with these metals.

Green preparation of saponin complexes with divalent 
heavy metal ions has been optimized by direct combination 
between crude extract of Olea Eropaea and Citrus Auvan-
tiaue (Ashwini and Shantaram 2016). Saponin–metal com-
plexes exhibited major absorption peaks in wavelength 
range of 320–400 nm (Aziz et al. 2017), while most of the 
saponin itself has a normal absorption peak in range of 
250–350 nm (Bano 1985). The optimum concentration of 
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heavy metals and crude extract was equal to 120 ppm and 
600–1000 ppm, respectively. However, information about 
stability constant and other thermodynamic parameters of 
these complexes is not available.

Our objective was to investigate the detailed informa-
tion for the complex formations between saponin and 
metals. In the present investigation, the complex for-
mation between saponin and two heavy metal ions, viz. 
chromium(VI) and lead(II), has been studied electropho-
tometrically and conductometrically and the results are 
reported in present communication.

Saponin used was a triterpene glycoside extracted from 
quillaja bark containing β-D-glucuronic acid with carboxyl 
group of sugar moiety (Hong et al. 2002; Hostettmann 
and Marston 1995). Saponin molecule contains one hydro-
phobic fused ring of triterpenes. It is different from con-
ventional surfactants in hydrophobic tail, as conventional 
surfactants have long and straight chain of hydrocarbons. 
Two hydrophilic sugar chains having various functional 
groups are connected at the two ends C-3 and C-28 of the 
hydrophobic triperpene backbone, in which one end car-
ries β-d-glucuronic acid group and other end carries non-
ionic glycoside groups (Chen et al. 2008; Higuchi 1987).

Materials and methods

Materials

Saponin (Product Number 84510) was obtained from 
Sigma-Aldrich Chemical Pvt. Ltd. (Bangalore, India). It 
was brown powder and used without further purification. 
The aqueous solutions of saponin were prepared using dis-
tilled water. The critical micelle concentration (CMC) of 
saponin was determined by surface tension measurement 
and was found to be 0.10% (wt%). According to element 
analysis of saponin percentage composition of carbon, 
oxygen and hydrogen were 43, 51 and 6, respectively.

Analytical-grade chemicals  K2Cr2O7 (99.9% purity, 
Thomas Baker, Mumbai, India), lead nitrate Pb(NO3)2 
(99.5% purity, Rankem, New Delhi, India) and sodium 
hydroxide (98.0% purity, Qualigens fine chemicals, 
Mumbai, India) were used. Double distilled water was 
used throughout experiments for the preparation of the 
solutions.

UV–visible spectroscopy

Spectrophotometric studies were performed in a UV–vis-
ible spectrophotometer model BT-UVS-DB8-E made by 

BenchTop Lab System, India. A square quartz cell having 
10 mm thickness and 1 nm silt width was used.

Electrical conductivity

Specific conductivity of solutions was measured on a digital 
conductivity meter model EI-641 made by ESICO, India. 
The instrument can be used to measure specific conductiv-
ity in the range of 0.01 μS to 199.9 mS. Solution of  KCl(aq) 
was used for the calibration of the instrument. The data were 
recorded up to ± 0.05 accuracy.

Results and discussion

The solutions were kept for 20 min at 308 K to establish 
the equilibrium. The chemical destruction of natural prod-
ucts like saponin may be predominant in acidic and alkaline 
medium. It has also been observed (Aziz et al. 2017) that 
the volume of saponin–metal complexes prepared in strong 
acidic or alkaline medium was less than that prepared in 
slightly alkaline conditions. Therefore, the interaction of 
saponin with metal ions has been studied in slightly alka-
line conditions.

UV–visible spectroscopy

The spectra of saponin in pure water in the absence and in 
the presence of metal ions lead(II) and chromium(VI) were 
taken. Double distilled water was used for the preparation of 
all samples and for reference of simple UV–visible spectra. 
The maximum absorption was observed at 310 and 312 nm 
in case of aqueous solution of saponin. In the presence of 
chromium(VI) and lead(II), the additional absorption peaks 
were also observed at 338 nm and 318 nm, respectively. 
The results are reported in Fig. 1. The interaction between 
saponin and metal ions is confirmed by additional absorption 
peaks in the presence of metal ions. It has been observed that 
most of the saponin has a normal absorption peak in range 
of 250–350 nm (Bano 1985). The peak of saponin has been 
found to be shifted toward longer wave length (red shift) due 
to complexation with metal ions.

The gradual increase in the absorption with the concen-
tration of saponin at λmax (Fig. 2) in the absence as well as 
in the presence of metal ions indicates the incorporation of 
metal ions within the micelles. CMC of saponin with and 
without metal ions has been determined through the inter-
section of two straight lines (at lower and higher concentra-
tions of saponin) plotted between (Absorbance) versus sapo-
nin (wt%) (Fig. 2). CMC of saponin was found to increase 
in the presence of metal ions (Table 2).
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CMC of saponin in the presence of metal ions has also 
been obtained by considering difference in absorbance 
(ΔA), i.e., (absorbance of solution consisting saponin and 
metal ions) − (absorbance of metal ions). The results are 
represented graphically in the form of ∆A versus (saponin) 
in Fig. 3, and CMC of saponin in the presence of metal 
ions obtained from Fig. 3 is given in Table 1. It can be 
observed from Table 1 that CMC of saponin in the pres-
ence of metal ions obtained from Figs. 2 and 3 is in a good 
agreement.

The differential spectroscopy can be used for the quali-
tative and quantitative measurement of metal–surfactant 
interaction (Younas et al. 2017a, b; Noor et al. 2018). The 
following equation, reported by Kawamura et al. (1989), 
has been used for calculation of partition coefficient (Kx) 
for metal–surfactants interaction;

where ∆A is difference in absorbance, i.e., (absorbance of 
solution consisting saponin + metal ion) − (absorbance of 
solution consisting only metal ion); Kc is the partition con-
stant and related to partition coefficient (Kx) as Kx = Kcnw, 
where nw is number of moles of water present per  dm−3 

(1)
1

ΔA
=

1

KcΔA∞(Ca + Cm
s
)
+

1

ΔA∞

Fig. 1  Spectra of saponin in the absence and presence of metal ion at 
308 K. a, saponin (wt .05%); b, saponin (wt .05%) + CrVI (wt. 06%); 
c, saponin (wt .05%) + PbII (wt .032%)
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Fig. 2  Plots of absorbance (A) versus saponin concentration (wt%) at 
308 K in the absence and presence of metal ions. a, saponin; b, sapo-
nin + CrVI (wt .06%); c, saponin (wt .05%) + PbII (wt .032%)
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Fig. 3  Plots of (∆A) versus saponin concentration (wt%) at 308 K in 
the absence and presence of  CrVI and  PbII. where, ∆A is (absorbance 
of solution consisting saponin and metal ions) - (absorbance of metal 
ions). a, saponin + CrVI (wt .06%); b, saponin + PbII (wt .032%)
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(Kawamura et al. 1989; Shah et al. 2009; Usman and Siddiq 
2013).

∆A∞ is the difference in absorbance (i.e., ∆A) at infinite 
dilution; Ca is concentration of additive (metal ions) and 

Cs
m = Cs − CMCo, where Cs is concentration of saponin and 

 CMCo represents CMC of surfactant in water.
The plots of 1/∆A versus 1/[Saponin] in the presence of 

lead(II) and chromium(VI) are shown in Fig. 4. With the 
help of slopes and intercepts of these plots, the values of 
partition constant (Kc) and partition coefficients (Kx) have 
been calculated and are given in Table 1.

The standard free energy change of partitions was cal-
culated using the following equation;

The spontaneity in partitioning phenomenon and 
system stability is indicated by negative value of ∆Gp 
(Table 1). The higher value of Kx (8.33 × 105) in case of 
chromium(VI) than that in case of lead(II) (Kx= 7.30 × 105) 
indicates that chromium(VI) partitioned more in saponin 
micelles than lead(II).

It has been observed that saponin removes heavy met-
als from soils effectively in comparison with conventional 
surfactants. The desorption mechanism by saponin was 
not because of ion exchange or micelle formation but was 
mainly due to complexation between metal and saponin by 
formation of stronger bond between metal and carbonyl 
group in saponin (Mulligan et al. 1999; Hong et al. 2000). 
The reaction between metal ions with carbonyl and hydroxyl 
groups of saponin is also reported by Jian Tang et al. (2017a) 
during the removal of heavy metals with sequential sludge 
washing techniques using saponin.

On the basis of above facts and observed experimental 
results during present investigations, the complex formation 
between metal ion and saponin may be considered as follows 

(2)ΔGp = −RT ln Kc

Table 1  CMC and partition 
parameters by spectroscopic 
data

System (aqueous medium) CMC (wt%) obtained 104 Kc 105 Kx ∆Gp  kJmol−1

From Fig. 2 From Fig. 3

Saponin (wt .05%) 0.110 – – – –
Saponin (wt .05%) + CrVI (wt .028%) 0.125 0.120 1.5 8.33 − 24.65
Saponin (wt .05%) + PbII (wt .024%) 0.175 0.175 1.3 7.30 − 24.18
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Fig. 4  Plots of (1/∆A) versus 1/saponin concentration (wt%) at 308 K 
in the absence and presence of  CrVI and  PbII. where, ∆A is (absorb-
ance of solution consisting saponin and metal ions) − (absorbance of 
metal ions). a, saponin + CrVI (wt .06%); b, saponin + PbII (wt .032%) 
concentration of saponin has been taken in  moldm−3
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Specific conductivity

The specific conductivity of solutions of saponin and 
saponin–metal ion complexes by taking three different 
concentrations of chromium(VI)/lead(II) was measured 
at 308 K. The temperature of thermostat was maintained 
constant within ± 0.5  °C. Each solution was kept for 
15–20 min to establish the equilibrium. The establishment 
of equilibrium was checked by taking a series of readings 
after 20 min until no significant change was observed.

The plot of specific conductivity versus concentration 
of aqueous solution of saponin (wt%) in the presence of 
chromium(VI) and lead(II) is given in Figs. 5 and 6, respec-
tively. It is observed that specific conductivity increases on 
increasing saponin concentration in solution. Further, an 
increase in conductivity was observed on increasing metal 
ion concentration in the solution. The CMC values were 
obtained from these plots of (conductivity) versus saponin 
concentration. The concentration at which micellization 
starts is evident from the change in the slope of the plot, 
and that particular concentration has been taken as the CMC 
in present investigations. The values of CMC in the absence 
of metal ion and in the presence of different concentra-
tions of chromium(VI) and lead(II) are given in Table 2. 
The values of CMC observed by conductivity measurement 
(Table 2) were also in agreement with values of CMC deter-
mined spectrophotometrically (Table 1). A slight variation in 
CMC obtained by spectrophotometric and conductometric 
methods may be explained as CMC gives the range of the 
concentration where micellization starts.

Generally, the CMC of saponin depends upon its source. 
Due to difference in chemical and molecular structures of 
the sources and thus due to change in hydrophobicity of the 
molecules, temperature and pH, the CMC of saponin varies 
from 0.045 to 0.15% (wt).

The thermodynamic parameters, viz. (∆Gm) change in 
free energy, (∆Hm) change in enthalpy and (∆Sm) change 

0.04 0.08 0.12 0.16 0.20 0.24 0.28

0.1

0.2

0.3

0.4

0.5

0.6
C

on
du

ct
iv

ity
 (

m
S

) a

b

c
d

Saponin (wt%)
0

0

Fig. 5  Plots of conductivity versus saponin concentration (wt%) at 
308 K. a, b, c and d represent the plots in the presence of nil, .015, 
.030 and .045% of  CrVI, respectively
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Fig. 6  Plots of conductivity versus saponin concentration (wt%) at 
308 K. a, b, c and d represent the plots in the presence of nil, .008, 
.016 and .024% of  PbII, respectively

Table 2  CMC and thermodynamic parameters for micellization obtained by conductivity data

[OH−] = 1 × 10−3  moldm−3 except in case of saponin

Saponin–metal complex CMC (wt%) 105 CMC 
(mol dm−3)

β −ΔGm  (kJmol−1) − ΔHm  (kJmol−1) ΔSm  (JK−1)

Saponin 0.120 1.90 0.63 33.40 23.35 32.60
Saponin + CrVI (wt .014%) 0.140 2.20 0.66 32.15 22.70 30.66
Saponin + CrVI (wt .028%) 0.165 2.62 0.77 31.10 22.15 29.02
Saponin + CrVI (wt .042%) 0.180 2.85 0.80 30.13 21.79 27.05
Saponin + PbII (wt .008%) 0.135 2.14 0.67 29.08 20.70 27.18
Saponin + PbII (wt .016%) 0.160 2.54 0.80 28.14 20.34 25.34
Saponin + PbII (wt .024%) 0.170 2.70 0.84 27.25 19.98 23.60
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in entropy of micellization in the absence as well as in the 
presence of metal ions, have been computed using follow-
ing equations (Usman and Siddiq 2013; Usman et al. 2010, 
2013).

where universal gas constant (8.314  Jmol−1  K−1) is denoted 
by R, at CMC Xcmc is the mole fraction of surfactant and β 
is the degree of dissociation. Degree of dissociation before 
and after mobilization has been calculated by the ratio of 
slopes in conductivity–concentration plots. � =

S2

S1

 where S1 
and S2 represent slopes of straight lines before and after 
micellization.

The outcome of CMC, β, ∆Gm, ∆Hm and ∆Sm of micel-
lization for aqueous media of saponin in the absence 
and presence of metal ions is reported in Table 2. It is 
clear from data obtained (Table 2) that CMC of saponin 
increases on increasing metal ion content in the solution. 
An increase in CMC is caused by metal ions primarily 
because of structure breaking effect. As the metal ion 
content in saponin increases, the work of micellization 
increases due to adsorption of metal ion making micel-
lization less convenient and hence resulting an increase in 
CMC. This is also supported by less rise in entropy, ∆Sm 
(Table 2) on increasing metal ion content in solution. The 
negative magnitude of ∆Gm indicates the spontaneity of 
micellization. On increasing metal ion content in solution, 
∆Gm becomes less negative (Table 2). This observation 
again suggests that micellization becomes less favorable 
at risen metal ion content in solution.

The negative value of ∆Gm suggests the exothermic 
nature of process. On increasing metal ions content in sapo-
nin, the value of ∆Gm becomes less negative suggesting that 
micelle formation is favored by entropy as well as enthalpy 
driven for saponin–metal complexes.

(3)ΔGm = (2 − �)RT ln Xcmc

(4)ΔHm = −2.303(2 − �)RT2

[

� log Xcmc

�T

]

(5)ΔGm = ΔHm − TΔSm

The effect of temperature on the CMC of saponin was 
also studied. The CMC of saponin was found to be 0.12, 0.14 
and 0.16 (wt%) at 308, 313 and 318 K, respectively. The 
value of 

[

� log Xcmc

�T

]

 was nearly .005.

Conclusion

Although the complexation between heavy metals and sapo-
nin by formation of a bond between metal and carbonyl and 
hydroxyl groups of saponin (Mulligan et al. 1999; Hong 
et al. 2000; Tang et al. 2017b) is reported, the partition 
parameters for the complex formation between saponin and 
metal ions, viz. chromium(VI) and lead(II), and thermo-
dynamic parameters for the micellization of saponin in the 
presence of these ions are reported first time in the present 
investigation. The partitioning of chromium(VI) in saponin 
micelle was found to be more in comparison with the parti-
tion of lead(II). Further studies on the role of these com-
plexes in removal of chromium/lead in contaminated water 
are in progress.
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Abstract: In rice production industry as per the market demand, good quality rice evolution is very important in the present time. 
The factors for rice quality such as its whiteness, shape, milling degree, chalkiness, cracks and polish are the important factors 
for to evaluate the rice quality. Quality of rice becomes necessity nowadays for to defend the consumers from using sub standard 
products, the quality of rice is an important necessity. In the world population more than half people are the primary consumer 
of rice. It is one of the most important foods to provide energy, protein, essential vitamin and minerals, fiber grain, beneficial 
antioxidants, and carbohydrates. It is complicated by using the rice kernel manually for rice quality analysis because due to time 
consuming and having a chance for error with the bias of human perception. To overcome such issues and achieve the rice 
quality, the image processing technique has a wide scope. The main motive of this paper is to review different techniques that 
calculate the quality of rice using the image processing technique. 
Keywords: Rice quality, Chalkiness, Crackiness, Whiteness, Image Processing 

I. INTRODUCTION 
Rice grain plays out a very vital role to fulfill human needs. They are real source products of Asian populace and numerous different 
nations. The quality of rice is characterized in its surrounding of its extent components, for example, Protein, Carbohydrates, etc.  
In figure 1 represents the cross sectional of rice seed. The rice kernel is contained bran coat and a hull, both of them which are 
withdrawn by shining is known as white rice. 

1) Rice shell, hull: Hull bounded the bran coat, and the endosperm  

 
Figure 1 Cross section of Rice Seed. 

2) Bran Layers: Bran consists of the pericarp, the seed coat and the aleurone layer 
3) Endosperm: The endosperm is the most commonly consumed portion of the rice grain and mediates the transfer of nutrients  

from the vegetative tissues to metal rich environment 
 

II. LITERATURE SURVEY 
In the research methodologies, the main research area is the Systematic Literature Review (SLR). To review the existing 
information about rice quality evaluation is the main cause for undertaking the SLR methodology. Additionally, it provides detail 
information about our domain existing techniques, research questions and future challenges for the rice quality based on the image 
processing technique. The main aim is to examine or detect the relevant literature based on image processing technique. In 
Systematic Literature Review, we followed different steps. The SLR process phases illustrated as follows: 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue V May 2022- Available at www.ijraset.com 
     

293 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

A. Research Papers 
1) B.S. Anami. et al., (2015), proposed a method for recognition of paddy varieties from bulk paddy grain image samples based on 

color texture features extracted from color co-occurrence matrices. The color texture features are extracted from H, S and I 
color planes and their combinations. The color texture features are used for recognition of 15 paddy varieties. The reduced 
feature set of the HS plane includes Energy, Entropy and Correlation features from Hue plane and Energy, Entropy, Contrast, 
and Correlation features from Saturation plane. The paddy grain images are recognized using a multilayer feedforward artificial 
neural network. The considered fifteen paddy varieties have given the recognition accuracy of 92.33%. 

2) Guzman. J.D et al., (2011) proposed the use of a machine vision system and multilayer neural networks for automatic 
identification of the sizes, shapes, and variety of samples of 52 rice grains belonging to five varietal groups of rice in the 
Philippines. Thirteen grain features extracted from each sample image using multilayer neural networks. The Artificial Neural 
Networks classifiers developed were able to identify the grain sample sizes and shapes at overall average accuracies of 98.76 
per cent and 96.67 percent, respectively. 

3) Verma, B., (2010) proposed relatively faster computer vision system to analyse and sort rice kernels. A series of measurements 
were done using image processing techniques namely smoothing, binarization, etc. on three varieties of Indian rice namely 
Marked Supreme, Marked Golden (export quality), Half Basmati. The extracted parameters area, perimeter, maximum length, 
maximum width, compactness and elongation from processed images were measured. 

4) Rad. S.J.M, et al., (2011), proposed an algorithm for classifying five different Iranian varieties of rice, using the color and 
texture features. The proposed algorithm consists of several steps: image acquisition, segmentation, feature extraction, feature 
selection, and classification. Sixty color and texture features were extracted from rice kernels. The set of features contains 
redundant, noisy or even irrelevant information, so features were examined by four different algorithms. Finally twenty-two 
features were selected as the superior ones. 

5) Mousavi Rad. S.J. et al., (2012), proposed an algorithm for identifying five different varieties of rice, using the morphological 
features. The proposed algorithm consists of several steps: image acquisition, segmentation, feature extraction, feature 
selection, and classification. Eighteen morphological features were extracted from rice kernels. The set of features contains 
redundant, noisy or even irrelevant information, so features were examined by four different algorithms. Finally six features 
were selected as the superior ones. A back propagation neural network-based classifier was developed to classify rice varieties. 

6) Aulakh. J.S. et al., (2012), have proposed image processing techniques for grading of rice samples based on their sizes. The 
images were captured using a Flat Bed Scanner (FBS) and then converted to binary image to which they apply morphological 
operations and by the objects features were extracted by finding the properties of the connected components and get the 
information regarding connectivity, image size, numobjects, pixelidxlist. 

7) Silva.C.S et al., (2013), proposed a classification of rice seeds obtained through a machine vision combined with neural 
network architecture. A total of 9 different rice verities were considered for the study. Algorithms were developed to extract 
thirteen morphological features, six color features and fifteen texture features from color images of individual seed samples. A 
different neural network models were developed for individual and combined feature set. High classification accuracy was 
given by textural features than morphological and colour features. Out of these feature sets, texture features produced high 
classification accuracy. Especially texture features obtained from red colour band produced better predictions. 
 

III. METHOD FOR QUALITY ANALYSIS OF RICE 
In this section, we review some existing method of quality analysis of rice. 

A. Based on Whiteness 
Chalkiness is one of the most important appearance quality indicators. Therefore, clarification of the heredity of chalkiness and its 
molecular mechanisms will contribute to reduction of rice chalkiness. Although a number of QTLs related to chalkiness were 
mapped, few of them have been cloned so far. 

B. Based on Size & Shape 
Simply speaking, long grain rice will have a longer cylindrical shape, whereas short grain rice will be shorter and wider. This rice 
has milled grains that are at least three to four times as long as they are wide. Due to its starch composition, it is separate, light and 
fluffy when cooked.  
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IV.  FUTURE SCOPE 
1) Different types of grain and its varieties are used for the detail analysis of quality products related to the accuracy and 

efficiency performance. 
2) For the experiment purpose instead scanner we can use conveyor belt with vibration mechanism for using the appropriate 

hardware. 
3) The collection, assessment, protection and trade of rice germplasm and circulation of enhanced plant material to various 

national and local research focus. 
4) Development of innovation for incorporated nuisance, illness and supplement the board for different cultivating circumstances. 

 
V.  CONCLUSION 

This paper presented a survey on using image processing techniques used in an automated rice grading system in agricultural 
context. Most of the work in this field use image processing method like background substraction feature extraction and training and 
classification.  
There is number of applications and method to select for implementation to real time need. While the existing rice classification 
method sustaining the need of today, there are more and more new method are evolving to assist and ease the rice classification. 
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a b s t r a c t

The objective of this research was to synthesize the optimized packaging film based on polyethylene (PE),
polypropylene (PP) and alkali treated-wheat straw (WS) using central composite design (CCD). In this
paper, effects of three independent factors viz. polyethylene (1.8e1.08 g), polypropylene (1.2e0.72 g), and
alkali treated-wheat straw (0e1.2 g) on three dependent variables viz. tensile strength, elongation at
break (%) and water vapor transmission rate (WVTR) of packaging film were investigated. Response
surface methodology (RSM) provided the combination for an optimum film, which was 1.8 g of poly-
ethylene, 1.2 g of polypropylene and 1.192 g of alkali treated-wheat straw giving 45.018MPa tensile
strength, 120% elongation limit and 51.740 g/m�2day�1 water vapor transmission rate, respectively for
packaging application. The film prepared using the optimized results further characterized using several
characterization techniques such as scanning electron microscopy (SEM), X-ray diffraction (XRD), me-
chanical testing, contact angle, water vapor transmission rate and optical characteristics test. This result
demonstrated the perfect use of treated-agro-waste in a polymer matrix for green packaging application.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

A set of different combination of synthetic polymers such as
polyethylene, polystyrene, polyamide, polypropylene, polyethylene
terephthalate and polyvinyl chloride are frequently used for pack-
aging application. However, frequent use of non-biodegradable
polymers is correlated with the surging plastics wastes. The
worldwide production of polymers has grown from 1.5 million ton
in 1950 to about 322 million ton in 2015(Bajracharya et al., 2016;
Díaz et al., 2018; Dixit and Yadav, 2019; Fazeli et al., 2018). Hence,
increasing plastic wastes have affected several environmental as-
pects. In particular, many environment reports have also proved
that polymeric wastes imbalanced the surrounding chains (Law and
Thompson, 2014). Therefore, the imbalanced environment triggers
towards disturbance in the lifecycle of many organisms. Dire need
of minimizing polymeric wastes provoked many researchers to
develop new biodegradable materials as a replacement of synthetic
polymers. In addition, many authors have also used abundantly
available wheat straw in the polymer matrix for minimization of
polymer wastes and also synthesizing a high mechanically stable

biodegradable polymer (Bourmaud and Baley, 2007, 2009). Some
authors have also reported the polymer blended with pre-treated
biomass exhibiting a remarkable high mechanical strength and
benchmark thermal stability as compared to native biomass-based
composite film (Hou et al., 2014; Laadila et al., 2017).

Many authors used a combination of polyethylene and poly-
propylene to attain promising melting point, water resistance and
higher resistance to fatigue (Gamage et al., 2009; Jo et al., 2018).
However, non-biodegradability of synthesized composites
encouraged authors to prepare biodegradable composites using
green fiber in a polymer matrix (Mansor et al., 2018; Xie and Hung,
2018). These green fibers are low in density, economical, easily
available and provide benchmark mechanical stability to compos-
ites. The synthesis of biodegradable packaging film has been
encouraged widely, such as the development of a composite
involving polymer and abundantly available wheat straw as a
packaging matrix. Several authors have reported the suitability of
agro-waste blended polymer composites for packaging applica-
tions (Ayrilmis et al., 2013; Babaei et al., 2014; Bledzki et al., 2010;
Colín-Ch�avez et al., 2014; Panthapulakkal and Sain, 2015; Pereira
et al., 2015; Thakur et al., 2014). Some authors focused on alkali
treatment of biomass for increasing the suitability with polymer
matrix and enhancing the mechanical stability of composites (da
Silva et al., 2013; Hou et al., 2014; Pigatto et al., 2012; Zegaoui* Corresponding author.
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et al., 2018). Sometimes Nano-clay and Nano-silver have also been
incorporated with polyethylene as a packaging matrix for food
preserving application (Ayrilmis et al., 2013; Jiang et al., 2018; Jo
et al., 2018; Naskar et al., 2018; Sabetzadeh et al., 2016; Saha
et al., 2018; Wu et al., 2017). Authors optimized the mechanical
properties of natural rubber incorporated poly (3-hydroxybutyrate-
co-3-hydroxyvalerate)matrix for food packaging applications using
RSM (Zhao et al., 2019). In this study, glutin/carboxymethyl cellu-
lose/cellulose nanofiber composite is synthesized and optimized
water vapor permeability, color and mechanical properties of the
composite using RSM analysis (Bagheri et al., 2019). Several studies
have also provoked to synthesize oxygen scavenging packaging film
using low-density polyethylene matrix (Kim and Holtzapple, 2005;
Semanov�a et al., 2016). This study examined the tensile property of
biocomposite synthesized from polylactic acid and treated cellu-
losic waste (Laadila et al., 2017).

In order to replace the time consuming conventional methods,
RSM is the best choice to optimize the parameters according to our
application. RSM is a combination of mathematical and statistical
techniques which provide the optimize condition by analysing the
relative importance of all affecting factors (Bezerra et al., 2008;
Oyekanmi et al., 2019a). RSM is used to observe the simultaneously
effects of different independent variables for getting the bench-
mark output response. Many authors claimed the suitability of
using the central composite design of RSM to optimize the inde-
pendent variables in their research article (Mohamed et al., 2018;
Oyekanmi et al., 2019b). RSM is generally a technique to move from
analysis under fixed conditions to optimized conditions. It is an
empirical model that provides a desirable set of experiments.
However, a desirable set of experiments provide response data that
is used by RSM to predict the nature of the system (Leardi, 2009). So
probably, the primary function of RSM is to optimize the process
parameters that maximize the response (Abdulrahman Oyekanmi
et al., 2019).

In the current research, polyethylene/polypropylene has been
blended with alkali treated-wheat straw with the different set of
compositions provided by RSM in terms of mass of polyethylene,
polypropylene and alkali treated-wheat straw and to analyse the
effect on outcomes. Moreover, outcomes are tensile strength,
elongation at break (%) and water vapor transmission rate. A
quadratic model was applied to depict a relationship between
mechanical properties and the mass ratio of polymer/biomass.
Moreover, various statistical techniques were used to obtain the
optimum mass of polymer and biomass with remarkable tensile
strength, moderate elongation at break (%) and lowest water vapor
transmission rate. The resultant biocomposite film was character-
ized using XRD, SEM, Mechanical testing, WVTR, contact angle and
optical characteristics test.

2. Materials and methods

2.1. Materials

Wheat straw, an agricultural waste was collected from a local
farm near BHU, Varanasi after harvesting the main product.
Initially, wheat straw was washed with distilled water and dried in
the presence of sunlight. The average particle size of wheat straw
was from 0.177 to 0.125mm. Polymers such as polyethylene and
polypropylene were procured from Sigma Aldrich, USA. Moreover,
chemicals such as xylene and sodium hydroxide for alkali treat-
ment were purchased from Fisher Scientific, USA.

2.2. Alkali pre-treatment of wheat straw

Pre-treatment of lignocellulosic material is a favourable way for

making biomass suitable for polymer blending. The main motive of
using pre-treatment is to reduce the obstacle hemicellulose and
lignin content. According to Kim et al., pre-treatment can precisely
be used for refining biomass or surging the cellulose content of the
biomass for polymer blending (Islam et al., 2011; Kim and
Holtzapple, 2005; Yang et al., 2013). Mostly it can be frequently
done by using some chemicals like alkali, acid, solvent and salts. In
this pre-treatment, 5 g wheat straw was chemically treated with
5W/V % of sodium hydroxide at 60 �C for 1 h. The desirable residue
was filtered and used for reinforcing polymer composites (Nargotra
et al., 2018).

2.3. Experimental design and optimization for polyethylene/
polypropylene/alkali treated-wheat straw based biocomposite film

In this study, RSM was chosen to determine the favourable
condition for the synthesis of PE/PP/alkali treated-wheat straw.
RSM has many advantages over conventional methods such as it
requires less number of experiments and experiment data pro-
vides optimized parameters, less time consumption and cost
minimization. All experiments are lined-up on the basis of CCD.
CCD provided the two sets of factors such as center points and
axial points. In the set of experiments, center points of experi-
ments are generally repeated for maintaining the accuracy of the
experiments. Moreover, axial point values are fitting above and
below the center points of the two factorial levels (Razali et al.,
2013).

A film having high mechanical strength, elongation at break (%)
in range and low WVTR were optimized using CCD model. In this
experiment, three independent variables existed viz; polyethylene
(1.8e1.08 g), polypropylene (1.2e0.72 g), and alkali treated-wheat
straw (0e1.2 g). The number of experiments was 20 derived from
the following equation (1)(Tan et al., 2008).

N¼ 2n þ 2n þ nc (1)

where number of independent variables (n) was 3, number of
replicates at central points (nc) was 6 and thus total number of
experiments was 20.

Table 1 depicts a CCD for PE/PP/Alkali treated-WS biocomposite
film prepared by using Stat-Ease Design-Expert design expert
software (version-11). The experimentally calculated actual value
was closer to the predicted value given by design software proving
the reliability of RSM. Tensile strength represents the mechanical
stability of a biocomposite film, elongation at break (%) exhibits the
flexibility of a biocomposite film and WVTR signifies the water
vapor migration rate through the film for packaging application.
Responses (tensile strength, elongation limit and WVTR) obtained
from experiments were used for the optimization of the indepen-
dent variables. In order to optimize the parameters, the second
order polynomial equation was applied from CCD model. The
general mathematical form of the second order equation is shown
in the following equation (2).

Y ¼ b0 þ
Xk

i¼1

biXi þ
Xk

i¼1

bij X
2
i þ

Xk

ii> j

Xk

j

bijXiXj þ ε (2)

where b0 represents the regression coefficient, k represents the
number of parameters used in CCD model, i represent the linear
coefficient, j represents the quadratic coefficients and 3represents
the random error.

In order to check the reliability of the mathematical equation
provided by RSM, analysis of variance (ANOVA) was used. This
ANOVA analysis inspected the suitability of the polynomial second
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order equation using several factors like determination coefficient
(R2), adjusted determination of coefficient (R2

adj), F value, p-value,
degree of freedom (DF) to examine the statistical fitness of the CCD
model. The value of p less than 0.05 is indicating a well-suited
model for the experiments. The 3-D graphical plots also illus-
trated the individual and mutual effects of the independent vari-
ables on tensile strength, elongation at break (%) and WVTR of PE/
PP/Alkali treated-WS biocomposite film.

2.4. Synthesis of polyethylene/polypropylene/alkali treated-wheat
straw

Films with different composition recommended by RSM soft-
ware were synthesized using solution casting method. A film with
different composition exhibited the total weight of the film. Poly-
ethylene and polypropylene both are non-polar, saturated and high
molecular weight hydrocarbons and xylene is aliphatic hydrocar-
bon. Both simultaneously dissolve in xylene solvent at high tem-
perature. The film was synthesized by dispersing a known amount
of polyethylene and polypropylene in xylene at a temperature of
130 �C. The polymeric solutionwas mechanically stirred at 400 rpm
for an hour. Subsequently, native-wheat straw was added in a so-
lution. Then, the solution was mechanically stirred at 600 rpm for
half an hour. The bio-composite solution was cast in a petri dish.
Moreover, the cast solution was kept in an oven at 50 �C for 24 h
and the filmwas detached safely. In a similar manner, the film using
alkali treated-wheat straw based polymeric composite was also
prepared. In addition, bio-composite films were also preserved
using aluminium foil and placed in a desiccator for preventing film
to attain moisture.

2.5. Characterization of polyethylene/polypropylene/alkali treated-
wheat straw bio-composite film

2.5.1. SEM analysis
The surface morphology of PE/PP, PE/PP/Native-wheat straw

and PE/PP/Alkali treated- WS composite films was analysed using
SEM analysis (EVO - Scanning Electron Microscope MA15/18, CARL
ZEISS MICROSCOPY LTD., USA) at a 20 kV voltage with 500 X

magnification. In the sample preparation process, initially, gold
coating was done on film to make it conductive for SEM analysis.

2.5.2. XRD analysis
The XRD analysis of PE/PP, PE/PP/Native-wheat straw and PE/PP/

Alkali treated- WS composite films was performed using an X-ray
diffractometer (XRD, model mini flux II, Rigaku, Japan) with a Cu Ka

radiation (l¼ 0.154 nm). The XRD was conducted at 2 theta values
of 5o- 70� with a scanning rate of 5�/min at 40 kV operating voltage
(Perumal et al., 2018).

2.5.3. Mechanical testing
The mechanical strength such as tensile strength, elongation at

break (%) and tensile modulus of PE/PP, PE/PP/Native-wheat straw
and PE/PP/Alkali treated- WS composite films were determined
using the universal testing machine (INSTRON 5982 Floor Model
System, US). The mechanical testing was performed using ASTM
D0882 having gauge length 5mm with testing speed 30mm/min
(Haddar et al., 2018). The thickness of the films was 0.25± 0.2mm.

2.5.4. Contact angle measurement
In order to signify the water-resistant property of the film, the

water contact angles of PE/PP, PE/PP/Native-wheat straw and PE/
PP/Alkali treated-WS composite films were examined by using the
sessile drop method (KRUSS DSA25 Series, Germany) at room
temperature. In thismeasurement, a droplet of water was placed on
the film surface and THE droplet was allowed to expand on the film
surface for 1 s. Subsequently, water contact angle of the film was
recorded. This procedure was repeated 5 times and the average
value of the contact angle was calculated (Simmons et al., 2016;
Tsuchiya et al., 2019).

2.5.5. WVTR test
In this test, WVTR of PE/PP, PE/PP/Native-wheat straw and PE/

PP/Alkali treated- WS composite films were determined. Initially, a
wet chamber was prepared by a glass beaker tightly covered with
bio-composite film. Subsequently, the weight of the wet chamber
was measured and it was placed in an incubator at 23 �C. The
relative humidity of incubator was maintained at 53e55%.

Table 1
Mechanical and water vapor migration responses based on actual and predicted value using RSM.

Range of actual variable Actual and predicted value of response

Run PE (g) PP(g) Alkali treated-WS (g) Tensile strength (MPa) Elongation at break (%) WVTR (g.m�2.day�1)

Actual value Predicted value Actual value Predicted value Actual value Predicted value

1 1.08 0.72 1.2 41.00 41.04 123.00 123.03 70.00 69.40
2 1.08 0.96 0.6 39.00 38.43 125.00 124.65 63.00 62.71
3 1.44 0.96 0.6 39.50 39.35 124.00 124.37 57.50 58.42
4 1.08 1.2 1.2 39.50 39.99 123.50 123.68 63.00 63.27
5 1.8 0.72 1.2 43.00 43.09 120.00 120.03 59.00 58.84
6 1.44 0.96 0 36.00 36.33 126.00 125.95 56.25 55.11
7 1.44 0.96 0.6 39.12 39.35 124.30 124.37 59.00 58.42
8 1.8 1.2 1.2 45.00 45.04 120.00 119.93 52.00 51.73
9 1.44 0.96 0.6 39.10 39.35 125.00 124.37 58.50 58.42
10 1.8 0.96 0.6 42.00 42.23 125.00 125.15 55.00 54.92
11 1.8 1.2 0 41.00 41.04 128.00 128.03 51.25 51.94
12 1.44 0.96 1.2 43.00 42.33 121.00 120.85 60.00 60.77
13 1.8 0.72 0 36.00 35.59 130.00 129.88 54.00 53.83
14 1.44 1.2 0.6 40.00 39.43 124.50 124.35 57.00 56.06
15 1.44 0.96 0.6 38.50 39.35 124.20 124.37 59.00 58.42
16 1.08 0.72 0 33.00 33.04 125.00 125.13 57.50 57.87
17 1.08 1.2 0 35.50 35.49 124.00 124.03 56.70 56.96
18 1.44 0.96 0.6 39.40 39.35 123.70 124.37 57.25 58.42
19 1.44 0.72 0.6 37.00 37.23 125.00 124.95 59.50 60.07
20 1.44 0.96 0.6 39.80 39.35 124.60 124.37 58.50 58.42
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Moreover, the change inweight of bio-composite filmwas observed
regularly at an interval of 24 h. Based on the weight loss through
the film, WVTR was calculated using the following equation (3)
(Râp�a et al., 2016; Sirvi€o et al., 2014).

WVTR ¼ WC1�WC2
WC1*A*day

(3)

where WC1 and WC2 represent the initial and final weight of the
wet chamber and A represents the exposed area of the wet
chamber.

2.5.6. Optical characteristics test
Transparency test for PE/PP, PE/PP/Native-wheat straw and PE/

PP/Alkali treated-WS composite films were analysed using Elico SL
210 UV VIS spectrophotometer. In this test, the film was directly
exposed in the spectrophotometer at a visible wavelength of
400e800 nm. Moreover, a blank compartment was also used as a
reference in the spectrophotometer (Saha et al., 2018).

3. Results and discussion

3.1. RSM and ANOVA analysis

3.1.1. ANOVA and RSM analysis for tensile strength, Elongation at
break and WVTR of PE/PP/Alkali treated-WS biocomposite film

3.1.1.1. Data adequacy check of the model. After conducting the set
of experiments provided by RSM, the resultant data were analysed
using ANOVA analysis. Fig. 1 exhibits the actual and predicted re-
sponses (tensile strength, elongation at break (%) and WVTR) in
which actual values are dependent variable data of specific exper-
iment and the predicted values were provided by the RSM model.
Figure reveals that all points lie around the diagonal line in the
graph of predicted value vs. actual value. According to Lu et al.
(2009), variable data points lying on the straight line suggest the
adequacy of the model. This behaviour of the graph represents that
the results fit well with the predicted value. The higher R2 value
0.9820 for tensile strength, 0.9870 for elongation at break (%) and

Fig. 1. Relationship between actual and predicted values of model (a) Tensile strength and (b) Elongation at break (%) (c) Water vapor transmission rate.
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0.9768 for WVTR assure the reliability of the model. These out-
comes are similar to the results reported by Satapathy et al.
(Satapathy and Das, 2014).

3.1.1.2. Effect of process variables on tensile strength. The RSM
model for the tensile strength of the biocomposite film is shown in
following equation (4).

YTS ¼ þ 31.71964e24.50631
A þ 29.69886 B þ11.73030C þ 8.68056AB �0.578704 AC-6.07639
BCþ7.56874 A2-17.69255 B2-0.053030C2 (4)

Where linear terms (A, B, C), interaction terms (AB, BC, AC) and
quadratic terms (A2, B2, C2), are there in themathematical equation.
According to ANOVA analysis, all the factors followed the second-
order quadratic model for tensile strength. The p value< 0.05 and
higher F value signify the suitability of the model. Value of
p< 0.0001and the F-value of 60.67 indicate that the model is well
suited to the experiments (Table 2). A p-value is generally
expressing the probability of error that is correlated with the
validation of the observed result (Xiangli et al., 2008). The p-value
for linear terms, interaction term, and quadratic terms are less than
0.05 showing the benchmark impact of process parameters on
tensile strength. The standard deviation of the model is found to be
0.5293. Hence it can be concluded that the results show the reli-
ability of the RSM model.

3-D graphical response plots illustrate the interactions between
the independent variables and dependent variables for tensile
strength (Fig. 2). Fig. 2(a) reveals the low and high concentration of
polypropylene, tensile strength continuously increases with the
polyethylene concentration (1.08 ge1.8 g). This signifies the
remarkable effect of polyethylene on tensile strength. Similar
behaviour is illustrated from interaction pattern of polyethylene
and alkali treated-WS (Fig. 2(c)), and polypropylene and alkali
treated-WS (Fig. 2(e)) for tensile strength of biocomposite film.
These results assure the considerable interaction of independent
parameters for optimization of the tensile strength of biocomposite
film and also encourage the use of alkali treated-WS in the syn-
thesis of composite film for packaging application.

3.1.1.3. Effect of process variables on elongation at break (%).
The statistical equation for elongation at break (%) of bio-composite
film is shown in the following equation.

YEAB ¼ þ130.16727e3.65846A
-9.34186B þ 8.97727C �2.17014AB �8.96991ACþ3.03819
BCþ4.10354A2þ4.89268B2-2.68939C2 (5)

ANOVA analysis provides a significant model of p-
value< 0.0001 and F value 84.22 for elongation at break (%) of the
bio-composite film. In this analysis, p-value�0.05 for linear term
(A, B, C), interaction term (AC, BC) and quadratic term (A2, C2) as-
sures the remarkable impact of these independent variables on
elongation at break(%) of PE/PP/Alkali treated-WS biocomposite
film and proving the suitability of CCD model (Table 3).

Fig. 3 represents the 3-D plots of the independent and depen-
dent variables for elongation at break (%) of biocomposite. At low
and high concentration of polypropylene, there is a decrease in
elongation at break (%) with increasing the concentration of poly-
ethylene from 1.08 g to 1.8 g (Fig. 3(a)). The same patternwas found
in the case of polyethylene and alkali treated-WS in RSM plot for
elongation at break (%) of biocomposite film (Fig. 3(c)). But on the
other hand, interaction pattern of polypropylene and alkali treated-
WS exhibits that at high and low concentration of alkali treated-
WS, there is no significant influence on elongation at break (%) at
certain concentration of polypropylene (Fig. 3(e)). Thus it can be
concluded that the value of elongation at break (%) is found to be in
a range (120e125%) with the addition of alkali treated-WS in the
composite film for packaging application.

3.1.1.4. Effect of process variables on WVTR. RSM model suggests
the following equation which optimizes the process parameters for
WVTR of PE/PP/Alkali treated-WS biocomposite film.

YWVTR ¼ þ 63.71182e12.36774
A þ 12.96922 B þ25.89845C �2.82118AB �7.55208AC-9.07118
BCþ3.05135 A2-6.15530 B2-1.33207C2 (6)

The statistical equation provided by ANOVA analysis shows p
value< 0.05 and higher F value (46.82) assuring the suitability of
the model for WVTR. The p value< 0.05 of individual process var-
iables (A, B, C) and interaction process variables (AC, BC) signify the
role of independent variables on WVTR of PE/PP/Alkali treated-WS
biocomposite film for optimization of the process model (Table 4).

Response surface plots for water vapor transmission rate are
shown in Fig. 4. A desirable decrement in WVTR is observed in the
interaction pattern of polyethylene and polypropylene as shown in
Fig. 4(a). This result indicates that a higher concentration of

Table 2
ANOVA analysis for the tensile strength of PE/PP/alkali treated-WS from CCD model.

Source Sum of Squares df Mean Square F-value p-value

Model 152.96 9 17.00 60.67 <0.0001 significant
A-Polyethylene 36.10 1 36.10 128.86 <0.0001
B-Polypropylene 12.10 1 12.10 43.19 <0.0001
C-Alkali Treated biomass 90.00 1 90.00 321.25 <0.0001
AB 4.50 1 4.50 16.06 0.0025
AC 0.1250 1 0.1250 0.4462 0.5193
BC 6.13 1 6.13 21.86 0.0009
A2 2.65 1 2.65 9.44 0.0118
B2 2.86 1 2.86 10.19 0.0096
C2 0.0010 1 0.0010 0.0036 0.9535
Residual 2.80 10 0.2802
Lack of Fit 1.81 5 0.3626 1.83 0.2608 not significant
Pure Error 0.9883 5 0.1977
Cor Total 155.76 19
Std. Dev. 0.5293 R2 0.9820
Mean 39.32 Adjusted R2 0.9658
C.V. % 1.35 Predicted R2 0.8950

Adeq Precision 32.0625
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Fig. 2. Three dimensional response surface and contour plots of tensile strength showing the effect of (a) and (b) polypropylene and polyethylene; (c) and (d) alkali treated-WS and
polyethylene; (e) and (f) alkali treated-WS and polypropylene.
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polypropylene and polyethylene is correlated with the lower water
vapor transmission rate of the composite film. Similar patterns of
interaction pattern are observed for polyethylene and alkali
treated-WS, and polypropylene and alkali treated-WS for WVTR
(Fig. 4(c) and (e)). At lower and higher concentration of poly-
ethylene and polypropylene, WVTR continuously decreases with
surging the contribution of alkali treated-WS in the composite film.
So probably, this outcome assures the successful substitution of
Polymer with alkali treated-WS for packaging application.

3.2. Optimization of the statistical model

The optimization run was performed with 1.8 g of polyethylene,
1.2 g of polypropylene and 1.192 g of alkali treated-WS. Predicted
responses at optimum parameters provided by RSM are 45.018MPa
for tensile strength, 120% for elongation at break and 51.740 gm�2

day�1 for water vapor transmission rate. The RSM study shows that
desirable properties could be obtained with optimized conditions.
The experimental results with the optimized parameters yield
45.010MPa for tensile strength, 119.98 for elongation at break (%)
and 51.890 gm�2 day�1 for water vapor transmission rate. The error
in all results is found to be very less. This small error in results
exhibits the reliable response is obtained using CCD process opti-
mization technique.

3.3. Characterization of the optimized polyethylene/polypropylene/
alkali treated-wheat straw bio-composite film

The synthesized PE/PP, PE/PP/Native-wheat straw and PE/PP/
Alkali treated-wheat straw composite films were characterized
using SEM, XRD, mechanical testing, contact angle, WVTR and
Optical characteristics test.

3.3.1. SEM analysis
In order to elucidate the surface morphology of PE/PP, PE/PP/

Native-wheat straw and PE/PP/Alkali treated-wheat straw com-
posite films, SEM analysis was performed. 10x magnification SEM
images have been depicted to examine the adhesion of polymer
and treated-biomass. Fig. 5(a) exhibits the plain surface of PE/PP
based composite. Fractured SEM image of PE/PP/Native-wheat
straw composite film is observed in Fig. 5(b). Uniform distribu-
tion of alkali treated-WS in the matrix is observed in Fig. 5(c).

This surface behaviour of treated-WS based polymer composites
was revealing the strong biomass-polymer matrix adhesion

existence. In addition, treated-WS is strongly encapsulated in PE/PP
matrix which restricts the penetration by problematic ingredients.
Sabetzadeh et al. (2016) used nano clay for reinforcement of poly-
ethylene/starch based film and observed the same results as dis-
cussed earlier. The strong adhesion was correlated with the higher
mechanical strength which is confirmed in mechanical testing of
the film as reported in Table 5.

3.3.2. XRD analysis
The crystalline changes in PE/PP, PE/PP/Native-wheat straw and

PE/PP/Alkali treated-wheat straw composite filmswere analysed by
using XRD analysis and are shown in Fig. 6. There are five principle
peaks observed for PE/PP, PE/PP/Native-wheat straw and PE/PP/
Alkali treated-wheat straw composite films which are around 13�,
16�, 18�, 21� and 23� respectively. The peak at 21.5� for PE/PP, 21.35�

for PE/PP/Native-wheat straw and 21.48� for Alkali treated-WS are
showed higher intensity in XRD spectrum.

Comparable peak height at around 21� for both composite films
is showed the increase of cellulose crystallinity in the polymer
matrix. Pickering et al. described that the increase in cellulose
crystallinity was correlated with the decrement in the amorphous
region after pre-treatment (Islam et al., 2011). So probably, the use
of alkali treated-WS for blending with polymer matrix was main-
taining the hydrophobicity of polymer matrix film which is
confirmed in the contact angle measurement test of the film. Same
results were reported by Kalia et al. (Kalia and Vashistha, 2012) in
previous studies.

3.3.3. Mechanical testing
In this test, the mechanical stability of PE/PP, PE/PP/Native-

wheat straw and PE/PP/Alkali treated-wheat straw composite
films has been investigated. Tensile strength and flexibility tests for
PE/PP, PE/PP/Native-wheat straw and PE/PP/Alkali treated-wheat
straw composite films have been summarized in Table 5. The ten-
sile strength of PE/PP, PE/PP/Native-wheat straw and PE/PP/Alkali
treated-wheat straw composite films are 46.5MPa, 34MPa, and
45.010MPa respectively. On the other hand, the elongation limit of
PE/PP, PE/PP/Native-wheat straw and PE/PP/Alkali treated-wheat
straw composite films are 122.05%, 116.20% and 119.98%
respectively.

A notable decrement in tensile strength is observed for polymer
incorporated with native-wheat straw. Moreover, this signified a
poor adhesion found between polymer and native-wheat straw. A
positive increase in tensile strength from 34MPa to 45.010MPawas

Table 3
ANOVA analysis for elongation at break (%) of PE/PP/alkali treated-WS from CCD model.

Source Sum of Squares df Mean Square F-value p-value

Model 101.06 9 11.23 84.22 <0.0001 significant
A-Polyethylene 0.6250 1 0.6250 4.69 0.0556
B-Polypropylene 0.9000 1 0.9000 6.75 0.0266
C-Alkali Treated biomass 65.02 1 65.02 487.68 <0.0001
AB 0.2812 1 0.2812 2.11 0.1770
AC 30.03 1 30.03 225.23 <0.0001
BC 1.53 1 1.53 11.48 0.0069
A2 0.7778 1 0.7778 5.83 0.0364
B2 0.2184 1 0.2184 1.64 0.2295
C2 2.58 1 2.58 19.33 0.0013
Residual 1.33 10 0.1333
Lack of Fit 0.2933 5 0.0587 0.2821 0.9045 not significant
Pure Error 1.04 5 0.2080
Cor Total 102.40 19
Std. Dev. 0.3651 R2 0.9870
Mean 124.29 Adjusted R2 0.9753
C.V. % 0.2938 Predicted R2 0.9632

Adeq Precision 38.5361
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Fig. 3. Three dimensional response surface and contour plots of elongation at break showing the effect of (a) and (b) polypropylene and polyethylene; (c) and (d) alkali treated-WS
and polyethylene; (e) and (f) alkali treated-WS and polypropylene.
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observed in polymer blended with alkali treated-wheat straw
which is similar to the results published by Nyambo et al. (2011) in
their research article.

A clear decrease in flexible limit was observed in polymer
incorporated with untreated-wheat straw biomass. Sanchez et al.
(S�anchez-Safont et al., 2018) prepared different lignocellulosic
waste based packaging film and reported similar results in their
article. Moreover, the elongation limit is increased from 116.20% to
119.98% after blending of treated-wheat straw with the polymer
matrix. The flexible limit is improved by enhancing the suitability of
fiber in the polymer matrix using alkali treatment.

There is a remarkable improvement in mechanical stability after
incorporated treated-wheat straw with the polymer matrix. Hence,
it can be stated that polymer incorporated with treated-wheat
straw is exhibiting the suitability of polymeric composite films in
packaging application.

3.3.4. Contact angle
Water-repelling behaviour of polymeric composite films was

investigated using contact angle test. Contact angle values for PE/
PP, PE/PP/Native-wheat straw and PE/PP/Alkali treated-wheat
straw composite films are depicted in Table 5.

The contact angle values for both polymeric composite films are
comparable and higher than 90�. It can be attributed to the exis-
tence of weak surface energy between film and liquid as compared
to surface tension of the water. This test outcome suggested the use
of alkali treated-WS in a polymer matrix for green reinforcement
packaging application (Baek et al., 2012; Tang et al., 2009).

3.3.5. WVTR test
In this test, water vapor barrier properties for composite films

were estimated and the values are depicted in Table 5.WVTR for PE/
PP, PE/PP/Native-wheat straw and PE/PP/Alkali treated-wheat
straw composite films are 47.50, 132.10 and 51.890 gm�2.day�1

respectively.
WVTR for PE/PP/Native-WS composite film is high due to the

unsuitable blending of biomass in a polymer matrix which was
confirmed in SEM analysis. It has better water affinity as compared
to other polymeric composite films. S�anchez -Safont et al.
(S�anchez-Safont et al., 2018)and T�anase et al. (2015) have reported
similar results in their research articles. After the dispersion of al-
kali treated-wheat straw in the polymer matrix in place of native-
wheat straw, WVTR is decreased due to the roughness of

composite film, which is showing better compatibility of treated
biomass in polymer matrix. As an outcome, PE/PP/Alkali treated-
wheat straw has become a better substitute for polymer compos-
ite film for packaging application.

3.3.6. Optical characteristics test
In order to elucidate the transparency of the film, visible light

transmission rate for PE/PP and PE/PP/Alkali treated-WS composite
films were examined. Light transmission rates over 400e800 nm
wavelength range for composite films are shown in Table 5.

The light transmission rate for alkali treated-WS based com-
posite film is estimated to be less as compared to the polymer
composite film. This could be due to the blending of treated-
biomass in the polymer matrix. In addition, film still has hazing
transparency due to the uniform distribution of wheat straw in the
polymer matrix. Similar results were reported by Paul et al.(Zeng
et al., 2005) and Liu et al. (2014) in previous studies. Thus, PE/PP/
Alkali treated-WS green composite with haze transparency could
be used for packaging application.

4. Conclusions

The response surface methodology for PE/PP/Alkali treated-WS
biocomposite film was successfully applied with 0.996 selectivity.
The optimum concentrations for polyethylene, polypropylene and
wheat straw were 1.8 g, 1.2 g and 1.192 g respectively. The opti-
mized results for tensile strength, elongation at break (%) and
water vapor migration rate using independent variables for bio-
composite film were 45.018MPa, 120% and 51.740 gm�2.day�1

respectively. The optimum results predicted by RSMwere equable
with the experimental results. However, the equable results were
showing the accuracy of CCD-RSM model. In addition, the opti-
mized film was also characterized using SEM, XRD, mechanical
testing, contact angle and optical characteristics test. SEM and
XRD analysis showed roughened surface of treated-WS in the
polymer matrix. Contact angle test explored the higher melting
point of film with benchmark water repelling property. Optical
characteristics explained the hazing transparency of film. So it can
be concluded that these outcomes were associated with the use of
treated-WS for better mechanical strength, lower water migration
rate with moderate elongation for promising green packaging
application.

Table 4
ANOVA analysis for water vapor transmission rate of PE/PP/alkali treated-WS from CCD model.

Source Sum of Squares df Mean Square F-value p-value

Model 309.01 9 34.33 46.82 <0.0001 significant
A-Polyethylene 151.71 1 151.71 206.88 <0.0001
B-Polypropylene 40.20 1 40.20 54.82 <0.0001
C-Alkali Treated biomass 80.09 1 80.09 109.22 <0.0001
AB 0.4753 1 0.4753 0.6482 0.4395
AC 21.29 1 21.29 29.03 0.0003
BC 13.65 1 13.65 18.61 0.0015
A2 0.4301 1 0.4301 0.5865 0.4615
B2 0.3457 1 0.3457 0.4714 0.5080
C2 0.6324 1 0.6324 0.8624 0.3749
Residual 7.33 10 0.7333
Lack of Fit 4.53 5 0.9062 1.62 0.3054 not significant
Pure Error 2.80 5 0.5604
Cor Total 316.35 19
Std. Dev. 0.8563 R2 0.9768
Mean 58.20 Adjusted R2 0.9560
C.V. % 1.47 Predicted R2 0.8576

Adeq Precision 29.1897
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Fig. 4. Three dimensional response surface and contour plots of water vapor transmission rate showing the effect of (a) and (b) polypropylene and polyethylene; (c) and (d) alkali
treated-WS and polyethylene; (e) and (f) alkali treated-WS and polypropylene.
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Fig. 5. SEM analysis of all polymeric composite films (a) PE/PP film (b) PE/PP/native-WS (c) PE/PP/alkali treated-WS composite films.

Table 5
Tensile strength, elongation at break, contact angle, water vapor transmission rate and optical characteristics property of polymeric composite films.

Composite film Tensile strength (MPa) Elongation at break (%) Contact angle (deg) WVTR (g m�2 day�1) Light transmission rate through a different
visible wavelength range(nm)

400 600 800

PE/PP 46.5 122.05 121�±4 47.50 30.5± 0.02 34.30± 0.01 41.20± 0.02
PE/PP/Native-WS 34± 1 116.20 92�±2 132.10 5.5± 0.02 7.70± 0.04 8.2± 0.03
PE/PP/NaOH treated-WS 45.010 119.98 117�±5 51.890 10.25± 0.05 15.4± 0.04 18..65 ± 0.07

Fig. 6. XRD analysis of all polymeric composite films (a) PE/PP film (b) PE/PP/native-WS (c) PE/PP/alkali treated-WS composite films.
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Abstract. Relation classification is a well known task in NLP. It classifies rela-
tions that occur between two entities in sentences by assigning a label from a
pre-defined set of abstract relation labels. A benchmark data set for this task is
the SemEval-2010 Task 8 data set. Neural network approaches are currently the
methods that give state-of-art results on a wide range of NLP problems. There is
also the claim that the models trained on one task carry over to other tasks with
only a small amount of fine tuning. Our experience suggests that for the relation
classification problem while a wide variety of neural network methods work rea-
sonably well it is very hard to improve performance significantly by including
different kinds of syntactic and semantic information that intuitively should be
important in signalling the relation label. We think that improved performance will
be hard to achieve without injecting controlled class specific semantic information
into the classification process.
In our experimentation we have given many different kinds of syntactic and
semantic information by tagging suitable words with relevant semantic/syntactic
tags. We have also tried various embedding methods like Google embeddings,
FastText, Word-to-vec and BERT. None of these make a substantial difference in
the performance which hovers between 82% to 85%.
Surprisingly, when we looked at the top three classification performance it was
above 96% that is 11 to 14 percent above the top one performance. This implies
that it should be possible to boost the correct label from the second or third position
to the first position by suitable semantic inputs and architectural innovations. We
have experimented with an architecture that gives supplementary information
about words in the sentence as well as the sentence itself in parallel with the main
stream of information, namely the sentence itself. In one such case we are able to
boost performance to state-of-art levels. A systematic investigation is ongoing.

1 Introduction

Relation classification identifies the type of relationship that exists between two given
entities in a sentence - we consider only binary relationships. The type of this relationship
depends on other words present in the sentence and more generally on the meaning that
the sentence is trying to convey. Sentences usually have multiple entities and a single
entity can be related to multiple other entities in the sentence. The type of this relation
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can be different in each case. So, in relation classification data sets it is necessary to
mark the two entities whose relation is to be classified. The reason relation classification
can be an interesting and challenging problem is the types of relation labels that are
specified. The relation labels can be abstract, directed and there can be subtle differences
between two or more labels that often depend on the meaning of the entire sentence. One
such well known data set is the SEMEVAL-2010 Task 8 data set (henceforth Semeval
data set). The Semeval data set has 9 bi-directional relations (giving 18 actual labels)
and a nineteenth catch all label OTHER where none of the other eighteen labels are
appropriate. The data set was labelled by human volunteers who were given detailed
instructions for each label type.

From inspection of the Semeval data set it is clear that the relation type can often
depend on linguistic markers like is-x, x-of, in-x, from-x to-y, caused (prepositions, verbs
and nouns) that are proximate to the entities and/or the relation word(s). But in several
cases the relation type is sensitive to the overall meaning of the sentence which implies
that words distant from the entities and/or relation word influence the label type. We
consider some examples below:

1. The <e1> singer </e1>, who performed three of the nominated songs, also caused
a <e2> commotion </e2> on the red carpet. Relation label: Cause-Effect(e1, e2).

2. The <e1> radiation </e1> from the atomic <e2> bomb explosion </e2> is a
typical acute radiation. Relation label: Cause-Effect(e2, e1). Clashes with Entity-
Origin(e1, e2).

3. A person infected with a <e1>flu</e1> <e2>virus</e2> strain develops antibod-
ies against the virus. Relation label: Cause-Effect(e2, e1).

4. A person infected with a <e1>Corona</e1> <e2>virus</e2> strain develops
antibodies against it. Relation label: OTHER (Given by the authors based on labelling
guidelines).

5. A volunteer injected, during the phase-2 trials in India started by Oxford and
AstraZeneca, with a <e1>flu</e1> <e2>vaccine</e2> developed antibodies
against it. Relation label: OTHER (Given by authors based on labelling guidelines).

The first three sentences are from the data set or guideline documents. The last two were
created and labelled by the authors using the guidelines. It is clear that words like caused
in example 1 and from in example 2 signal the type of the relation. However, note that
due to the labelling guidelines example 2 has been labelled Cause-Effect(e2, e1) because
specifically radiation, light or heat is in the negative list for Entity-Origin. Otherwise the
word from often signals an Entity-Origin relation. There are many such exceptions or
subtleties in the labelling guidelines. Examples 3, 4 and 5 show why it can be hard to
label correctly. One can argue that flu qualifies/ describes/ elaborates the word virus and
vaccine in examples 3 and 5 respectively much as the word Corona does in example 4.
While flu is caused by a virus in the context of the sentence the relation between flu and
virus is better interpreted as one where flu is a qualifier or descriptor of the virus instead
of virus being a cause of the flu. But the guidelines mean that example 3 is classified
as Cause-Effect while in an almost identical looking sentence, example 4, the relation
will be OTHER. The label set does not contain a label such as Entity-Descriptor or
Entity-Qualifier. Example 5 shows how a very similar sentence (the relative clause is a
garden path merely to increase the distance between injected and the entities) can never
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be classified as Cause-Effect in spite of being structurally similar and having significant
overlap with example 3. The point is that both the relation types and the guidelines
that specify certain subtle semantic differences and exceptions that give a contra or pro
indication for a label are at least slightly arbitrary.

The interesting question is whether task agnostic neural network approaches work
well in such settings and if yes how well do they work and what do the results indicate.

For example, New Delhi is the capital of India. In this sentence New Delhi and India
are the two entities that are related by is-capital-of giving the relation is-capital-of(Delhi,
India). There are many relational linguistic markers like is-x, x-of, in-x, from-x to-y,
caused etc. that often signal the presence of a relation and also indicate the type of the
relation.

We have seen that relation types are influenced by specific words that are proximate
to the entities and relation words as well as by the overall meaning of the sentence that
is sensitive to words that are distant. So, it is plausible that a neural network architecture
with some kind of combination of a convolutional neural network and a recurrent neural
network should be able to learn such relational dependencies between the two entities.
Consequently, there is a reasonably large body of work that has used a wide variety
of neural networks to do relation classification. A benchmark data set used for this is
SemEval-2010 Task 8. Table 1 shows the top results from various such attempts since mid
2016 and we see that the F1 values have ranged between approximately 87% and 90%.
The current best performance is 90.2%. The top performers include rather specialized
networks and performance enhancing tweaks. We are more interested in seeing whether
simple class specific semantic information can be encoded in these networks to enhance
performance.

2 Related Work

In this section we briefly review the work on relation classification.
[31] proposed an RNN (Recurrent Neural Network) model and averaged model

parameters to stabilize learning and improve generalization. They achieved an F1 score
of 79.40% . This work was based on earlier work in [18], [27]. [4] used an LSTM
network and shortest dependency paths to get an F1 of 83.7%. [5] used a combination of
RNN, CNN and attention and got an F1 of 83.7%. [26] used attention in LSTMs to get
an F1 of 84.0%. [25] classified relations via ranking and achieved an F1 of 84.10% . [2]
used a CNN (Convolutional Neural Network), incorporated shortest dependency paths
and used negative sampling for subjects and objects and achieved an F1 of 85.4%. [3]
compared RNNs and CNNs and claimed RNNs work better than CNNs. What is evident
from the above is that a wide variety of neural network architectures and addition of
basic linguistic information like part-of-speech, dependencies, etc. do not substantially
change performance.

We now review more recent work that tries to inject more specific ‘semantic’ infor-
mation into the model learning process.

[6] used a GCN (Graphical CNN) along with extra information from a knowledge
base. [24] claimed that entities participating in a relation influence its type more than
the high-level linguistic information obtained through NLP tools. It used an end-to-end
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RNN incorporating an entity aware attention mechanism with a latent entity typing
method. [23] [TRE] combined unsupervised and supervised learning to improve relation
classification. A Transformer for relation extraction (TRE) makes use of pre-trained
deep language representations instead of using explicit linguistic features of the lan-
guage. It is combined with a self-attentive Transformer architecture to model long range
dependencies between entities. [14] [Att-Pooling-CNN] uses a CNN with entity-specific
and relation-specific attention helping the model to learn what is more relevant for a
given classification. [22] [Entity-Aware BERT] was built on top of pre-trained self-
attentive models to identify the positions of the entities and used Bidirectional Encoder
Representations from Transformers (BERT) as the transformer-based encoder. [21]
[KnowBert-W+W] incorporated contextual word knowledge from knowledge bases
(KBs) consisting of high quality, human-curated knowledge rather than using unstruc-
tured, unlabeled text. They have presented a general method to insert multiple KBs into
a large pre-trained model with a Knowledge Attention and Re contextualization (KAR)
mechanism that is inserted between two layers of a pre-trained model like BERT. [20]
[R-BERT] incorporated entity-level information like location of entities, marking the
entities as first and second into a pre-trained BERT language model to improve relation
classification. [19] [BERTEM+MTB] developed models that produced task agnostic
relation representations using entity-linked text and learnt mappings from relation state-
ments to relation representations. [29] [EP GNN] used an entity pair graph to represent
the correlations between entity pairs and implemented an entity pair based CNN model.
In the above methods, semantic guidance is being provided by emphasizing entities
and/or relations in some way and also by incorporating extra knowledge via KBs or from
unsurpervised corpora processed in specific ways. The results obtained are summarized
in table 1.

3 Baseline

For our work we used the models described in [1] as the baseline. The basic model has
two layers consisting of a CNN layer and a Bidirectional Gated Recurrent Unit (Bi-GRU)
layer. GoogleNews-vectors-negative300 were used and three different models of the two
layer architecture were constructed for the models that used fusion. These models were:

1. CBGRU-ME: contains a CNN layer, a Bi-GRU layer, max pooling and entity
pooling.

2. CBGRU-A: is the same as the previous model except that instead of max pooling
and entity pooling attention pooling is used.

3. CBGRU-MEA: is a combination of the previous two models that is CNN, Bi-GRU
layers, max pooling, entity pooling and attention pooling. This is the model that has
been used.

The architecture is shown in figure 1. Two methods were used for fusing the results from
the three models: a) a voting scheme where the winning label had the highest number of
votes and b) summing softmax probabilities of each classifier where the winning label
had the highest summed probability. The performance details of the different individual
models and the two models that use model fusion can be found in [1]. We use the voting
model with a performance of 83.70%(F1) as our baseline. So, we have a strong baseline.
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Fig. 1. Architecture Diagram

4 Experiments

Our objective was to improve the accuracy of the baseline system used for relation
classification by introducing simple class specific ‘semantic’ guidance in the form of
extra information that can be easily computed from the learning set itself. A series of
experiments were performed to examine the effects on the accuracy of a standard model
of a CNN and Bi-GRU neural network by inserting different types of syntactic and
semantic information. The process of experimentation involved 4 steps: 1. Identifying
the types of linguistic information that plays an important role in relation classification
2. Extracting that information from the given dataset either by using available NLP
tools or implementing statistical approaches. 3. Exploring different methods to insert the
extracted linguistic information in the training and testing data 4. Running the model and
compare the accuracy of models. To compare the performances of various experiments,
a base experiment where only the entities were marked was taken and the accuracy of
the this was 83.70%.

4.1 Experiments after the inclusion of English specific linguistic knowledge:
First Experiment:

Experience with the English language suggests that verbs, prepositions and nouns
representing entities are strong indicators of the type of relation that exists between
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Rank Method F1 Reference Year
1 RESIDE 84.0 [6] 2018
2 Entity Attention Bi-LSTM 85.2 [24] 2019
3 TRE 87.1 [23] 2019
4 Att-Pooling-CNN 88.0 [14] 2016
5 Entity-Aware BERT 89.0 [22] 2019
6 KnowBert-W+W 89.1 [21] 2019
7 R-BERT 89.25 [20] 2019
8 BERTEM + MTB 89.5 [19] 2019
9 EP GNN 90.2 [29] 2019

Table 1. Performance of recent models

the entities in a sentence. To reconfirm this, a few sentences of each relation were
examined manually and it appeared that prepositions and a few specific kind of main
verbs play an important role in many relations and can be treated as a strong clue to
the type of the relation. However, it was observed that prepositions either attached to
the main verb of the sentence or attached to the second entity play a significant role in
relation classification though many times this clue is ambiguous and indicate two or three
relations instead of a single relation. We calculated different class specific statistics for
words and created a list of the top N prepositions arranged in descending order of highest
occurrence statistics for each relation class. Then for each sentence, in that relation
class, the top ranked preposition word in the sentence was tagged with the semantic
begin-end tags. These newly tagged sentences formed the learning set for training a
standard CBGRU-MEA model. Relation based tagging was done in the training data set
through an algorithm and in the test data, all prepositions were tagged. The accuracy
achieved was only around 80%. A detailed analysis of miss-classified sentences showed
that around 50% sentences of type OTHER were misclassified due to the occurrence of
prepositions in these sentences making the system classify them into one of the more
specific relation types.

4.2 Second Experiment:

It is known that most of the time, the type and the action denoted by the main verb
of any sentence defines the relationship of its subject and object entities present in
the sentence. Hence, we experimented by putting emphasis on the verb relation in the
sentence. To extract the relation verb, knowledge graph and NLTK tools were used and
then the training as well as testing data were tagged by introducing special markers. The
accuracy achieved was 84.37% which was a slight improvement over the base level but
not significant.
Another similar experiment was done by finding the shortest dependency path (SDP)
between the marked entities. We thought SDP contained enough information between the
two entities to identify their relationship. We used SpaCy to find the SDP of a sentence.
The SDP information was added in training and as well as during testing and the accuracy
achieved was 82.84% which was again very close to base level.
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4.3 Third Experiment: Adding Syntactical Category of each word:

Each sentence of training data and testing data was parsed using NLTK tools to get the
syntactic category of each word and then the part of speech of each word was attached
with the word to check the effect of adding word level syntactical information. The
accuracy achieved was 84.51% which was again slightly higher than the base model.
Fourth Experiment: After adding syntactic information, we also added some semantic
information for entities and the main verb of the sentence. This was done with the help
of Wordnet semantic tags representing a class of nouns and verbs. But, again there was
no improvement.
In addition to this, many other experiments were performed like marking higher fre-
quency verbs and nouns, increasing the training data set by adding more sentences by
using the hyponyms of each entity word and the main verb, etc. but the accuracy did not
improve as expected.

4.4 Using different word embeddings:

For the base line models, Google embeddings of size 300 were used. However, it was
observed that there are many words for which Google embeddings are not available and
so the Google average embedding had to be used for all such words. To avoid the average
embedding, we generated embeddings using FastText and WordtoVec but found that
the accuracy of the model went down slightly instead of improving. We also used the
BERT word vector representation (of 768 size) and the results obtained were comparable
to those from the Google embeddings. Hence, we concluded that Google embeddings
could be used in future experiments.

4.5 Experiments by taking Top 3 choices:

We tried tagging some sentences manually using the Semeval Task 8 guidelines and
found that in many instances, it was very difficult even for us to distinguish between
two similar types of relations. For example, Content-Container or Component-Whole
and several other pairs like Entity-Origin, Cause-Effect. This has been elaborated in
the introduction. Therefore, we set the system to output top 3 choices identified by the
system and then checked whether the top 3 choices contained the correct label or not. To
our surprise the accuracy was 96.55% which was very encouraging. This meant that the
system had to learn to distinguish the right type from a very limited set of possible types.

5 Data Set, Experiments and Results

The SemEval-2010 Task 8 data set has 9 categories and an OTHER category for relations
that do not belong to any of the nine (giving a total of 10 categories). Since each relation
is a binary relation the entity order matters, so if R is the relation and e1, e2 are
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Expt. No. Semantic input Tagging Status F1 score
a) None Entities 83.70%
b) Class based prepositions Entities and prepositions 80.38%
c) Relation Verb Entities and Relation Verb 84.37%
d) Shortest Dependency Path Entities and Relation word 82.84%
e) Part Of Speech Entities and POS of every

word
84.89%

f) Hyponyms Entities 82.21%
g) Semantic Information of entities and

verb
Entities and semantic tags 82.78%

h) Top 3 tags Entities 90.64%
Table 2. Table: Experiment Results

entities R(e1, e2) and R(e2, e1) are different relations unless R is symmetric. None of
the SemEval-2010 Task 8 relations, not including OTHER, is symmetric. So, there are
9× 2 + 1 = 19 class labels.
Only 9 classes (order agnostic) were used to calculate the statistic for words that were
semantically tagged.
There are 8000 sentences for training and 2717 sentences for testing. Each sentence has
two entities marked by entity start and end tags. It also has a relation label indicating the
type of relation between the tagged entities.
Experimentation is still in its early stages. We report results on eight experiments in the
form of table below. Our best result which matches the state-of-art is obtained using a
two stage network by giving the top 3 labels obtained from the standard CNN-BiGRU
classifier as additional input while training a second stage classifier. This has given us
an F1 score of 90.64%. These are early results and need to be confirmed with more
extensive experimentation on the Semeval and other data sets.

6 Discussion and Conclusions

We saw that vanilla neural network methods work reasonably well reaching an F1 score
close to the mid eighties. However, adding various kinds of specific syntactic and/or
semantic information to the neural network does not significantly change performance.
At the same time the top-3 performance is significantly better - almost 12% better -
reaching 96.55% using just the baseline architecture. We hypothesized that it should be
possible to teach the network to distinguish the top label when it is present in the top-3.
Our initial attempt did this by training a two stage network where in the second stage the
network is trained with the top 3 labels as input and we got a state-of-art performance
of 90.64%. We think a systematic and controlled way to add very specific semantic
information in parallel should be able to help improve classification performance. We
saw that a two stage model that first learns to predict the top three labels and then
separately learns to choose the correct label from the top 3 performs surprisingly well.
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Abstract
Carbon being the most omnipresent

element in all the organic compounds is of great
importance with regards to its structure and
function. The fundamental structure of protein is
composed of amino acids arranged in linear chain
and folded to a globular form. All twenty amino
acids consist of combination of only five different
atoms that are Carbon, Nitrogen, Oxygen,
Hydrogen and Sulphur. Depending on the property
of their side chain the amino acids are classified
as hydrophobic and hydrophilic. The allocation of
the hydrophobic residue in a protein contributes
majorly towards protein folding, protein interaction
, active site formation and other biological
functions. As carbon is the most important
element which contributes to hydrophobic
interaction in proteins, the hydrophobic amino
acids characteristically have greater number of
carbon atoms. In the present study, we have
analyzed 4,306 protein sequences of Escherichia
coli, a gram negative, facultative anaerobic, rod
shaped bacterium. All the protein sequences of
Escherichia coli were scanned to get a profound
view on carbon content and its distribution. The
sequences were retrieved from proteome section
of UniprotKB (http://www.uniprot.org/uniprot/)
database and atomic percentages  were
calculated with the aid of a dynamic programming
algorithm and Microsoft Excel. The analysis of
the atomic percentages calculated for the proteins
revealed that there is a precise range of carbon
percentage for all the Escherichia coli proteins

(30%-33% carbon) .Also the different categories
of protein like transport protein, repressor protein
, catalytic protein, inhibitory protein etc have
discrete range of carbon percentages which could
be further linked to their exact activity

Keyword : Carbon, E. Coli, dynamic
programming, proteins.

Introduction:
Proteins make almost 50% of the dry

weight of the cells and are present in profound
amount, than any other biomolecules. Proteins
are basically organic compounds composed of
amino acids arranged in linear chain and folded
to a globular form (1). All 20 amino acids consist
of combinations of only five different atoms Carbon,
Nitrogen, Hydrogen, Sulphur, Oxygen. Depending
on the properties of their side chains, the amino
acids are classified as hydrophobic and hydrophilic
(2; 3; 4). The distribution of hydrophobic residues
in a protein contributes majorly towards protein
folding, protein interactions, formation of core,
active side formation and other biological functions
(5).

Materials and Methods:
A hydropathy plot maps the hydrophobic

regions against the hydropathy indices of the
amino acids in the protein. It gives a clear idea of
level of hydrophobicity in a protein. The
hydrophobicity and carbon distribution profile of a
protein is studied with help of a hydropathy plot
(Fig. 1 and Fig. 2). In the carbon distribution profile
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obtained, it was possible to  locate the
hydrophobic, hydrophilic and also the active sites
in the protein. The hydropathy plot does not give
information on the active sites of a protein (6; 7;
8; 9). So it was postulated that the carbon
distribution profile is a better alternative to
hydropathy plot.

Escherichia coli, a gram negative, facultative
anaerobic, rod shaped bacterium was the model

organism used by us in our study. The entire
project commenced by the retrieval of protein
sequences of Escherichia coli from the public
repository of protein sequences i.e UniprotKB
database(http://www.uniprot.org/uniprot/). There
were 4,306 protein sequences of Escherichia
coli(strain K12) present in the proteome section
of the database. Each and every sequence was
scanned by us using the script written in perl

Fig. 1: Carbon distribution plot for GLUT1

 Fig. 2: Hydropathy plot from Protscale for GLUT1
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programming based on the dynamic algorithm
designed (Fig. 3) (10; 11; 12; 13). So the atomic
composition of each and every protein sequence
was extracted and were formulated into  the excel
sheet. After that the respective percentage of
carbon was calculated on basis of number of
carbon atoms and number of total atoms present
in every protein sequences.

Proteins were also classified into broad
categories on basis of their function like transport
protein, catalytic protein, regulatory protein etc.

SPLIT THE SEQUENCES INTO ATOMS
|

TAKE WINDOW SIZE AS 10% OF ATOMS AND
SLIDE BY 1 ATOM

|
CALCULATE THE C% OF EACH WINDOW

|
COUNT THE FREQUENCY FOR EACH

WINDOW

DIVIDE THE FREQUENCY BY TOTAL
NUMBER OF WINDOWS

|
WE WILL GET SOME VALUES FOR EACH

C%
|

REPEAT THE ABOVE STEPS FOR ALL
PROTEINS

|
CALCULATE AVERAGE

|
PLOT % C vs. FREQUENCY

Fig. 3: Flow chart for the dynamic programming
algorithm

The scrutiny of the atomic percentages
calculated for the proteins revealed that there is a
specific range of carbon percentage for all the
Escherichia coli proteins that is 30%-33%. Broad
classification of proteins also showed that all
proteins strictly followed the range.

Results and Discussion:
We got amazing results from our research

work. Carbon percentages in all the protein

sequences  lied between 30%-33% no matter
which types of amino acids where present in
protein sequences (Table 1). So we can conclude
that on the basis of carbon atoms, demarcation
can be done. And after analyzing the carbon
content in every proteins, percentages of other
components can be taken out and studied for
further uses. The atomic level analysis of the
protein sequence does lead to a new venture of
scrutiny of many long stranded questions.

The arenas of molecular biology, pharmacy,
drug designing, enzymology, proteomics and
many other fields including genetics and
phylogenetic are wedged on certain facets which
can possibly be answered by the carbon content
analysis of protein sequences. The carbon level
analysis of protein sites for post translational
modification would lead towards new and profound
ways of understanding them (14).

Carbon percentage in protein sequence
would be the next parameter for prediction of
secondary protein structure. Developments in
microarray technologies, which would be based
on the carbon content of protein, are required.
Chromatography techniques which imply carbon
as a parameter may also evolve. Drug development
and designing must be implied for detection of
active site and potential drugs based on carbon
content. The development of tool for prediction of
ligand binding site in globular proteins, based on
average carbon percentage and distribution, was
developed for mouse mitochondrial aspartate
aminotransferase. This technique has huge
potential to further develop for a large spectrum of
proteins (15).
Table 1: Carbon percentages in various types
of proteins in E. coli

S.No Types of Protein Range of
Carbon (%)

1 Regulatory proteins 29.95%-32.32%
2 Catalytic Proteins 30.82%-32.97%
3 Transport protein 30.37%-32.15%
4 Enzymatic proteins 29.91%-33.65%
5 Transfer proteins 31.13%-32.58%
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A new and fascinating concept is of �Carbon
bar coding�. The concept is to make carbon as
the stricture for width of bars. The protein sequence
may be converted into its carbon bar code which
would be universal. This presentation would be
path breaking and very convenient size wise.
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 Cryptosporidium, a member of phylum apicomplexa is considered as an opportunistic 
pathogen for humans as well as other important livestock. It is a causative agent for water-borne 
infectious diarrheal like disease cryptosporidiosis with a comparatively high mortality rate among 
children and immunocompromised patients worldwide. The statics shows that cryptosporidiosis 
is among the top three threats for the survival of infants, especially in developing countries. 
To date, no fully effective drug therapy is available to treat cryptosporidiosis. Therefore, the 
discovery and development of an effective anti-cryptosporidial drug with a novel mechanism 
of action have become an insistent task for controlling cryptosporidiosis. The literature 
revealed that various heterocyclic aromatic compounds have various invincible biological 
properties such as anti-fungal, anti-bacterial and anti-parasitic. Among these, Triazole is one 
of the most promising candidates that grab attention by researchers, chemists, microbiologists, 
and pharmacologists through various success stories. Triazole nucleus is present in various 
natural anti-infective and medicinal compounds. In this research, we have collected triazole 
compounds from various published works and create a database of these novel compounds for 
further exploration as anti-cryptosporidial compounds. It is hoped that this research provides 
new insights for rational anti-cryptosporidial chemotherapeutic agents who will be more active 
and less toxic.

Keywords: Cryptosporidiosis; IMPDH; Molecular Docking;  Triazole; Virtual Screening.

 Cryptosporidiosis is an infectious disease 
caused by protozoan parasite Cryptosporidium. 
To date, 27 species and 60 genotypes of the 
parasite have been identified worldwide. Among 
them, C. parvum and C. hominis are mainly 
responsible for human cryptosporidiosis.1 Human 
cryptosporidiosis is marked off by greenish watery, 
profuse fetid diarrhea, dehydration, abdominal 

pain, fever, and vomiting while failing to gain 
weight and malnutrition are few symptoms in 
chronic cases.  Immunocompetent host recovers 
within two weeks in absence of any treatment, but 
the situation becomes worst in children and host 
having impaired immune system. In immune-
compromised individuals such as those affected 
by Human Immunodeficiency Virus (HIV) 
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experience unmanageable lethal diarrhea2. This 
acute diarrheal disease remains the largest threat 
to the health of young children and agriculturally 
important livestock worldwide3. The field reports 
of GEMS (The Global Enteric Multicenter Study 
) procured by three-year case-control study over 
22000 children of aged five years at seven divergent 
sites covering Africa and Asia continent manifested 
parasite second diarrhoea causing agent after 
rotavirus4.
 Cryptosporidium infection accounts 
for 20 % and 9 % diarrheal cases in the young 
population of developing nations and developed 
nations respectively. In parallel, the findings of 
Global Network for the study of Malnutrition and 
Enteric Diseases ( MAL-ED) obtained through a 
five-year-long birth cohort study in 2145 children 
of age group 0-24 months at eight public sites 
in South America, Asia and Africa proclaimed 
Cryptosporidium species among top five agents 
that are liable for diarrhoeal mortality in first 
year of life4. In India, the highest occurrence of 
cryptosporidiosis is noted in southern and northern 
regions in infants and young children5.
 The cryptosporidium life cycle consisted 
of both sexual and asexual stages that complete 
in a single host. Infected hosts shed oocysts 
in defecation that are infective as well as 
environmentally resistant phase6. Oocysts outlive 
in extreme environmental conditions and remain 
unpretentious to chemicals, environmental stresses 
and even most ultra-water purification drinking and 
sewage water treatment methods. Pathogenesis 
begins when oocysts are ingested by the host. 
Four spindle-like Sporozoites released into the 
gastrointestinal tract followed by differentiation to 
trophozoites inside parasitophorous vacuoles that 
are extracytoplasmic to intestinal epithelial cells. 
Trophozoites initiate an asexual cycle and undergo 
two consecutive merogony producing type I and 
type II meronts. Subsequently, type I merozoites 
and type II merozoites differentiate from type I 
and type II meronts respectively. Type I merozoites 
infect neighbor cells whereas type II merozoites 
develop into microgamonts (male gametes) 
and macrogamonts (female gametes) marks the 
initiation of the sexual phase of reproduction. 
Than fertilization in between microgametes and 
macrogametes results in oocysts development. As 
a result of sporogony, thick-walled oocysts which 

released in feces and thin-walled oocysts that 
remain in the host7.
 Now it is established that for such 
widespread and prevalence of cryptosporidiosis 
there are mainly two reasons the first one is that 
infected person sheds large number oocysts that 
are immediate infective stages to a healthy person. 
Transmission takes place through a fecal-oral route 
either directly or indirectly. Another reason is the 
lack of a fully effective chemotherapeutic agent to 
treat cryptosporidiosis in all patients8.
 The identification of drug-target enzymes 
that differ in human counterparts led to the 
foundation of comparative genomics. Previous 
studies revealed that Cryptosporidium has many 
unique metabolic pathways in comparison to other 
apicomplexan species9.
 However, there is no potential drug/
antibiotic against this protozoan disease. The 
currently available drugs such as decuquinate, 
sulphaquinoxaline, halofuginone, paromomycin 
have shown less efficiency.  FDA approved 
nitazoxanide has shown potential effect however 
in immunodeficiency case it is not effective10. 
Controlling this disease is very difficult because 
the oocytes of C. parvum are. Thus, it is important 
to identify the possible drugs to control this life-
threatening disease.

MATERIALS AND METHODS

Retrieval of Proteome and Identification of Non-
Homologous Crucial Proteins
 Complete genome of C. parvum was 
retrieved by using the National Center for 
Biotechnology Information (NCBI) database (http://
www.ncbi.nlm.nih.gov/genomes/apicomplexa/) 
in fasta format11. All the sequences manually 
inspected and short sequences (less than 100 amino 
acids) were stricken out because short proteins 
have the least chance to be as essential genes. The 
CryptoDB (http://CryptpoDB.org) database was 
chosen to access essential genes of the parasite12.
Selection of Non-Homologous Proteins
 The CD-HIT is a suite of a program 
that is very useful in comparing and clustering of 
proteins and nucleotides. The whole proteome of 
C. parvum was submitted to the CD-HIT server 
(weizhong-lab.ucsd.edu/cdhit-web-server/cgi-bin/
index.cgi?cmd=cd-hit) for filtration of analogous, 
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paralogous and homologous proteins13. All the 
default parameter was chosen except sequence 
identity cut-off reset to 0.7. The non -homologous 
proteins of the parasite were obtained through 
BLAST P analysis as opposed to the human 
genome with expectation value cut-off reset at 
10-4 and other parameters were chosen as default11. 
The non-homologous proteins of the parasite 
were submitted to the CryptoDB database (http://
CryptoDB.org) for the extraction of essential 
parasite genes. At this step expectation value 
(E-value) cut-off and bit score cut-off were chosen 
10-10 and 100 respectively and the rest of the 
parameters were chosen as a default14.
Metabolic Pathway Analysis
 KASS-KEGG Automatic Annotation 
server (http://www.genome.jp/kegg/kass/) was 
selected for metabolic pathway analysis. KASS 
program is helpful in the functional annotation of 
the genome. This analysis results in an assignment 
of functional role to each gene. This is also helpful 
in the retrieval of unique proteins for the drug 
targets15.
Target Protein Model Generation
 Template selection is a process of 
identifying a suitable protein that shares nearly the 
same structure of the query protein which doesn’t 
possess the 3D structure. Template selection is 
very important in comparative protein modeling.  
Templates can be chosen by various tools such 
as BLAST, FASTA, Swiss-model, etc16.  In the 
case of BLAST and FASTA, the sequence of the 
protein in FASTA format can be uploaded and the 
templates can be manually selected by considering 
the score value and the E value17. In the case of the 
Swiss-Model server, it automatically chooses the 
template and models the protein structure.in this 
study, we choose the BLAST tool for generating 
a respective template. In this tool, a high level of 
sequence identity should guarantee a more accurate 
alignment between the target sequence and template 
structure18. The sequence of CpIMPDH was 
retrieved from Uniprot and submitted for BLAST 
against PDB protein for obtaining perspective 3D 
structure19. Hits which fulfilled criteria of query 
coverage > 95 %, sequence identity >80 % and 
PDB structure resolution < 3.0 Å were selected as 
a template for homology modeling of IMPDH
 Inosine 5'-monophosphate dehydrogenase 
(IMPDH) is the most important molecular agent 

when looking for target-specific drug designing 
because this protozoan parasite cannot reclaim 
guanosine and therefore relies on IMPDH 
for guanine nucleotides synthesis to survive. 
Interestingly, C. parvum seems to have acquired 
the IMPDH gene from proteobacteria through 
lateral gene transfer and IMPDH of C. parvum 
is functionally and structurally distinct from 
eukaryotic IMPDH enzymes20. Therefore, 
mutational or inhibitory action against the IMPDH 
gene is considered to be effective and target 
specific. In silico identification and optimization 
of therapeutic inhibitors are cost and time 
effective. Here most effective additional inhibitors 
derivatives have been identified and optimized to 
inactivate the functional domain of IMPDH for 
treating cryptosporidiosis. Previously we also 
reported a new chemical scaffold using a structure-
based pharmacophore approach against IMPDH of 
C. parvum.21

Active Site Prediction of Target Protein
 CASTp 3.0, Computed Atlas of Surface 
Topography of Proteins (http://www.sts.bioe.
uic.edu/castp) is a free online tool which scans 
structural geometry of macromolecule and shows 
cavities on physio-chemical properties of residues 
of surrounding residues22. Modeled structure of 
IMPDH protein submitted to this tool for the 
spotting of binding pockets. The most prominent 
binding sites would be selected for further in-silico 
analysis.
Ligand Data Set Preparation for Virtual 
Screening
 Virtual screening is the foundation pillar 
for computer-aided drug design paradigm. In this 
computer-assisted process, virtual evaluation of 
large chemical libraries is accomplished by docking 
molecules into target protein and also prioritization 
of chemical compounds on the basis of binding 
affinities23.
 In this study, we have chosen the PubChem 
(https://pubchem.ncbi.nlm.nih.gov) database for 
finding new molecular scaffolds that selectively 
interact with the target protein. NCBI operated 
PubChem database store biochemical information 
of small molecules under Pccompounds, 
Pcbioassay, and Pcsubstances subsets24.
 Triazole is five-membered heterocyclic 
ring compounds with molecular formula C2H3N. 
The relative positioning of the nitrogen atom in 
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the ring, triazole exists in two isomeric forms 
and each isomer presents two tautomers. Triazole 
derivatives interact with biomolecule by forming 
various noncovalent interactions and thus exploited 
as medicinal drugs 25. These compounds were 
considered for the study.
 To date, Pccompounds contain 461,626 
triazole compounds, 261, 784 triazole substances 
and 1507 triazole bioassays. Among 1507 bioassay 
compounds, a dataset of 30 triazole compounds is 
prepared by filtering undesirable small fragments, 
covalent salts, and conformers, etc.
 The 2D structures of chemical compounds 
were drawn in Marvin Sketch26. The PDB 
coordinates of 30 triazole derivatives were obtained 
after converting their respective mol files in Open 

Babel27. Ligand dataset comprises 30 triazole 
derivatives25 and detailed information regarding 
ligands is provided in Table 1.
 The PDB coordinates of ligand were 
converted into pdbqt format after the addition of 
Gasteiger charges, merging non-polar hydrogens, 
detecting aromatic carbons and setting up a torsion 
tree.
Molecular Docking Studies
 Molecular docking studies provide 
significant insights into binding interactions of the 
ligand with the target protein. AutoDock 4.2 tools 
were employed for this study28. This tool performs 
rigid docking where ligands and targets are allowed 
to interact in a rigid state without bond angle, bond 
length as well as torsional angle alteration. 

Table 1. Triazole Derivate ligands (from PubChem database) for Molecular Docking

S. Compound Name Compound ID
No

1 N-(4-chlorophenyl)-2-(1-naphthalenyloxy)propanamide S8000001
2 N-(4-chlorophenyl)-á-(1-naphthalenyloxy) benzene acetamide S8000002
3 N-(4-chlorophenyl)-3-methyl-2-(1-naphthalenyloxy)butanamide S8000003
4 2-bromo-N-(4-chlorophenyl)propanamide S8000004
5 N-(4-chlorophenyl)-2-[[4-quinolinyl]oxy]propanamide S8000005
6 1-[(1-methyl-2-propyn-1-yl)oxy]naphthalene S8000006
7 1-(1-methylethyl)-2-propyn-1-yl]oxy]naphthalene S8000007
8 1-(4-chlorophenyl)-4-(2-methyl-1-(1-naphthalenyloxy)propyl)-1H-1,2,3-triazole S8000008
9 1-(4-chlorophenyl)-4-(1-(naphthalene-1-yloxy)ethyl)-1H-1,2,3-triazole S8000009
10 1-(2,6-dichlorophenyl)-4-(1-(naphthalen-1-yloxy)ethyl)-1H-1,2,3-triazole S8000010
11 4-(1-(4-chloronaphthalen-1-yloxy)ethyl)-1-(4-chlorophenyl)-1H-1,2,3-triazole S8000011
12 4-(1-(1-(4-chlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinoline S8000012
13 4-((1-(4-chlorophenyl)-1H-1,2,3-triazol-4-yl)methoxy)quinoline S8000013
14 4-(1-(1-(3,4-dichlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinolone S8000014
15 4-(4-(1-(quinolin-4-yloxy)ethyl)-1H-1,2,3-triazol-1-yl)benzonitrile S8000015
16 2-chloro-4-(4-(1-(quinolin-4-yloxy)ethyl)-1H-1,2,3-triazol-1-yl)benzonitrile S8000016
17 (R)-4-(1-(1-(3,4-dichlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinolone S8000017
18 (S)-4-(1-(1-(3,4-dichlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinolone S8000018
19 (R)-2-chloro-4-(4-(1-(quinolin-4-yloxy)ethyl)-1H-1,2,3-triazol-1-yl) benzonitrile S8000019
20 (S)-2-chloro-4-(4-(1-(quinolin-4-yloxy)ethyl)-1H-1,2,3-triazol-1-yl)benzonitrile S8000020
21 (R)-5-(1-(1-(4-chlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinolone S8000021
22 4-(1-(1-(4-chlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinoline 1-oxide S8000022
23 4-(1-(1-(3,4-dichlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinoline 1-oxide S8000023
24 5-(1-(1-(4-chlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinoline 1-oxide S8000024
25 (R)-4-(1-(1-(4-chlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinoline 1-oxide S8000025
26 (R)-5-(1-(1-(4-chlorophenyl)-1H-1,2,3-triazol-4-yl)ethoxy)quinoline 1-oxide S8000026
27 (R)-5-(but-3-yn-2-yloxy)quinoline 1-oxide S8000027
28 ethyl á-bromocyclopropaneacetate S8000028
29 2-cyclopropyl-2-(1-naphthalenyloxy)acetic acid S8000029
30 N-(4-chlorophenyl)-2-cyclopropyl-2-(1-naphthalenyloxy)acetamide S8000030
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Table 2. List of essential protein of Cryptosporidium parvum 
which could be a promising target for drug development

Target Enzyme  Function / Pathway in which the 
 target enzyme is involved
 
Mucin- like proteins Parasite-host cell interaction and immune invasion
Glycosylphosphatidyl-inositol anchored proteins Pathogenesis
N-acetylglucosaminyl transferases Fatty acid biosynthesis
P-type ATPase  (CpATpase) Transporting cations
Thrombospondin-related adhesive proteins (TRAPs) Parasite gliding motility and host-parasite interaction
Lactate Dehydrogenase (LDH) Energy production
Malate Dehydrogenase (MDH) Energy production
Inosine Monophosphate Dehydrogenase (CpIMPDH) Purine and pyrimidine biosynthesis 
Thymidine Kinase (TK) DNA Biosynthesis
Polyamine enzymes Polyamine Biosynthesis
Dihydrofolate reductase-thymidylate synthetase Folate Biosynthesis Pathway
Cryptosporidium Calcium-dependent protein kinase   Host Cell invasion
(CpCDPK1)
Clan CA cysteine protease Host cell invasion

RESULTS

Metabolic pathway analysis and selection of 
essential protein in C. parvum
 C.parvum has eight chromosomes with 
10.4 Mb genome ( Mbp) size that codes for total 
18538 proteins sequences29. Parasite lacks several 
key enzymes in comparisons with the host for 
example it scavenges or transport building block 
biomolecule from the host in spite of de novo 
biosynthesis.  The whole-genome sequence is 
manually curated for any observable anomaly  
CD-HIT (http://weizhong-lab.ucsd.edu) suite of 
the programme is used for redundancy removal 
and non -paralogs proteins identification.  the 
whole genome in FASTA format is submitted to 
cd-hit (http://weizhong-lab.ucsd.edu/cdhit_suite/
cgi-bin/index.cgi?cmd=cd-hit) non-homologous 
proteins were again subjected to BLAST P analysis 
against the Crypto DB database with 10-10 E-value 
threshold. This resulted in 323 essential proteins 
that are described as an essential protein for the 
propagation of parasite inside the host.
Metabolic Pathway Analysis in Cryptosporidium 
Parvum
 Metabolic pathway analysis shows 
that parasite has intensely diminished metabolic 
machinery. Further analysis also suggests 
that parasite has a scarcity of apicoplast and 
mitochondrial proteins. Carbohydrates, amino 

acids, and nucleic acid anabolic functions are 
also reduced. Parasite depends preponderatingly 
on glycolysis for energy production. Parasite 
metabolic machinery perfectly matches with its 
unique life cycle.
Target Protein Model Generation
 In the results of the BLAST search against 
PDB, only one-reference protein 3FFS has a high 
level of sequence identity and the identity of the 
reference protein with the domain is 99%16.
 After this, we have chosen 3FFS (PDB 
ID) as a reference structure for modeling the 
Inosine Monophosphate dehydrogenase domain. 
Coordinates from the reference protein (3FFS) 
to the structurally variable regions (SVRs), 
structurally constant regions (SCRs), C-termini 
and C-termini were assigned to the target sequence 
based on the satisfaction of spatial restraints30.
 The sequence of the reference structures 
was extracted from the respective structure files and 
aligned with the target sequence using the default 
parameters in ClustalW.
 The Cladogram tree between the Inosine 
Monophosphate dehydrogenase and template are 
at a close distance 0.33 indicates both are closely 
related in origin31.
 The 3FFS structure was used as the 
templates for building the 3D model of the 
Inosine Monophosphate dehydrogenase using 
MODELLER9V732.
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Fig. 1. BLAST result with a similar template having 99% identity with Inosine Monophosphate dehydrogenase

Fig. 2. Alignment of Inosine Monophosphate dehydrogenase with template 3FFS

 The peptide bond of a polypeptide chain 
N-Ca (phi angle) and Ca-C (psi angle) bond remain 
free to rotate whereas bond between Cß-N (omega 
angle) remain rigid due to p-p interaction. Although 
the value of phi and psi angle ranges from -180°C 
to +180°C but because of steric hindrances, only 
a few limited values are allowed. These dihedral 
angles describe specific secondary conformation 
of the protein. Ramachandran Plot helps in 

determining secondary structure and assists in 
structure prediction simulations33.
 The final structure was further checked 
by the verify3D graph and the results have been 
shown in Figure 6. The overall scores indicate an 
acceptable protein environment.
 After the refinement process, validation 
of the model was carried out using Ramachandran 
plot calculations computed with the PROCHECK 
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Fig. 3. Three-dimensional structure of Inosine 
Monophosphate dehydrogenase with 10 helices and 8 
sheets

Fig. 4. Ramachandran plot analysis for Inosine 
Monophosphate dehydrogenase indicating the suitable 
positions of amino acids

Fig. 5. The 3D profiles verified results of the Inosine Monophosphate dehydrogenase model; overall quality score 
indicates residues are reasonably folded

program34. The a and b dihedral angle distributions 
of the Ramachandran plots of non-glycine, non-
proline residues are in the permissible range. The 
RMSD (Root Mean Square deviation) deviation 
for covalent bonds and covalent angles relative to 
the standard dictionary of Inosine Monophosphate 
dehydrogenase was –0.4 and -0.8 Å. Altogether 
95% of the residues of Inosine Monophosphate 
dehydrogenase was in favored and allowed regions. 
The overall PROCHECK G-factor of Inosine 
Monophosphate dehydrogenase was – 2.15 and 
the verify3D environment profile was good.

 The structural superimposition of the 
3FFS template and Inosine Monophosphate 
dehydrogenase is shown in Figure 8. The weighted 
root mean square deviation of trace between the 
template and final refined models is 0.41Ao. This 
final refined model was used for the identification 
of the active site with the domain Inosine 
Monophosphate dehydrogenase.
 S i n c e  I n o s i n e  M o n o p h o s p h a t e 
dehydrogenase and the 3FFS are well conserved 
in both sequence and structure; their biological 
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Fig. 6. Verify 3D analysis of Inosine Monophosphate dehydrogenase

Fig. 7. Superimposition Inosine Monophosphate 
dehydrogenase (represented in blue color) and 3FFS 
(represented in red color)

function should be identical. In fact from the 
structure comparison of template, a final refined 
model of Inosine Monophosphate dehydrogenase 
domain using SPDBV program and was shown in 
Figure 8.
Active Site Identification
 The predicted model was submitted to the 
CASTp tool for the exploration of major binding 
pockets. Top three binding pockets in terms of 
surface area and volume selected. The details of these 
potential binding sites are given in supplementary 
table number 1shown in figure 9. We observed 
that THR 11,PHE12,GLU13, SER22,LEU25,SER 
4 8 , A L A 4 9 , M E T 5 0 , A S P 1 6 3 , S E R 1 6 4 , 

A L A 1 6 5 , H I S 1 6 6 ,  S E R 1 6 9 , A S N 1 9 1 , V
AL193,LYS210,GLY212,ILE213,VAL214, 
VA L 2 2 9 , G L N 2 3 1 , A L A 2 3 4 ,  A S P 2 5 2 , 
ARG256,TYR257  and ASP260 are binding cavity 
residues.
 AutoDock 4.2 a freely accessible 
computational tool for docking of small molecules 
to target receptor macromolecule. Bound water 
molecules and heteroatoms were removed from the 
target protein. Further, Polar hydrogens and rotatable 
bonds were selected. This step was followed by 
the computation of the Gasteiger charge. Target 
protein preparation was accomplished by choosing 
amino-acid residues in the active site based on the 

AutoGrid method. Amino acid residues present in 
the binding sites include Ser164, Ala165, Ser169, 
His166, Ser22, Val24, Leu25, Pro26, Asn171, 
Asn191, and Asp252. Binding site residues were 
selected and three-dimensional grid boxes were 
created.
 AutoDock exploits the Lamarckian-
Genetic algorithm for the accurate placement of 
ligand into the active site. Docking was executed 
by considering all stereochemical configurations 
of chemical compounds. Top 100 poses of ligands 
were considered for docking in order to enhance 
the accuracy and efficacy. Information regarding 
docking scores is given in Table 2 in ascending 
order of free binding energy.
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Fig. 8. Amino acid residues in the active site domain of C.parvum IMPDH shown in red color

Fig. 9. Active site identification in Cryptosporidium 
parvum IMPDH. Molecular Docking

DISCUSSION

 IMPDH is an attractive target for the 
treatment of C. parvum infections. In the present 
study, we have analyzed the efficacy of 30 triazole 
derivatives in combating C. parvum infections 
by executing in-silico methodologies. Molecular 
docking studies were carried out to identify the 
efficacy of 30 triazole compounds with CpIMPDH 
protein. Amino acid residues present in the 
binding sites include Ser164, Ala165, Ser169, 
His166, Ser22, Val24, Leu25, Pro26, Asn171, 
Asn191, and Asp252. The results of the docking 
study revealed significant interactions of triazole 
derivatives with IMPDH. Among 30 compounds, 

4-(1-(4-chloronaphthalen-1-yloxy) ethyl)-1-(4-
chlorophenyl)-1H-1,2,3-triazole (compound ID: 
S8000011) showed highest free binding energy of 
-12.19 kcal/mol. This result is coherent with the 
interactions made by previously reported inhibitors 
with CpIMPDH. From the docking results, it 
is evident that chemical compounds possessing 
both electron releasing and electron-withdrawing 
groups exhibited good free binding energy values. 
The presence of electron-withdrawing groups 
enhances H-bonding potential When the number 
of electrons withdrawing groups are dominant in 
the chemical structure, electrons from these groups 
will be utilized for stabilizing chemical compounds 
by resonance stabilization interactions. Hence, 

these electrons can’t be used in making significant 
interactions with the target protein. This is evident 
in ethyl a-bromocyclopropaneacetate (Compound 
ID: S8000011), which exhibited the lowest free 
binding energy.

CONCLUSION

 The binding efficacies of 30 triazole 
derivatives, with IMPDH, were analyzed by 
executing docking studies. Among 30 compounds 
4-(1-(4-chloronaphthalen-1-yloxy)ethyl)-1-(4-
chlorophenyl)-1H-1,2,3-triazole (Compound ID: 
S8000011) showed higher free binding energy 
score with significant interactions with the target 
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Table 3. Molecular Docking result (in term of 
free binding energy) of Triazole derivative with 

IMPDH protein of C.parvum

S.  Compound  Free Binding 
No ID Energy (Kcal/mol)

1 S8000011 -12.19 
2 S8000022 -12.06 
3 S8000012 -11.7 
4 S8000024 -11.95 
5 S8000021 -11.66 
6 S8000020 -11.6 
7 S8000013 -11.42 
8 S8000009 -11.4 
9 S8000025 -11.29 
10 S8000015 -11.29 
11 S8000023 -11.17 
12 S8000016 -11.12 
13 S8000010 -10.94 
14 S8000017 -10.09 
15 S8000014 -10.83 
16 S8000018 -10.83
17 S8000019 -10.54
18 S8000026 -10.34
19 S8000005 -10.2
20 S8000008 -9.9
21 S8000001 -9.17
22 S8000029 -7.18
23 S8000030 -7.08
24 S8000004 -6.79
25 S8000003 -6.66
26 S8000002 -6.24
27 S8000027 -5.72
28 S8000006 -5.2
29 S8000007 -2.4
30 S8000028 0.1

Fig. 10. Post –docking interactions between the active 
site of CpIMPDH with ligand S8000011

protein. Hence, this could be a promising antagonist 
for IMPDH. But the efficacy of this compound as 
IMPDH inhibitor has to be proven by conducting 
in -vitro and in-vivo studies.

REFERENCES

1. L. Xiao, R. Fayer, U. Ryan, and S. J. Upton, 
“Cryptosporidium taxonomy: recent advances 
and implications for public health.,” Clin. 
Microbiol. Rev., (2004).

2. L.  Xiao,  “Molecular  epidemiology of 
cryptosporidiosis: An update,” Exp. Parasitol., 
(2010).

3. S. Bhalchandra, D. Cardenas, and H. D. Ward, 
“Recent Breakthroughs and Ongoing Limitations 
in Cryptosporidium Research,” F1000 Research, 

(2018).
4. D. A. Shoultz, E. L. de Hostos, and R. K. M. 

Choy, “Addressing Cryptosporidium Infection 
among Young Children in Low-Income Settings: 
The Crucial Role of New and Existing Drugs for 
Reducing Morbidity and Mortality,” PLoS Negl. 
Trop. Dis., (2016).

5.  J. A. Platts-Mills et al., “Pathogen-specific 
burdens of community diarrhoea in developing 
countries: A multisite birth cohort study (MAL-
ED),” Lancet Glob. Heal., (2015).

6. D. P. Clark, “New insights into human 
Cryptosporidiosis,” Clinical Microbiology 
Reviews. (1999).

7. G. J. Leitch and Q. He, “Cryptosporidiosis-an 
overview,” Journal of Biomedical Research. 
(2011).

8. N. F. Rossle and B. Latif, “Cryptosporidiosis as 
threatening health problem: A review,” Asian 
Pacific Journal of Tropical Biomedicine. (2013).

9. H. Sparks, G. Nair, A. Castellanos-Gonzalez, and 
A. C. White, “Treatment of Cryptosporidium: 
What  We Know,  Gaps ,  and  the  Way 
Forward,” Current Tropical Medicine Reports. 
(2015).

10. M. M. Cabada and A. C. White, “Treatment of 
cryptosporidiosis: Do we know what we think we 
know?,” Current Opinion in Infectious Diseases. 
(2010).

11. D. L. Wheeler et al., “Database resources 
of the National Center for Biotechnology 
Information,” Nucleic Acids Res., (2008).

12. M. Heiges, “CryptoDB: a Cryptosporidium 
bioinformatics resource update,” Nucleic Acids 



137KALPANA et al., Biomed. & Pharmacol. J,  Vol. 13(1), 127-137 (2020)

Res., (2006).
13. Y. Huang, B. Niu, Y. Gao, L. Fu, and W. Li, 

“CD-HIT Suite: A web server for clustering and 
comparing biological sequences,” Bioinformatics, 
(2010).

14. A. Morris, J. Pachebat, G. Robinson, R. 
Chalmers, and M. Swain, “Identifying and 
resolving genome misassembly issues important 
for biomarker discovery in the protozoan parasite, 
cryptosporidium,” in BIOINFORMATICS 2019 – 
10th International Conference on Bioinformatics 
Models, Methods and Algorithms, Proceedings; 
Part of 12th International Joint Conference 
on Biomedical Engineering Systems and 
Technologies, BIOSTEC 2019, (2019).

15. H. Ogata, S. Goto, K. Sato, W. Fujibuchi, 
H. Bono, and M. Kanehisa, “KEGG: Kyoto 
encyclopedia of genes and genomes,” Nucleic 
Acids Research. (1999).

16. S. F. Altschul, W. Gish, W. Miller, E. W. Myers, 
and D. J. Lipman, “Basic local alignment search 
tool,” J. Mol. Biol., (1990).

17. W. R. Pearson, “Finding protein and nucleotide 
similarities with FASTA,” Curr. Protoc. 
Bioinforma., (2016).

18. N. Guex and M. C. Peitsch, “SWISS-MODEL 
and the Swiss-PdbViewer: An environment for 
comparative protein modeling,” Electrophoresis, 
(1997).

19. A. Bateman et al., “UniProt: The universal 
protein knowledgebase,” Nucleic Acids Res., 
(2017).

20. L. Hedstrom, G. Liechti, J. B. Goldberg, 
and D. R. Gollapall i ,  “The Antibiotic 
Potential of Prokaryotic IMP Dehydrogenase 
Inhibitors,” Curr. Med. Chem., (2011).

21. R. K. Srivastava and R. Nath, “Structure based 
drug designing against Inosine Monophosphate 
Dehydrogenase Receptor of Cryptosporidium 
parvum,” in 2018 International Conference on 
Bioinformatics and Systems Biology (BSB), 2018, 
pp. 128–130.

22. W. Tian, C. Chen, X. Lei, J. Zhao, and J. 
Liang, “CASTp 3.0: computed atlas of surface 
topography of proteins.,” Nucleic Acids Res., 
(2018).

23. L. G. Ferreira, R. N. Dos Santos, G. Oliva, and A. D. 
Andricopulo, “Molecular docking and structure-
based drug design strategies,” Molecules. (2015).

24. S. Kim et al., “PubChem substance and 
compound databases,” Nucleic Acids Res., 
(2016).

25. S. K. Maurya et al., “Triazole inhibitors 
of Cryptosporidium parvum inosine 52 - 
monophosphate dehydrogenase,” J. Med. Chem., 
(2009).

26. ChemAxon, “Marvin Sketch,” https://www.
chemaxon.com/products/marvin/, (2013).

27. P. W. Rose et al., “The RCSB protein data 
bank: Integrative view of protein, gene and 3D 
structural information,” Nucleic Acids Res., 
(2017).

28. W. Forli, S. Halliday, R. Belew, and A. Olson, 
“AutoDock Version 4.2,” Citeseer, (2012).

29. M. S. Abrahamsen et al., “Complete Genome 
Sequence of the Apicomplexan, Cryptosporidium 
parvum,” Science (80-. )., (2004).

30. N. N. Umejiego, C. Li, T. Riera, L. Hedstrom, 
and B. Striepen, “Cryptosporidium parvum IMP 
dehydrogenase: Identification of functional, 
structural, and dynamic properties that can 
be exploited for drug design,” J. Biol. Chem., 
(2004).

31. J. D. Thompson, D. G. Higgins, and T. J. Gibson, 
“CLUSTAL W: Improving the sensitivity 
of progressive multiple sequence alignment 
through sequence weighting, position-specific 
gap penalties and weight matrix choice,” Nucleic 
Acids Res., (1994).

32. J. A. R. Dalton and R. M. Jackson, “Homology-
modelling protein-ligand interactions: Allowing 
for ligand-induced conformational change,” J. 
Mol. Biol., (2010).

33. L. L. Porter and G. D. Rose, “Redrawing the 
Ramachandran plot after inclusion of hydrogen-
bonding constraints,” Proc. Natl. Acad. Sci. U. 
S. A., (2011).

34. R. A. Laskowski, M. W. MacArthur, D. S. Moss, 
and J. M. Thornton, “PROCHECK: a program 
to check the stereochemical quality of protein 
structures,” J. Appl. Crystallogr., (1993).



Informatics in Medicine Unlocked 24 (2021) 100583

Available online 8 May 2021
2352-9148/© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

Identification of novel anti-cryptosporidial inhibitors through a combined 
approach of pharmacophore modeling, virtual screening, and 
molecular docking 

Kalpana Katiyar a,*, Ramesh Kumar Srivastava b, Ravindra Nath c 

a Dr.Ambedkar Institute of Technology for Handicapped, Kanpur, Uttar Pradesh, India 
b Central Institute of Medicinal and Aromatic Plants, India 
c Chatrapati Sahu Ji Maharaj Univerversity, Kanpur, India   

A R T I C L E  I N F O   

Keywords: 
Cryptosporidiosis 
COVID-19 pandemic 
Inosine 5′-Monophosphate dehydrogenase 
Pharmacophore 
Virtual screening 
Molecular docking 
Molecular simulation 

A B S T R A C T   

Background and objective: Cryptosporidiosis is a diarrheal disease that affects millions of people worldwide and 
can cause dire effects in immunocompromised, HIV/AIDS patients and younger children. Cryptosporidium species 
are causative agents for cryptosporidiosis. The presently available chemotherapeutic options are not fully 
effective in curbing the menace of disease in all patients. The deprived experimental traceability of the pathogen, 
lack of a suitable in-vivo model are few factors that hindered the development of reliable chemotherapeutic 
options despite continuous efforts. The underway COVID-19 pandemic widens this gap as most of the scientific 
resources and researches shifted priority. The genome sequencing of the Cryptosporidium parvum (C. parvum) has 
discovered many new targets, such as Inosine 5′-Monophosphate Dehydrogenase (IMPDH), Lactate Dehydro-
genase and many more. The parasite uses the host adenosine pool to synthesize guanine nucleotide in a 
streamlined pathway, where IMPDH catalyzes the first rate-limiting step. The present study aims to discover new 
anti-cryptosporidial agents that work against the IMPDH of the parasite. 
Methodology and results: In this study, The PharmaGist (https://bioinfo3d.cs.tau.ac.il/PharmaGist/) tool was 
deployed for the pharmacophore model generation employing previously reported Cryptosporidium parvum 
IMPDH (CpIMPDH) inhibitors having IC50 values ranging from 0.009 μM to 0.028 μM. The model having the 
highest scores was used as a 3D query for high throughput screening of the Zinc database via ZINC pharmer (htt 
p://zincpharmer.csb.pitt.edu/) tool. The screened ’hits’ were further subjected to molecular docking in the 
active site of CpIMPDH (PDB ID:4IXH), Lipinski’s rule of 5, and SwissADME (http://www.swissadme.ch/) filter. 
Finally, the best three ’hits’ or proposed leads (ZINC09672610, ZINC16511373, and ZINC39780256) docked 
CpIMPDH were further subjected to 50 ns molecular dynamic simulation (MDL) analysis for stability analysis. 
Conclusion and significance: The ZINC09672610 and ZINC39780256 compounds show excellent in-silico inhibi-
tory efficacy against CpIMPDH. These compounds were used as a starting point for the discovery and devel-
opment of new anti-cryptosporidial compounds. Future anti-cryptosporidial agents could be designed by utilizing 
these three molecules.   

1. Introduction 

The current underway pandemic of COVID-19 is the most prolonged, 
destructive, and deadly outbreak of the infectious disease since the flu 
pandemic of the year 1918. The COVID-19 pandemic changed the health 
care system’s focus to resolve the problems of the COVID-19 pandemic, 
which placed severe limits on access to public health facilities available 
to minimize the burden of parasitic infectious diseases. The drug 

discovery and development project is currently facing an obstacle in 
fund investment and shifting the priority of scientific resources on other 
parasitic disease programs due to the burden imposed by the COVID-19 
pandemic [1]. 

Amid the current pandemic, this article tried to provide a detailed 
overview of cryptosporidiosis, lack of treatment and proposes new lead 
molecules for drug production to curb cryptosporidiosis and fill the 
research gap. 
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Cryptosporidium is a protozoan coccidian parasite responsible for the 
occurrence of the chronic disease cryptosporidiosis. E. Tyzzer first 
detected the Cryptosporidium species(spp.). in 1936 during the in-vivo 
analysis of the infected mice model. Later on, the first case of human 
cryptosporidiosis was discovered in 1976, and the parasite emerged 
quickly with many diarrhoeal illnesses worldwide [2]. 

Phylogenetically, the parasite belongs to phylum Apicomplexa, 
family Cryptosporidiidae and genus Cryptosporidium. About 30–35 spe-
cies are incorporated in the genus Cryptosporidium, among which 
C. parvum and C. hominis are accountable for more than 90% of cryp-
tosporidiosis cases in humans [3,4]. The parasite primarily infects 
gastrointestinal microvillus epithelial cells, which results in epithelial 
cell death leading to villous atrophy, malabsorption, and altered intes-
tinal permeability accompanied by fever, abdominal pain, vomiting, and 
diarrhea [5]. 

The Global Multicentre Study classified the Cryptosporidium spp. as 
the second most prevalent factor responsible for moderate to severe 
diarrhea in young children within Asia and Africa [6]. The European 
Network for foodborne in 2016 graded Cryptosporidium spp. as the sec-
ond and eighth highest priority foodborne pathogenic parasite in 
northern, western, eastern, and southwestern Europe [7]. However, the 
estimation of cryptosporidiosis disease magnitude remains a more 
challenging factor to quantify because long-term consequences are 
associated with parasite infection [8]. Fortunately, most infections are 
self-limited in immunocompetent hosts, but it might be life-threatening 
in immunosuppressed and HIV-infected hosts. It is projected that 80% of 
mortality of AIDS patients are due to opportunistic infections of Toxo-
plasma gondii, Cryptosporidium spp., Microsporidia spp., and Cyclospora 
cayetanensis, and Isospora belli instead of the virus itself. Even usually, 
each third of the causalities of AIDS patients are linked to intestinal 
opportunistic parasitic infections [9]. A recent systematic review 
investigated that 30.7% and 77% of pre-school children were found 
infected with parasites in the pre-urban area of Zambia and 
slum-dwelling areas in Bangladesh [10]. 

The parasite completes its lifecycle in a single host and consists of 
both sexual and asexual stages. The sporulated oocysts, the only envi-
ronmental stage, are the ultimate infection source and infect humans 
through multiple routes. The oocysts are also responsible for carrying on 
infection to a fresh host [11]. Cryptosporidiosis is spread through the 
ingestion of animal or human origin oocysts released with feces that 
contaminate water and food resource. Fecal-oral route transmission 
either directly or indirectly is considered the most common mode of 
transmission. The typical direct process for fecal-oral transmission is 
person-to-person contact, ingestion of infected eatables, and zoonosis 
[12]. Oocysts survive adverse environmental conditions and are resis-
tant to commonly used drinking water and wastewater treatment 
method, hence Cryptosporidium spp. Oocysts are considered type B bio-
terrorism agents [13]. 

The parasite possesses peculiar physiological adaptation features 
compared with their sibling’s apicomplexan. The habitat of the parasite 
is intracellular but extra-cytoplasmic. The parasite scavenges most of the 
host’s biomolecules, so de-novo biosynthesis of amino acids, nucleo-
tides, and fatty acids is missing. The parasite is also accompanied by 
rudimentary mitochondria lacking cytochrome-based respiratory chain 
proteins, thus relying on glycolysis for energy production [14]. The 
IMPDH (EC 1.1.205) is a rate-limiting enzyme for catalysis of Inosine 
5′-Monophosphate (I.M.P.) to Xanthosine 5′-Monophosphate (XMP) 
with concurrent reduction of NAD+. The XMP is further catalyzed by G. 
M.P. synthase into Guanosine 5′-monophosphate (G.M.P.). Subse-
quently, a series of enzymatic reactions catalyzes G.M.P. into building 
blocks of nucleic acids (G.T.P., dGTP) [15]. The Adenine and guanine 
nucleotides are essential for cell growth and proliferation, and thus 
suppressing CpIMPDH leads to a decline in proliferation and growth of 
the parasite [16]. 

In a study, Nwakaso N.Umejiego et al. emphasizes that when sub-
strate IMP(Inosine-5’-monophosphate) and NAD+ bind within the active 
site of IMPDH, a unique conformational change takes place. The flap- 
like active site cysteine residue attack IMP and simultaneously transfer 
hydride ion to NAD+, and a conjugate of Enzyme -XMP (E-XMP) formed. 
Following conformational change facilitates NADH release and hydro-
lysis of E-XMP. The hydrolysis of E-XMP is a partially rate-limiting step. 
The authors have found that the kinetic properties of CpIMPDH and 
human IMPDH are different, and ribavirin and mycophenolic acid 
(MPA) blocks CpIMPDH catalysis in vivo models [17]. Another research 
study discovered a new CpIMPDH inhibitor class through high 
throughput screening and in-vitro assay development for inhibition 
analysis [18]. The CpIMPDH gene is passed from an ε-proteobacterium 
via the lateral gene transfer process, so it differs from that of the human 
counterpart in terms of kinetics [19]. A systematic review of studies has 
shown that CpIMPDH is an outstanding drug target not only for cryp-
tosporidiosis cure but also for other parasitic diseases. This review also 
presented a narrative overview of different inhibitors developed against 
CpIMPDH [20,21]. There is ample evidence supporting the draggability 
aspect of CpIMPDH. The comparative genomics analysis revealed that 
the IMPDH, Lactate dehydrogenase, Fatty acyl-coenzyme A Synthetase 
(LC-ACS) of Cryptosporidium parvum are some non-homologous proteins 
that have a different evolutionary origin and kinetic properties 
compared with the host [22]. The parasite is unable to synthesize pu-
rines de novo and scavenges nucleotides from the host cell. The parasite, 
like obligate intracellular bacteria Chlamydia and Rickettsia, possess a 
minimal set of genes [23].In this way, the parasite is master in utilizing 
host metabolic resources for their growth and development. Parasite 
complex life cycle and high metabolic demand for nucleotides also make 
CpIMPDH a critical drug target for developing next-generation 
antibiotics. 

Paromomycin, an aminoglycoside, shows a modest activity against 
C. parvum, but it is less effective in AIDS patients [24]. Azithromycin, an 
azalide antibiotic, when given in combination with paromomycin, 
shows promising results in a small open-label trial in HIV patients (n =
11) with cryptosporidiosis [25]. Nitazoxanide (NTZ) and its two me-
tabolites, tizoxanide and tizoxanide –glucuronide, show promising re-
sults in-vivo in mice, rats, and piglets against C. parvum infection [26]. 
Despite the general wellbeing and economic effects of Cryptosporidium, 
there are no preventive antibiotics treatment alternatives for humans 
that have been constrained to date. The primary affirmed treatment, 
nitazoxanide, decreases the span of diarrhea in immunocompetent 
grown-ups, yet is just reasonably effective in infants or children [27]. 
In-vivo and in-vitro models for the study of C. parvum pathogenesis are 
gnotobiotic piglets, neonatal calves, immunodeficient and immuno-
competent mice, HCT − 8 cell lines, cell-free culture, Hollow fiber 
technology, silk-protein scaffold model, colon-explants, lung, and small 
intestine organoids, and stem-cell-derived cultures. These models are 
highly technology expensive and associated with limitations [28]. 

The Computer-aided Drug Design (CADD) technologies override 
these hindrances along with other plummy aspects. The CADD tech-
nologies are broadly classified into ligand-based drug design (Pharma-
cophore-based approach), structure-based drug design (molecular 
docking-based approach), and quantitative structure-property and 
quantitative structure-activity relationships [29]. When one or more 
molecule possesses the same biological activity, than pharmacophore 
derived from them represent their essential features obligatory for bio-
logical activity. The pharmacophore can be used as 3D queries for 
high-throughput and in-silico screening, lead discovery, optimization of 
the lead for designing new molecules with desired features, and also 
helpful in assessing similarity and diversity among molecules [30,31]. 
On the other hand, pharmacophore could be exploited for the alignment 
of molecular chemical features or to develop predictive 3D QSAR models 
[32]. Current feature alignment and activity-based 3D QSAR modeling 
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are the two methods that can be used to form optimal ligand-based 
pharmacophore models. The D.S., Catalyst Hypothesis, Phase, and M. 
O.E. are tools commonly used for this purpose. A structure-based 
perspective can be used to generate the pharmacophore when 
three-dimensional (3D) structural information of the chosen target is 
known [33]. 

This work aims to discover a novel molecular entity that acts as a 
CpIMPDH inhibitor with improved efficacy. To address the aim outlined 
above, we performed pharmacophore modeling, high throughput virtual 
screening, molecular docking, free energy calculation, and molecular 
dynamics simulation analysis to ascertain the critical interactions be-
tween ligands and catalytic pockets responsible for CpIMPDH inhibitory 
activity. The highest active three compounds selected from the ZINC 
database are subjected to 50 ns molecular dynamic simulations to 
validate the proposed binding mode and binding affinity. A schematic 
representation of the methodology followed in this research is shown in 
Fig. 1. 

2. Material and methods 

2.1. Pharmacophore generation 

The pharmacophore reflects three-dimensional(3D) 3D molecular 
interacting ecosystem of ligand and receptor (protein or nucleic acid). A 
3D pharmacophore represents a summary of chemical features such as 
hydrogen bond (H-bond), ionic charges, lipophilic and aromatic con-
tacts accountable for the functional and biological response initiation 
when ligands and receptor associate. Thus, a 3D pharmacophore model 
is used for extracting particular molecules laden with desired chemical 
features from the chemical space of millions of compounds stored in the 
form of databases. Methods of 3D pharmacophore derivation can be 
categorized as molecular field-based, substructure pattern-based, and 
feature-based, relying on how the pharmacophore attributes are 
deduced [34]. 

The PharmaGist tool (https://bioinfo3d.cs.tau.ac.il/PharmaGist/) 
was used to generate the 3D pharmacophore model on substructure- 
pattern based approach. When ligands interact with the receptor, 
ligand might have many potentially feasible conformations. PharmaGist 
deploys multiple flexible alignment processes for each input ligands 
separately. Candidate pharmacophores are generated in which one of 
the ligands serves as a pivot (the algorithm picks each input ligand to 

serve as a pivot) on which the other target ligands are aligned. Based on 
the physicochemical features and pharmacophore score, the best phar-
macophore is selected and downloaded in mol2 format for further 
analysis [35]. 

2.2. Virtual screening 

The ZINCPharmer (http://zincpharmer.csb.pitt.edu/), an online 
tool, was used for the high throughput screening of small molecules 
against a submitted pharmacophore query [36]. The ZINC Purchasable 
(https://zinc.docking.org/) subset of the ZINC database, containing 22, 
724,825 molecules, was chosen for virtual screening that could provide 
a new chemical moiety to act as an inhibitory ligand for CpIMPDH [37]. 
The molecules which showed maximum homology to the query phar-
macophore were strained out. Subsequently, these strained or ’hit 
molecules’ further subjected to Lipinski’s rule of five filters, which states 
that drugs must consist of molecules with molecular weight <500D, 
HBD<5, HBA <10, and an octanol/water partition coefficient (LogP) 
value < 5. Filtered molecules are now supposed as ’potential lead 
molecules’ and passed to the next filter of docking and ADME filter [38]. 

2.3. Molecular docking 

CpIMPDH (PDB ID: 4IXH) (https://www.rcsb.org/), protein in 
complex with a ligand Q21 or (2s)-2-(Naphthalen-1-Yloxy)-N-[2-(Pyr-
idin-4-Yl)-1,3- Benzoxazol-5-Yl] Propanamide was selected for the 
binding mode confirmation of potential lead molecules [39]. 

The purpose of this exercise is to validate whether the filtered hit 
molecules bind in the target protein active site amino acid residues with 
precise orientation. The strained ’hits’ ligand were subjected to docking 
by the AutoDock Vina tool (http://vina.scripps.edu/) [40]. 

Before docking, the target protein is prepared by removing water 
molecules and polar hydrogen atoms to neutralize ionization of both 
basic and acidic amino acid residues. The MMFF force field was used for 
the energy minimization of the target protein. The information about the 
active site was retrieved through literature search, PDBsum(http://www 
.ebi.ac.uk/thornton-srv/databases/cgi-bin/pdbsum/), and binding in-
teractions were generated through the LIGPLOT+ tool [41]. The active 
site was marked off as a sphere of 10 Å around the native ligand (Q21) in 
the target protein(PDB ID:4IXH). The grid box was laid down to 
50x50x50 X.Y.Z. Points. The best-docked pose of hits with higher 

Fig. 1. Schematic representation of methodology followed in this research.  
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binding-free energy compared to reference ligand and that demonstrate 
interaction with the important active site residues with requisite ge-
ometry was selected as more desirable potential lead molecules. 

2.4. Molecular dynamic simulations 

Molecular dynamic (MD) simulations were performed to evaluate 
the stability, binding interactions of the selected lead compound in the 
active site of CpIMPDH (PDB ID:4IXH). The MD simulation is a valuable 
analysis for determining the static and dynamic behavior of protein- 
ligand complex over a span of time. The MD simulation also shed light 
on the conformational, topology facet and 3D coordinate of biomolecule 
complex. 

LiGRO, a GUI-based tool, was used to prepare the setup files of the 
protein-ligand system for the MD simulations using Gromacs 5.1.5, and 
the ACPYPE tool was used to generate the topology and parameter files 
for the ligands [42–44]. The system was solvated with Tip3P water 
molecules in a cubic box such that the distance of every atom of the 
protein-ligand system with the water box edge was 2 nm. The system 
charge was neutralized with a 0.15 M concentration of NaCl. The sol-
vated system was equilibrated under N.V.T. and N.P.T. ensemble using 
modified Berendsen thermostat and Parinello-Rahman barostat at 
310.15K and 1.0 atm respectively for one ns each, followed by the 
production run of 50ns at 310.15K and 1.0 atmosphere (atm) pressure. 
SHAKE algorithm was employed on the covalent bonds with hydrogen 
atoms. Time step integration of 2 femtoseconds (fs) was applied, and the 
frames were stored every 10 picoseconds (ps). After the production run, 
trajectories were analyzed for the RMSD(Root Mean Square Deviation), 
RMSF, and hydrogen bonding profile data obtained from the MD 
simulations. 

The binding energy of the lead molecules with the protein 4IXH was 
calculated with the MMPBSA(Molecular Mechanics Poisson-Boltzmann 
Surface Area) tool of Gromacs using the last 100 frames from the 
metastable region of 45–50 nanoseconds (ns) of the MD trajectories with 
the values of solute and solvent dielectric constants set to 1 and 80, 
respectively [45]. 

A comprehensive analysis of interaction energy was performed on 
the best stable simulated complex of each protein and ligand complex. 
The average values of protein-ligand interaction energy were recorded 
in the term of the Gibbs free energy [46].  

ΔG ⇋ (EE)vander waal energy+ (EE) electrostatic energy +(EE) polar sol-
vation energy+(EE)SASA +(EE) SAV energy+ (EE) WCA energy              

Where: ΔG-binding free energy 

SASA – Solvent accessible surface area or non-polar solvation energy 

The free energy of each molecular entity was calculated as follows-  

G = Evdw + Eele + Eint + GPB + GSA-TS                                                 

Where- Evdw = Van Der Waal free energy 

Eele = Electrostatic free energy 
Eint = internal free energy 
GPB = Polar free energy 
GSA = Non-Polar free energy 
TS = Solute entropic proportion 

The binding free energy of protein-ligand complex(ΔGbind) was 
calculated as follows-  

ΔGbind = Gcomplex-Gprotein-Gligand                                                             

The Gcomplex, Gprotein, and Gligand are free energy of protein-ligand 
complex, protein, and ligand, respectively [47]. 

3. Results and discussion 

3.1. Pharmacophore model generation 

The pharmacophore models were derived from three known active 
(Q21 or (2s)-2-(Naphthalene-1-Yloxy)-N-[2-(Pyridin-4-Yl)-1,3-Benzox-
azol-5-Yl]propanamide; N09 or N-(4-Chloro-3-Methoxyphenyl)-2-(4- 
Oxochromeno[4,3-C]pyrazol-1(4h)-Yl)acetamide; C64 or N-(4-Bromo-
phenyl)-2-[2-(1,3-Thiazol-2-Yl)-1h-Benzimidazol-1-Yl]co-crystallized 
with protein structure (PDB ID:4IXH,4QJ1,3KHJ) and shown in sup-
plementary figure 1 [48]. 

The Multiple flexible alignments of input ligands generated the 
pharmacophore model, and all shared features of the input ligands are 
also considered during model generation. The Hydrogen bond donor 
(HBD), Hydrogen bond acceptor (HBA), Aromatic ring (AR), hydro-
phobic (HYD), positive ionizable (PI), negative ionizable (N.I.) features 
are chosen as essential features of the model. All the generated phar-
macophores are then compared based on scores, and total highlights 
were mapped with active, and decoys compounds, and details are shown 
in Table 1 and Fig. 2A. 

The pharmacophore, having the highest score (around 33.068) and 
covering maximum features of input ligands, was selected as a query 
pharmacophore for virtual screening. It is a six-feature pharmacophore 
having three AR, one HBD, and two HBA and shown in Fig. 2B. One of 
the aromatic features is disabled during virtual screening as the previous 
research validated that only two AR features are essential in this case 
[49]. 

A target-based and ligand-based pharmacophore feature was devel-
oped recently for C. parvum inosine 5′-monophosphate dehydrogenase 
(CpIMPDH) [50]. Their pharmacophore model has two- AR, one of the 
hydrophobic-aliphatic and hydrogen bond donors in CpIMPDH. Further, 
this allowed a conformational structure for the NAD+ binding site for 
IMPDH [51]. 

3.2. Virtual screening 

The obtained pharmacophore was then submitted to the ZINC-
Pharmer server for virtual screening to capture potential ’hit 
ligands.’The pharmacophore uploaded in mol2 format, and it was run 
with features-2AR, 1HBD, and 2HBA. Here we have disabled one of the 
AR features as it creates a steric hindrance to the other AR features. Out 
of 22,724,825 ligands molecules, virtual screening analysis returned 
9233 potential ’hit ligands’ that correctly matched with features present 
in the query pharmacophore model. These potential hits were addi-
tionally segregated based on Lipinski’s rule of 5. This filter reduces the 
number of the molecule to 8711 hits ligands or a drug like a molecule. 
Further, these molecules were virtually screened by molecular docking 
with the target protein(PDB ID:4IXH). 

3.3. Molecular docking 

The AutoDock Vina is used for molecular docking simulations. The 
filtered hit ligands (8711) docked into the active site of the C. parvum 
IMPDH (PDB ID: 4IXH) receptor protein. The literature analysis have 
shown that Glu329, Met 302,Gly303,Met308,Ala165,Tyr358,Thr221, 
Val327,Met326,Ser354,Ser169,Ser22,Gly357,Pro26, Leu25 and Val24 
are amino acid residues making contacts with ligand during catalysis 
process. Docking protocol was validated by re-docking Q21, C64, and 
N09 ligand, which are in a complex in 4IXH,3KHJ, and 4QJ1 protein, 
respectively. The docking result showed that C64, Q21, N09 ligands 
interact within the same binding pocket. All three ligands gave com-
parable binding-free energy. The docking results of selected ligands are 
shown in Table 2. In this docking simulation, receptor protein 
(CpIMPDH) side chains allowed for limited conformational flexibility, 
and flexible-ligand docking mode was selected. 

Eventually, 8711 hit ligand molecules docked onto receptor protein, 
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and ligand conformations were ranked in descending order of their 
binding free energy. The docking energy calculated by AutoDock is a 
combination of Vander Waal energy, electrostatic energy, hydrogen 
bonding energy, and desolvation energy. The docking results were 
analyzed cautiously, and the binding-free energy of all of them was 
analyzed. At this stage, the top 10% of the hit ligands, which satisfy the 
chosen criteria for docking, were chosen. These top 10% hit ligands were 
again re-docked to the same active site in triplicate times for validating 
docking calculations. This exercise strained out three lead molecules 
(ZINC9672610, ZINC16511373, and ZINC39780256). The selected lead 
molecules were found to possess high free binding energy than the 
reference ligands and have shown interaction with essential active-site 
amino acid residues. The details of selected leads, along with their 
binding orientation and binding residues, are shown in Fig. 3. Fig. 3 is 
divided into three (A, B, C) subparts which are further divided into 

Table 1 
Detailed information on generated pharmacophore models from PharmaGist Tool.  

Pharmacophore model The score of the pharmacophore model Total features of the pharmacophore model A.R. HY HBD HBA 

1 33.068 6 3 0 1 2 
2 18.371 3 2 0 1 0 
3 18.371 3 2 0 0 1 
4 18.371 3 2 0 0 1 
5 18.371 3 2 0 0 1 
6 18.371 3 2 0 0 1 
7 14.697 3 1 0 1 1 
8 14.697 3 1 0 0 2 
9 14.697 3 1 0 0 2  

Fig. 2A. The top 9 pharmacophore model of C. parvum IMPDH inhibitors generated by PharmaGist and mapping of training set compound onto the pharmacophore 
(numbers on the bottom represent their sequence as per Table 1)(Here: round meshes, feature; orange, hydrogen bond acceptor; purple, aromatic; white, hydrogen 
bond donor.). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 2B. Geometric parameter of best-selected pharmacophore model which used as a 3D query in the virtual screening process. (Here: H.B.A., hydrogen bond 
acceptor; HBD, hydrogen bond donor). 

Table 2 
Docking results were obtained from AutoDock Vina by re-docking Q21, C64, and 
N09 ligand in 4IXH (PDB id) chain B receptor protein.  

Receptor 
Protein 

Docked 
Ligand 

Interacting amino acid 
residues 

Binding energy 
(kcal/mol) 

4IXH Q21 GLY 214:HN→O3 − 9.5  

C64 SER 48: H.G. →N4 − 8.9  
GLY212: O→HZ  

N09 GLY 214:HN→O2 − 9.0  
THR 221: HG1→ O1  
THR 221: HG1→ O3  
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(1,2,3,4,5) sub-subparts to show a different aspect of interaction. 

(1). The thick stick represents target protein where a thin stick rep-
resents ligand and green solid sphere represent interacting resi-
dues along with interacting atom between ligand and target.  

(2). A thick stick represents ligand, whereas a thin stick represents a 
target, and dotted green lines indicate hydrogen bond.  

(3). Ligand (red) in the binding cavity of target protein (grey).  
(4). Ligand (stick) and target protein (ribbon) secondary structure 

model complex. 
(5) Molecular surface model of the target protein and ligand dis-

playing features of the binding cavity (image generated with 
Discovery Studio Tool) 

The details of the binding free energy and the amino acid residues of 
the selected lead molecules involved in this interaction are enlisted in 

Table 3. These ligands also possess good pharmacokinetics and drug- 
likeness properties as determined through the SwissADME tool(http: 
//www.swissadme.ch/), and results are shown in Table 4 [52]. 

These molecules attained a better molecular geometry in the target 
protein’s chosen active site and simultaneously formed hydrogen 
bonding with essential amino acid residue. ZINC16511373 
ZINC39780256 and ZINC09672610, displayed binding affinity of 
− 11.2,-10.4 and − 10.2 kcal/mol, respectively. The seventh conformer, 
ZINC16511373, builds hydrogen bonds with LYS73 and Val143. The 
sixth conformer of ZINC39780256 exhibited one hydrogen bond with 
LYS73 along with hydrophobic interactions. The twelfth conformer of 
ZINC9672610 builds two hydrogen bonds with MET302 and Lys 73. The 
bond lengths of all hydrogen bonds are also in the permissible range. The 
binding pose of ZINC09672610, ZINC16511373, and ZINC39780256 
also displayed geometrical symmetry with the query Pharmacophore. In 
chemical word, the ZINC39780256, is known as [3R]-3-[C3S]-2-2acetyl- 
3-[(2-quinonyl)-3,4-dihydropyrazol-5-yl]-4-phenyl-3H-quinolin-2-one. 
It is a derivative of quinoline. The ZINC09672610 (2-[-[{4-(3,4-dime-
thylphenyl)-5-(4-pyridyl)-1,2,4-triazole-3-yl}sulfanyl]acetyl]-3-methyl 
is chemically a triazole derivative .The ZINC16511373 is named as 1- 
[(3)-[2-[(2,4-dinitro-1-naphthyl)amino]phenyl]iminomethyl]naph-
thalen-2-ol. 

3.4. Molecular dynamic simulation 

The structural conduct and pliability of receptor CpIMPDH 
(PDB:4IXH) docked with reference ligand, and selected ligands were 
examined in terms of binding free energy and hydrogen bond profile 
analysis. The free energy of binding scores and plot is shown in Fig. 4 
and Fig. 5, respectively. The ZINC16511373 ligand showed the highest 
free energy of binding (− 120.002 kJ/mol) with the target protein 4IXH, 
followed by ZINC3980256 (− 118.651 kJ/mol) and ZINC9672610 
(-103.920 kJ/mol). The hydrophobic (van der waal) interactions were 
more dominant than the electrostatic interactions in all three cases. The 
ZINC16511373 ligand formed up to 5 hydrogen bonds with receptor 
(4IXH) protein while ZINC3980256 and ZINC9672610 formed up to 2 
and 9 hydrogen bonds, respectively, with the receptor(4IXH) 
throughout the trajectory (Fig. 3). 

The overall stability of the free target protein (4IXH) and ligand- 

Fig. 3. Binding orientation of ZINC9672610 (A), ZINC16511373 (B) and ZINC39780256 (C) hit within the pocket of 4IXH (PDB ID) receptor protein (different 
poses). Images were generated with the help of AutoDock Tool. 

Table 3 
Statistical docking result of three best ligands with 4IXH (PDB ID) protein 
showing interacting residue, bond length, and binding energy.  

ZINC ID 2D structure Interacting 
residue(s) 

Bond 
length 
(Å) 

Binding 
Energy 
(Kcal/ 
mol) 

ZINC16511373 
7th 
conformer 

LYS 73B: 
HZ1→O35 
VAL 143B: 
HN→ O34 

2.083 
2.18 

− 11.2   

ZINC39780256 
6th 
conformer 

L.Y.S. 73B: 
HZ→O35 

1.840 − 10.4 

MET 302B: 
HN →O34 

2.113 

ZINC9672610 
12th 
conformer 

LYS73B: 
HZ1→N28 

2.245 − 10.2 

MET 302B: 
HN→N30 

2.242  
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complexed target protein was monitored based on the RMSD values, as 
shown in Fig. 6. Compared with the free target protein (4IXH), all the 
ligand-4IXH complexes followed different conformational changes in 
the beginning and middle of the trajectories. Finally, they attained the 
metastable state after 35ns interval, pertaining to the fact that the 
docked ligands stabilized themselves in the active site pocket in the later 
part of the trajectory, which is also demonstrated by the RMSF values in 
Fig. 7, where the RMSF values of the lead molecules complexed protein 
residues were significantly lower than the free target (4IXH) protein. 
Hence the binding of the lead molecules stabilized the target protein 
(4IXH). 

The stability of ligands is further accessed by calculating the inhi-
bition constant (ki) value using the binding free energy. The Ki value is 
calculated as follows-  

ΔG = -RTIn Ki                                                                                     

ΔG-Gibbs free energy, R-universal gas constant, T-temperature 
The Ki values of complex1 (4IXH-ZINC09672610), Complex 2 (4IXH- 

16511373) and complex 3 (4IXH-39780256) are 3.082 × 10− 9nM,6.17 
× 10− 12nM and 1.19 × 10− 2 nM respectively. All these values are in an 
acceptable range when compared with reference ligands. 

4. Conclusion 

Even after the enormous public health consequences laid by cryp-
tosporidiosis, there is a gap among disease and effective medications. 
The gap became more widens due to the COVID-19 pandemic. 

There is almost no part of the globe that will remain unaffected by 
the COVID-19 pandemic in terms of health care crisis or a resulting 
financial recession. Awareness is increasing the short-term and long- 
term impacts of COVID-19 on drug development, clinical research, 
and other related areas. To address this problem, we developed a 
comprehensive screening workflow for the selection of CpIMPDH in-
hibitors. In this study, a 3D pharmacophore model was generated from 
the known structurally diverse inhibitor using the PharmaGist tool. The 
pharmacophore model having the highest score along with the 
maximum number of features was chosen. The pharmacophore model 
consists of three AR, one HBD, and two HBA features and is used as a 3D 
query for the virtual scanning of the ZINC purchasable drug database. By 
placing distinct filters, the database suppressed to a total of 8711 mol-
ecules or ’hits.’ These hits were subjected to docking to the active site of 
C. parvum IMPDH (PDB ID: 4IXH) receptor protein by AutoDock Vina to 
explore the binding stability and conformation. The ’hits’ were sorted 

Table 4 
Pharmacokinetics and drug-likeness properties of three best ligands generated from SwissADME tool. . 

Fig. 4. The binding energy graph of the ligand-protein complex.  

Fig. 5. The polt of hydrogen bond formed by the lead molecules (ZINC16511373, ZINC39780256, ZINC9672610) with target protein (PDB ID:4IXH) throughout 50 
ns time scale. 
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out on the basis of their interaction with active-site residues as well as on 
the basis of binding energy affinity. The ZINC09672610, ZIN-
C16511373and ZINC39780256 ligand has satisfied all criteria and 
fetched out from the ZINC database as a lead molecule. These three lead 
molecules were also passed the pharmacokinetics and drug-likeness 
filter. The MD simulation analysis of these three lead molecules was 
performed to validate the binding stability in the target protein. The 
hydrogen bond interaction profile, RMSD, and RMSF analysis of free and 
lead-protein complex are reinforcing the docking analysis. The 

inhibition constant (Ki) values of these lead molecules were also 
analyzed and found satisfactory. It was observed that ZINC39780256, a 
quinolin derivative is having a basic structure similar to a recently 
discovered inhibitor of CpIMPDH [18]. The ZINC09672610 is a member 
of triazole family. The triazole derivative is extensively studied for its 
antibacterial, antifungal, anticancer, antiviral, and anti-inflammatory 
behavior [53]. The ZINC16511373 is a new heterocyclic compound 
that has hitherto not been analyzed in the scientific text as a CpIMPDH 
inhibitor. These lead molecules might provide guidelines in designing 

Fig. 6. The RMSD graph depicting the behavior of free target (4IXH) protein and ligand-complexed protein over a 50 ns timescale.  

Fig. 7. The RMSF plot of the free target protein (4IXH) and ligand-complexed protein.  
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novel anti-cryptosporidial drugs for treating Cryptosporidium infections 
in children and adults. In the Future, in vivo studies will be performed to 
further validate the inhibitory potential of these novel molecules against 
CpIMPDH. 

The main potential limitation of the present study is that the in-silico 
model of research. 
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Abstract: In the language transmission, a person shares different ways of own 
lexicons to others and each one is able to reproduce new lexicons through the 
old ones. Our objective is to explore how lexicons can be modified  
in synchronic or diachronic scenarios during the interaction of two different 
languages (L1 or L2) community agents. In this research, a new model has 
been proposed within language competition game strategy using bilingual 
agents. The outcome of shared lexicons in the synchronic scenario is that 
massive codes of second-language are affected and propagated into future 
generation successfully. Initially, we take matured agents who are stimulated 
by iterated learning model (ILM) and equipped with own grammar rules.  
Using Levenshtein Distance, these agents modify own old lexicons and 
generate new ones for the next generation. This game strategy is restricted to 
synchronic only and found that second language always wins this game. 
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1 Introduction 

Humans communicate through speech or writing; they always use entities like phrases, 
sentences and structured collection of words. How human languages are emerged and 
evolved, is a fundamental question in the social and cognitive sciences. Human language 
shows many unique features such as semantic structure, open mindedness, and 
compositionality that are unmatched elsewhere in other forms of communication. The 
languages of other species have a limited lexicon, linguistic pattern-learning (Saffran  
et al., 2008), and basic syntactic structure (Karl and Frisch, 1967) and no other species 
has linguistic behaviour as complex and diverse as that of human language behaviour 
(Boysen et al., 1980; Chomsky, 1965). Everyone believes that the internal and external 
representation of language is inseparably connected with and part of the human language 
development process. However, there is a lack of historical data for the analysis of 
natural language evolution. The development of human language is a largely unobserved 
temporal event. It means, we can say that these are not various phases of language 
development. With the help of experiments, researchers have studied and concluded how 
children acquire languages, explore how languages could have originated and exactly 
what the process acquire by child for language development. We can observe three 
following stages of language development as below. 

Origin: In this phase, we study how organisms came under communication and the tools 
for creation and acquisition of existing language. 

Emergence: An individual already possesses the general or specific mechanisms to 
acquire any language. It also includes the development of a shared lexicon among a 
population. A lexicon represents a systematic mapping between signals and meanings. 
The signals must be distinguishable from one another. We assume meanings are mental 
entities of an individual that they want to convey to another individual with the help of 
some representational medium that we call language. Signals are strings of symbols and 
its mapping with meanings is completely arbitrary. 

Evolution: Here we study how language evolves over time. This is the study of 
emergence with properties of language such as grammar composition, syntax based 
structure, word order and their subsequent evolution. 

In this paper, a new model has been proposed by using bilingual agents within a game 
strategy to explore the concept of language modernisation. The work is based upon a 
strategy of language-competition game, which has been played among bilingual agents 
during communication phase. The outcome of this work will suggest that if lexicons are 
being used in the synchronic environment, massive second-language’s codes are affected 
and propagated into next generation for successful communication. 

The rest of the paper is organised as follows: – In the following section, we have 
introduced a short overview of Language development. Then bilingualism with 
acquisition and role of this terminology over population is explained. Section 3 gives a 
careful literature review of previous related works on the basis of monolingual and 
bilingual developmental. Section 4 presents the problem in existing works and proposes a 
new model by using bilingual agents within a game strategy. Section 5 provides the 
implementation details of the proposed work with algorithms over bilingual acquisition in  
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synchronic environment that uses the concept of global dictionary. Section 6 discusses 
the results of our proposed work with all simulations of exposure at word and sentence 
level. Section 7 concludes the paper and gives the direction for future research. 

2 Bilingual overview 

Universally all agents (humans) express own thoughts in one language, but when we talk 
about different agents belongs from different society and cultures, they express 
differently. In particular context, peoples use particular language for particular essence to 
generate an idea of bilingualism. Simply we say bilingualism is ability to use two 
languages. There is two class of bilingualism. First classification is known as 
simultaneous and another is sequential. A process of Simultaneous is to learn two 
languages at one time and sequential process is to learn one later on other language 
(Ipurange, 2015). 

2.1 Acquisition of bilingual language 

Language acquisition is a process by which human learn, how to use language in 
communication. Chomsky’s linguistic theory states that we are born with inherent ability 
to learn language with little guidance. Infants learn their first language, while bilingual 
learners learn how to use second language with native language. Exposure of both 
languages may be varying (Nakamura et al., 2009). True-balanced bilingualism occurs 
when individual agents are equally fluent to produce utterance which is rare (Quinonez, 
2015). 

2.2 Role of population and topology 

It has been observed that major elements like social groups, their different behaviours and 
various geographical regions are affecting language development (Dunbar, 1996). It is 
not an ideal model and every one does not concur with it. Various researchers assumed 
that no any such type of homogeneous interaction among agents at all population level. 
Nettle (1999) shows that with the help of population structure it is difficult to determine, 
whether linguistic changes will propagate in a population. Wang et al. (2002) extended 
Nettle’s work and found that there are some agents that can affect the spread of a 
linguistic variation. Magu (2007) worked on a model of “lexicon learning to multiple 
population structures” and showed that the acquisition (learning) is directly influenced by 
population structure. 

3 Previous studies over language development 

Problem of language emergence and evolution is not containing sufficient amount of 
documented data. Either languages emerged long time ago or new language did not 
emerge frequently. As previous theories stated that language-development is mostly 
found scenario in the society either monolingual or second language acquisition  
(Tria et al., 2015). Authors have given different types of recipes about language – 
acquisition by using hypothesis, robotics game, iterated schemes and its evolution. 
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3.1 Monolingual development 

Steels (2000) published a paper ‘Language as a complex system’, a simulation scheme 
used with robotics agents. In this model, robotic agents mounted over cameras, negotiate 
a virtual world where objects had different features. Initially agents had no semantic 
knowledge. However, they were gifted with memory to store lexicons. Agents were also 
gifted with sensors that can transmit value of different attributes for any object perceived. 
A game of discrimination is played between two agents. Agent participated in interaction 
to identify an object with guess. Speaker agent selects one object and tries to differentiate 
it from given scene. Aizenberg (2003) discussed over dynamics of language death. They 
found that scopes of various languages depend on one fixed alarming rate and this rate is 
directly proportionate to as adopted by current generation. They developed a model of 
language competition which explained the survival nature of historical languages like 
Scotish, Welsh and Roman etc. Results are collected from highly connected population 
with no spatial or social structure. Their practical implementation had been performed 
over 42 regions of different land regions like Peru, Scottland and Ireland etc. 

Minett and Wang (2008) proposed an extension model of monolingual speakers as 
discussed by Aizenberg et al. (2003). They presented a mathematical model about 
language competition and estimated theory of monolingual and bilingual speakers. Their 
theory was focused on two strategies; one is language maintenance and second is 
availability of educational resources for bilingual speakers. They also presented fully 
connected social structures that were jointly interconnection of neighbourhood (as 
speakers). Due to this phenomenon, they achieved success of probability of language 
maintenance. 

Kirby et al. (2003) published a paper “Iterated learning: A framework for emergence 
of language”. In this model, two computation models were described to emergence of 
language. In mathematical model, language compositional stability changes with cultural 
frames. Mostly, the stability of compositional language is equal to holistic languages, 
emergence rate with equal frequency over cultural frames. While in other cases, 
languages emergence may vary. Neural network model investigates the evolution of 
holistic communication over different environmental structures. 

3.2 Bilingual development 

Castello et al. (2008) proposed a socially equivalent language model which is agent based 
and addressed the role of bilingualism. According to agent based model, random 
selection of each agent computed the local density of language for each community in 
particular iteration. Agent changed the state of language according to probabilistic model 
whereas results in the form of probabilities reflect the shift from mono-lingualism to 
bilingualism. 

Nakamura et al. (2009) presented a framework that multi-language evolution is a self 
organising process. These creoles made a new language community. They introduced 
degree of exposure from society language to Creole community. BA Model reflected 
exposure ratio α to determine exposure of learners to speakers and their neighbours or 
parents. 

Tria et al. (2015) proposed a model to find out emergence of languages contact, 
which was easily modified to different language contact in the domain of spatial and time 
resolution. Experimental setup exposes that how language spoken by two communities 
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developed with the passage of time and results in the form of language adaptation by two 
communities. 

Uriarte and San (2012) gone towards language competition in the complex social 
structures based community. It might be the variation in fractions of speakers languages 
evolved in a definite time. They reviewed over some advancement and focused on few 
aspects. First, they have studied with shifting of two-state models to three-state models 
for bilingual speakers. Second, they have found effect of interaction in social networks 
using some real barriers. Finally, they have shown how to analyse the issue of 
bilingualism. 

Milroy and Pieter (1983) have done detailed analysis over one speaker two languages, 
which was supporting concept of bilingualism. In a large scale, they introduced 
modernisation of languages and discussed bilingualism as a second language 
development by people in society. Their complete research about bilingual speakers 
heavily focused upon basic concept of code switching and code mixing which was very 
important event occurred during acquisition of second language learning. 

Nakamura et al. (2015) presented an agent based simulation model to describe how 
language groups emerge using ILM on social networks. They focus on language group’s 
emergence with the help of exposure ratio α which is acquired by group of agents as Gi 
and infant speaks as Gp (linguistic input from his/her parents) with the proportion of 1-α. 
In order to establish a comparison between languages, Nakamura defines distance in 
languages by Levenshtein distance and established a formula between E and I-languages. 

4 Problem formulation and proposed work 

Previous study of language acquisition maximally based upon monolingual development 
and bilingualism has been implemented by using only language dynamics equation. We 
have implemented bilingualism in the form of language competition game which is 
highly abstract. 

Figure 1 Agent based iterated learning model  

 
Source: Kirby et al. (2003) 
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4.1 Existing framework 

Using an agent based iterated learning model (Kirby et al., 2003), where agents equipped 
with identical set of meanings, an internal language and induction algorithm that can 
move towards more compositional grammars. Individuals start as ‘listeners’ and become 
matured agents as ‘speakers’. According to Figure 1, in which an agent of ith generation 
receive its linguistic input from its parent of (i − 1)th generation then apply an induction 
algorithm on the learner, now learner become a speaker to provide linguistic inputs to  
(i + 1)th generation. 

4.2 Assumptions 

• All agents must be matured i.e., they must be efficient to produce utterance in own 
language. 

• Agents have only produced utterances in the form of level-1 grammar duringgame of 
language competition which is shown in Figure 2. 

• Agents are having sample of words from different categories as Table 1. For L1 
community noun and predicate phrases are as [eat, take, give, like, go] and[ram, pen, 
apple] and for L2 community noun and predicate phrases are as[Khana, Dena, Lena, 
Pasand, Jana] and [Ram, Kalam, Seb]. 

Figure 2 Level-1 grammar for language L1 and L2 

 

Table 1 Word used in simulation for two different languages L1 and L2 

Predicate Language L1 Language L2 

Verb ev1, ev2, ev3, ev4, ev5 hv1, hv2, hv3, hv4, hv5 

Noun en1, en2, en3, en4, en5 hn1, hn2, hn3, hn4, hn5 

4.3 Concept of universal dictionary 

Any real world object can be defined in terms of its colour, shape, length, height and size 
etc. In our model, dictionary is collection of such type of definition which has been used 
for conveying meaning (or code) among agents of different language communities during 
communication. for example: ‘apple’ is a real world object and in most of cases it can be 
defined using its shape or colour as Figure 3. In our model, dictionary has been used as 
following: {‘A’: <apple, seb>, ‘M’ : <mango, aam>, ‘E’ : <eat, khana>, ‘G’ : <go, jana>, 
‘Rm’ : <ram, Ram>}. 
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Figure 3 Meaning of ‘apple’ used in dictionary 

 

4.4 Proposed framework 

a All speaker and learner agents will select a random meaning from predefined set. 

b After that, agents of different language’s groups will generate own 
utterance/meaning space during learning. (In previous model, only meanings of one 
language could be generated from predefined set). 

c On the basis of diachronic scenario, agents will learn grammar from own previous 
generation. In our model as Figure 4, due to synchronicity agents will take utterances 
and learn grammar from same generation also. 

Loop for (g) and (h) upto -k iterations: where k represents no of generation for 
acquisition 

d Agents of language L1 and L2, will expose own utterance by the procedure 
Language_exposure() and update own random meaning space. 

e Using Grammar_exposure(), agents of language L1 and L2 will update their rules 
during acquisition of language L1 and L2 respectively. 

f After k iterations, results will gain in terms of updating utterance/meaning space and 
grammar rules, which will be performed by induction_method(). If so, count the 
exposure ratio which will reflect bilingual acquisition. 

g In extended induction method, code-switching and code-mixing will update the 
level-1 acquisition (Figure 2) only. 

h Finally, matured agents have an ability to express language L1 and L2 after 
stabilisation of grammar G1 and G2. 

5 Implementation of proposed framework 

We describe the experimental setup and the learning model for bilingualism we used in 
this paper. We seek to extend the major role of induction used in iterated learning model 
proposed by Kirby to realistic model of bilingual community. We have perform 
experiments with multiple agents who randomly communicate within synchronic 
environment. 
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Figure 4 Proposed framework of bilingual acquisition using linguistic transmission  
(see online version for colours) 

 

5.1 Process with concept of dictionary 

Our model assume that mature agents are participating in communication who are fully 
equipped with own meaning space and grammar rules. When these agents try to 
communicate to each other, their intentions towards understand about meaning (or code) 
of produced utterances during communication as following procedure of 
produce_utterance_speaker() and listener_B(). 

According to Algorithm 1, speaker agent takes part in communication first with 
produces any random utterance from own sample and transfer to listener. Now listener 
agent process this utterance and use concept of dictionary as an Algorithm 2 for 
listener_B(). 



   

 

   

   
 

   

   

 

   

   370 R. Kumar and S. Dubey    
 

    
 

   

   
 

   

   

 

   

       
 

 

 

According to procedure of listener_B(), listener agent gets utterance by speaker agent and 
processes over dictionary. Finally listener agent updates own sample against produced 
utterance by speaker agent and able to produce utterances to agent of other language- 
community. 

5.2 Exposure of word switching 

In the word level exposure, there are two methods involve for acquisition. As studies 
found, concept of code mixing and code switching which are to be help for bilingual 
acquisition. In our model, we have used this concept as word mixing and word switching. 
According to monolingual scenario, agents are equipped with one language–meaning 
space but these agents when come into another language community. They suddenly 
acquire new words and map them in own meaning spaces. Process of mapping  
in various agents may be differing. Agents who mapped words and store them  
into own meaning space can produce utterance in form of borrowing (word-switching) as 
Figure 5. 
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Figure 5 Exposure of utterance at word level by switching 

 

For example: an Agent A of L1 community has meaning space [apple, mango] and 
communicate to agent B of L2 community who has meaning space [seb, aam]. Now both 
agents come into conversation and agent B produce seb. Agent A does process of 
mapping and after completion of mapping process, B updates own meaning space by 
using process of word-switching as Figure 5. 

5.3 Exposure of word mixing 

Very often the language utterance code/expression is used in the form of code mixing. 
According to Ayeomoni (2006), “code mixing is assembly of various linguistic units such 
as affixes, words, phrases and clauses from a cooperative activity where the participants, 
in order to infer what is intended, must reconcile what they hear with what they 
understand”. Our model describes code (word) mixing by Figure 6 where initially global 
words are represented as expression or object definition. [A, B, C, D,...Z], which will 
same for both language community. 

5.4 Sentence generation using proposed model by agents of two different 
language communities 

As our model, in which agents of different language communities are act like a matured 
agents that means they are fully equipped with own grammar rules (affected by Kirby’s 
induction algorithm model) and own updated word spaces with global world (dictionary) 
coding syntax. For bilingualism, agents of two different communities may be contact to  
each other and learning will be achieved according the rules of fix meaning from 
different utterances by using word mixing or switching. Learning will be reflected by 
updating their old meaning space to new one. This rule will make extension of previous 
induction mechanism for learning two languages. 
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Figure 6 Exposure of utterance at word level by mixing 

 

For example: Initial grammar for both agents of different language communities is as. 

For language L1: Grammar of level- 1 is eat (ram, apple) → R eat A 

For language L2: Grammar of level- 1 is Khana (Ram, Seb) → R S Khana. 

Now Speaker agent of L1 community started to expose own grammar in terms of 
utterances via some random sentences to listener agent of L2 community. After some 
repetitions of above utterances grammar rules can be updated and set by following rule 
where updated grammar is as. 

For Agent L1: S/V (N0, N1) → (N0/R → N0) eat (N1/A → Seb) 

For Agent L2: S/V (N0, N1) → (N0/R → N0) (N1/A → apple) Khana 
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According to above sample examples, agents are able to generate sentences (exposure of 
utterances) using word mixing and switching using own grammar (set of rules exposed 
by Kirby et al. (2003) ILM model). In an Algorithm 3, we have first used speaker-agent’s 
utterance (of level-1 grammar) of L1 community, after that agent of L2 community will 
be try to produce utterances for stabilising communication using Algorithm 4. We have 
used some additional module for sentence generation like nltk.word_tokenize() which 
will help to identify words category like noun(subject), verb and noun(object) participate. 
Next procedure used by listener agent of another language community which has first 
argument is Speaker_A_utterance and second argument is global_dictionory. 

In this procedure (Algorithm 4), any listener agent has called two important 
arguments speaker utterance and global dictionary. Listener agent are also equipped with 
own noun and verb sample. As agent get utterance from speaker, first split the sentence 
and then categorise it according to own noun and verb predicates. 

Process of sentence generation is repeatedly applied until fixed numbers of 
generations are available. During this scenario, agent checks that appearing word is noun 
predicate or verb predicate. If found word is Noun predicate then insert it at initial 
position (if agent belongs to L2 community, otherwise insert it at last position (for object 
predicates). 

If found word is verb predicate then insert it at last position (if agent belongs to L2 
community, otherwise insert at middle position (at first position). Procedure takes some 
random amount of time taken by listener agent which is depending on the length of 
sentences. As length of speaker utterances is increased, production of agent’s utterance is 
slow. 
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The whole procedure has been implemented for bilingual acquisition in synchronic 
scenario between speaker of L2 community and listener of L1 community. 

6 Results and discussion 

In order to estimate the strength and effectiveness of the proposed bilingual acquisition in 
synchronic environment a careful performance evaluation has been carried out on a self-
designed dataset. Results of this implementation has been categorised into sub sections. 

6.1 Language competition at word level 

The above bilingual acquisition simulated at word level language Competition shows 
how agent of L2 community affects the bilingualism when agent of L1 community give 
an utterance of its own language to L2 community agents. The knowledge samples of 
Agent A are [eat, apple, mango, ram] and agent A will produce random utterance eat to 
agent B. 

 

 

Learner agents are trying to acquire knowledge during acquisition for stabilising its own 
samples (or knowledge-base) using synchronic communication. 

According to the graph in Figure 7, L2 community agent has produced most suitable 
utterance after acquisition of string ‘eat’ against “Khana”. It was clearly seen that in the 
graph no other utterances (like tea, at, e, ae, ta, eta and t) touched Levenstine Distance 0 
(as mentioned in vertical axis) except string “eat”. 

Agents are facing situation of random picking of utterance among two different 
utterances of same meaning. Following Figure 8 are showing this interesting situation at 
word levels and results are being found in experiment that probability of unsuccessful 
exposure of string (eat) is 0.46 (12/26) and probability of successful exposure is 0.50 
(13/26 It has been also found that lesser the length of the produced string more accurate 
the results on Bilingualism. 
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Figure 7 Exposure by Learner agent of L2 community from sample (eat,Khana) 

 

Figure 8 Language competition at word level by learner agent of L1 community 

 

6.2 Language competition at sentence level 

Sentences are learned by our own grammar rules as specified in our result set i.e., for L1 
(subject, verb, object) or for L2 (subject, object, verb). These rules are implemented in 
our simulation that includes conditional clauses and had executed within loop of certain 
generation. In our scenario, Agent A (of L1 community) who is equipped with own 
grammar rule < S, V, O > produces some random utterances in terms of random choice of 
word from own samples and agent B (of L2 community and equipped with grammar of < 
S, O, V > produces following results as below. 
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Figure 9 Sentence level language competition by learner agent of L1 community 

 



   

 

   

   
 

   

   

 

   

    Simulation of language competition by bilingual agents 377    
 

    
 

   

   
 

   

   

 

   

       
 

Learner agent tried to acquire stabilisation at exposure of sentence level. Agent keeps 
own grammar rule and updated samples so that agent create successful setup of 
communication. As following Figure 9, sample sentence produce by agent of L1 
community is < Ram eat apple >, but it can produce different samples for stabilising 
communication with agent of L2 community using word switching procedure. 

7 Conclusions and future work 

In this paper, a model has been proposed for bilingual acquisition in synchronic 
environment and the proposed algorithm is applied to the environment that shows that 
second language (L2) always wins the race of assumed language competition game. 
Matured-agents of two different language communities join in synchronic scenario and 
interact with each other to learn and acquire utterances of each other. The resulting cross 
utterances may lead to modified language as well as new utterances. Our research work 
predicts the possibility of second language acquisition in synchronic environment. 

In future, we plan to extend this work for generating multi-level and nested sentence 
resulting it to become a more realistic model of bilingual (second language) acquisition. 
This particular area of research in perplexing field of Natural language processing may be 
used for development of cross compilers. The compilers based on this work may even 
support more than one language at a time. 
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ABSTRACT

Surfactants are having a great role in world chemical industries majorly used in laundry detergents,
household, and personal care products along with pharmaceuticals. Apart from this surfactants
have special use in the pulp and paper industry for the deinking process that makes new paper
from the old paper. Generally, anionic synthetic surfactants are using for this purpose. As the
synthetic surfactants are non-biodegradable and non-eco-friendly, this study was conducted by
replacing these surfactants with the rhamnolipid biosurfactant, which was manufactured in the
laboratory with the help of Pseudomonas aeruginosa MTCC 424 using residual oil from vegetable
oil processing industry. After manufacturing the new hand sheet, the brightness % and the ash
content were checked. The brightness efficiency and ash content were found 58 percent and 8.97
percent, respectively. The optimum concentration of the crude rhamnolipid biosurfactant of
concentration 0.9 g/L was used 0.12 percent at pH 9.

KEY WORDS : Rhamnolipid biosurfactant, Pseudomonas aeruginosa, Brightness efficiency,
Ash content, Pulp consistency

INTRODUCTION

Surfactants have a vital role in the field of chemical
technology. These have major applications in the
field of agriculture such as pesticides, herbicides,
insecticides, sanitizers, spermicides (nonoxynol-9),
and fungicides. Surfactants also have versatile
applications in food processing, pharmaceutical, oil,
and paint and as well as for industrial and home
cleaning solutions (Borchardt, 2003; Bruhn, 2009).
These also include applications as emulsifiers,
foaming agents or wetting agents for lowering
surface tension and interfacial tension. Surfactants
are widely used for cleaning, dispersing
agents, soaps, adhesives, various detergents, wax
related products, paints, softeners, emulsifiers, inks,
anti-fogging agents, fabric washing, anti-foaming
agent, etc. These also have major applications for
personal care and household products like
shampoos, shower gel, hair conditioner, and
toothpaste, etc (Miranda et al., 2010). For industrial

or household safety, surfactants play a vital role
such as fire fighting agents and in pipelines as liquid
drag-reducing agents. In oil exploration wells, alkali
surfactant polymers are used to mobilize
oil. Surfactants are also used in plastic industries
as plasticizer for making nanocellulose, ferrofluids,
and leak detectors. In the current research,
surfactants are used with quantum dots for
identifying the electrical properties and reactions on
their surface which is required for the growth and
assembly of dots. Therefore, the mechanism of
surfactant arrangement on the quantum dots surface
and deinking of recycled papers is required to
understand the process. Previously synthetic
surfactants are in a wide range application due to
their low cost and they can be easy to synthesize the
synthetic surfactants in the industries. If the
biodegradability of synthetic surfactants is
considered, it harms the environment and human
health as well. Therefore, with the help of
biosurfactants we overcome this problem of
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environmental issues as well as toxicity towards
living organism. In this study we conclude the wide
application of biosurfactnat for the deinking of old
used papers for recycling as well as for
environmental issues related to the paper industry
(Allix et al., 2010; Wasserman et al., 1965). Generally
inkjets and flexographic water-based inks are
difficult to deink. A column flotation cell is designed
for the deinking of used paper without the addition
of an agitator (Chaiarrekij et al., 2001). The
formulated design method is capable of significant
savings of electrical energy, capital costs, and
maintenance costs which ultimately benefits the
environment.

Cellulose is used in place of conventional
chemicals for deinking of old used papers (Pelach et
al., 2003). In enzymatic treatments the enzyme
efficacy is improved with particular consistency and
repulping time which is analyzed with shear factor.
The office recovered papers were recycled for
removing the ink using biological deinking
technology with cellulase and resinase enzymes
(Viesturs et al., 1999). The enzyme treatment with
acidic pH reduces the ink particle size and enhances
ink removal effectiveness as compared to alkaline
pH. The addition of hydrocarbon oil surfactant
eliminates the darkness of pulp and improves the
cleanliness of paper. The mechanism of cellulase
enzyme for removing the ink particles using
biodeinking technology is explicitly explained (Vyas
et al., 2003; Lee et al. 2007). The Anionic surfactants
are generally using for removing the black toner ink
from laser-printed paper nowadays. The foam is
generated due to the addition of surfactants which
tend to decrease surface tension. The efficacy of
deinking affects with flotation time, pH and,
quantity of fatty acid soap. The problem continues
with association of pigments, inks and other paper
grade quality. As per the literature of recycling, the
surfactants are broadly classified into three stages
(Abraha et al., 2019; Allix et al. 2008;  Zhao et al.,
2004). In the first stage, the ink particles are
detached from fiber which is dispersed in the
system and restricts them to re-deposit on the
further deinking process. For the second stage, the
ink particles are agglomerated with the case of the
surfactant. In this stage, hydrophobicity plays an
important role which later absorbs on paper fiber.
The surface of fiber is changed from hydrophilic to
more hydrophobic. In the third stage the
hydrophobic end is attached to the surface during
the processing of the flotation stage for achieving

the higher yield. Current research emphasizes
simple, cheap, biodegradable, and effective
recycling of used paper.

MATERIALS AND METHODS

Materials

e  The following conventional chemicals were used
in this study.

i. Lemon Juice
ii. Baking Soda(1N)

iii. Sodium silicate
iv. Crude rhamnolipid Surfactant
v. C.B.S.X.

vi. Polyethylene Glycol

Methods

The pulping is the first stage of deinking process in
which the printed used papers were dispersed in
water to release ink and fiber particles. In this
research, the conventional process was replaced by
the natural process for releasing the ink. The natural
lemon juice and baking soda were used in place of
toxic chemicals like hydrogen peroxide and crude
rhamnolipid biosurfactant was used in place of
synthetic surfactant.

Making the oven-dried pulp:

For making the pulp following materials were used
25 % old magazine papers (Cricket Samrat)
25% used newspapers (Times of India)
25% used handwritten copies by students

(Classmate brand)
25 % recovered computer printout
For the process of this research, all the materials

were well crushed and then soaked overnight in the
bucket of distilled water for proper disintegration.
Samsung mixer (501 - 750 watts) was used for
disintegrating the particles. Then these particles
were passed through the centrifuge for dewatering
and dewatered material again well mixed into very
fine pulp which was dried at room temperature. For
the determination of air-dried pulp, consistency of
the pulp was calculated using 250g oven-dried
pulp. Pulp consistency is expressed as percentage
which is defined as follows:

Dry weight of pulp fibers
Weight of the suspension

As the pulping consistency increases, the
deinking efficiency decreases. For1-2% of the pulp
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consistency, the maximum efficacy of deinking was
observed.

To find the consistency, a small amount of air-
dried pulp is taken, weighed (X) and mixed with
water in a small beaker, and suction filtered through
a previously weighed filter paper (F). The weighed
filter paper with the filtrate was dried in a rapid
drier and again weighed (Y).

Consistency (C) =  100

Weight of air-dried pulp needed to get 250

g oven dried pulp =    

PULPING

For calculating 250g oven dried pulp, the weight of
air dried pulp was required. Water was added in 90
percent of the total weight of the pulp. In every set
of experiments, the amount of water and the weight
of pulp were varied according to the batch of raw
material or recovered paper used. The oven-dried
pulp was assorted properly with sufficient amount
of water and kept in a water bath at 60 °C for 30
minutes. After this time, the chemicals were added
to the pulp and the pH was measured. Then the
mixture was kept in a water bath for another 30
minutes and the resultant pH was measured after
one hour at 60 °C.

Floatation: After pulping, the pulp was diluted to
1% consistency to achieve higher microfilament
yield and pulp was further transferred to a flotation
machine, which could be a mechanical flotation cell
or a flotation column. Laboratory flotation cell (as
per developed in the lab Fig.1.) was used for the
current study to achieve higher consistency.

furnace.

Making the brightness sheet

The brightness of the initial pulp, the pulp after
pulping, and deinked pulp could be found out by
making the brightness sheet/ hand sheets of the
respective pulp. The Technical Association of the
Pulp and Paper Industry (TAPPI), TAPPI Test
Method T218om91 (Buchner Funnel Procedure)
provided the technique by which the hardness
sheets were prepared.

RESULTS AND DISCUSSION

The current study was performed to achieve better
deinking of used paper as well as to achieve higher
consistency in the floatation phase. The effect of
water based ink for different values of pH is given
in Table 1.

Table 1: Effect of pH on removal of ink
The alkaline medium generates dark colored

froth (Fig.  2a),whereas the acidic medium generates
lighter color froth (Fig. 2b). The study establishes the
fact that alkaline medium has the ability to
agglomerate the ink particles while medium forces
ink particles to disperse. The color difference is
monitored for the pH values of 6 and 10 which are
acidic and alkaline regions respectively.

Fig. 1. Floatation cell

After flotation the froth was scraped off and the
distilled water was used for washing of deinked
pulp. The deinked pulp was dried and for testing it
was converted to hand sheets from the pulp. The
brightness was measured using brightness tester
(Model PCE-WNM 100) made by PCE instruments
and ash content was calculated through Muffle

Fig. 2(a) and Fig. 2(b) show the agglomerated ink particles
after flotation by application of alkaline and
acidic medium, respectively. The difference in
the colors of two froths is visible.

Various important surface characteristics has
been shown by the FTIR spectra of rhamnolipid
biosurfactant treated pulp. The rhamnolipid treated
pulp is in good agreement with the previous
studied literature. The –OH stretching
corresponding to hydrogen bonding is depicted by
the band at 3477.92 cm-1. The streaching can be
attributed to increase cellulase content of the pulp.
The band at 3041.24 cm-1 corresponds to asymmetric
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–CH vibrations of CH, CH2, CH3. The band at
1752.81 cm-1 was assigned to vibrations of C = O
stretching in ester, COOH, -C= O indicating the
enrichment of spent lignin in functional groups after
rhamnolipid treatment .  This variation can be due
to the aliphatic chain degradation. The band at
1646.12 cm-1 can be attributed to C=O stretching of
carbonyl groups, due to bio surfactant action on
aromatic ring of lignin. The sharp band at 1504.01
cm-1 can be attributed to –CH3 stretching combined
with skeletal aromatic vibrations with deformation
in the plane, which shows that some O–CH3 has
been removed during rhamnolipid treatment. The
band at 1383.77 cm-1 has been assigned to C–H
aliphatic stretching in phen–OH and CH3.
Appearance of band at 1004.59 can be attributed to
syringyl groups degradation.

Distribution of detached ink before floatation is
presented in Fig 4.a the diameter of the ink was
measured by using dot analyzer (Beta Breye Braille
Dot Print Ananyzer by Beta Screen Corporation).
Majority o the detached ink has been reported less
than 10 m. With the decrement in the ink diameter,

there observed a rapid increase in number of ink.
Furthermore, the Fig. 4.b suggests that number of
inks lesser than 3 m might be larger than the
reported value. If the growth of bubble goes along
with surfacing, the ink removal might get effected.
So, the distribution of bubbles starting from the
lower position to upper position was measure. It
was observed that in pulp slurry, same even
distribution at upper and lower position and less
growth of bubbles was occurred. The result might
be attributed to the retardation of bubble growth in
presence of pulp.

Fig 3. FTIR spectra of Rhamnolipid Biosurfactant treated
pulp

Fig. 4(a). Size distribution of detached ink before
floatation; (b) distribution of bubbles at different
positions in pulp slurry

Table 2. Ink removal results using various Deinking solution at different times

Ink removal

Deinking solution 20 min 40 min 60 min 80 min 100 min >120 min

Biosurfactant* (0.12%) 90% 100% 100% 100% 100% 100%
Lemon juice (0.5%) 14% 25% 35% 40% 60% 100%
Baking soda (1N) 100% 100% 100% 100% 100% 100%
Sodium silicate (0.1%) 15% 24% 36% 48% 52% 63%
C.B.S.X. (1%) 10% 12% 14% 14% 14% 14%
PEG (0.08%) 5% 7% 7% 7% 7% 7%

Fig. 5 shows the effect of rhamnolipid
concentration and brightness percent on the
flotation process. Deinking efficiency increases with
increasing concentration up to 0.9 g/l. The
brightness was 58 using 0.9 g/l of crude
rhamnolipid. Since the anionic species of surfactants
and the ink particles form a micelle which has the
same polarity. The negatively charged particles are
strongly favored as compared to alkaline pH range
particles by the flotation process. The two adjacent
surfaces are interconnected through the bridging
mechanism in which the calcium is predominant. As
a result, there is a strong bonding between surface
functional groups and carboxyl groups which exist
on ink particles and collector, respectively. Higher
surfactant concentration reduces the floatability but
increase the collision frequency. This effect can also



S254 MISHRA AND TRIVEDI

results above CMC for the biosurfactant.
Rhamnolipid supported the formation of admicelles
on carbon black as well as paper which indicates the
carboxylate group and carbon surface strongly
interacted. With the help of this phenomenon we
resulted in the wider application of soaps in
flotation deinking operations.

in the environment. Table 3 shows the effect of
deinking for different pH values in the solutions.

Measurement of brightness (%) ISO

As brightness is the prime indicator of the Deinking
efficiency. The brightness pads (Fig. 6 and 7) made
both from the deinked pulp treated with synthetic
surfactant and from the deinked pulp samples
treated with crude rhamnolipid biosurfactant were
compared for optical property, in order to evaluate
the influence of biosurfactants on the deinking of
old used papers. The pulp brightness (%) is
measured on an ISO brightness color tester
according to the TAPPI (Technical Association of
Pulp and Paper Industry) standard T452 om 87.
Pulp brightness (ISO) is defined as follows:

Radiance of wavelength 457 nm of a paper specimenn
Perfect refelcting diffuser

Magnesium oxide is taken as a perfect reflecting
diffuser. Before taking the brightness, one filter
paper is peeled off from one side of the brightness
sheet. The percentage of brightness is also referred
to as brightness index (BI). The brightness is
measured with Elrepho’ Photo-electric reflectance
photometer. At different places of the sheet
prepared, the brightness is measured and the values
are calculated as the mean of all (TAPPIT 452 om
92). The digital value presented the percentage
value of the brightness of the sheet prepared. Table
4 shows the brightness and dirt count for different
deinking agents.

Table 3. Effect of deinking for different pH values in the solutions

Deinking solutions pH Observations

Surfactant* 6.3 Good for deinking but No. agglomeration
Lemon Juice 3 Good for deinking but No. agglomeration
Baking Soda (IN) 11 Good for deinking but No. agglomeration
Sodium silicate 9 Good for deinking but No. agglomeration
C.B.S.X. & Polyethylene Glycol 2-4 No ink detachment/Good ink agglomeration

Fig. 5. Effect of Biosurfactant conc. on brightness of the
floating product.

Table 2 shows the percentage removal of ink with
different time duration for different deinking
solutions. The area covered with alkaline agents is
immediately cleaned in alkaline medium by adding
the drop of surfactant. Crude Rhamnolipid
biosurfactant produced by Pseudomonas aeruginosa is
used for this purpose. Acidic agents had lower
removal of water-based ink. This research studied
the sustainable application of biosurfactant on the
recycling of paper during the deinking process.

In the current study we observed the effect of
biosurfactant on the removal of ink from pulp.
Biosurfactnt having a pH of 6.3 is used which is
found to be best. It is observed that Acidic solutions
showed poor deinkbility as well as behaves as poor
dispersants. However, biosurfactants showed better
ability to deink from the pulp surface, but the
negative effect shows by scattering the ink particles

Fig. 6. Handsheets made
from synthetic
surfactant

Fig. 7. Handsheets made
from Rhamnolipid
Biosurfactant
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Fig. 8. shows the effect of the consistency of paper
pulp with biosurfactants in the stage of pulping. A
brightness of 58% was obtained with 0.9 g/L of
rhamnolipid biosurfactants. The brightness is
almost constant with pulping consistency up to 2%
and then decreased.

Fig. 9. shows the effect of biosurfactant
concentration and pH on the brightness of paper
pulp. The higher brightness is achieved by with
increasing the concentration of biosurfactant. The
maximum brightness is obtained at 0.9 g/L for
crude rhamnolipid biosurfactant. The brightness
increases with increasing pH up to 9, which means
a higher alkaline medium is to be maintained.
Alkalinity enables the swelling of the fibers which
results in easy removal of printing ink by the effect
of breaking the bond between fibers and print. It
also supported increasing final brightness and
hydrolysed ester groups in print particle networks.

Ash content Mesurement (%)

Ash content calculation is another very important
parameter to know deinking efficiency. Ash content
is obtained by burning the pulps in a Muffle
furnace(Make : Nabertherm, Model : L3/12)
according to TAPPI standards. Both initial and
deinked pulps in a quantity of 100 ml are taken for
this measurement. The brightness pads and
consistency sheets are prepared similarly to the
previous method. Empty and pulp containing the
weight of crucibles are measured and then put in a
desiccators. The ready consistency pads are
positioned in every crucible and kept in the furnace
for 45minutes (the set temperature for ashing was
around 600 oC). After ashing, weights of the

Table 4. Brightness (%) and dirt count (ppm) for different
deinking agents

Deinking Agent Handsheet
Brightness % Dirt Count

(ppm)

Biosurfactant* 67 50
Baking Soda (1N) 38 98
Sodium silicate 34 107
C.B.S.X. 25 227
Polyethylene Glycol 16 243

Fig. 8. Effect of Pulp Consistency on brightness.

Fig. 9. Effect of Biosurfactant conc. and pH on brightness
of 13% pulp.

Fig. 10. Effect of Biosurfactant conc. on brightness and
ash content of pulp.

crucibles are measured and the ash present is
calculated in percentage by the formula, weight of
ash/ weight of oven dried pulp×100. Fig.10.
describes the effect of biosurfactant concentration on
brightness and ash content of pulp.
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CONCLUSION

Optimization of the most efficient biosurfactant
concentration

The optimum concentration of rhamnolipid
biosurfactant produced by Pseudomonas aeruginosa
MTCC 424 preparing using residual rice bran oil as
a sole substrate for the deinking of old used papers
is found to be 0.9g/l. A decrease in the percentage of
brightness is observed with an increase in
biosurfactant concentration. The percentage of ash is
also found to be lowest when 0.9 g/l of
biosurfactant is added to the pulp before deinking.
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ABSTRACT 

The purpose of this study was to produce biosurfactant by the waste of vegetable oil (soya bean and rice bran) 
processing industries like spent bleaching earth which contains approximately 14 to 25% residual oil respectively. 
More oil % was found in the spent on rice bran so here the same was used. The spent bleaching earth is a type of 
waste solid substance which is generated as an ingredient of the cleansing and decolorization process in the edible 
oil industry. It is usually deposited in the landfills or waste dumps. Pseudomonas was selected for its nutritional and 
biochemical versatility as well as for the simplicity of the culture conditions. The process opted for the growth of 
bacteria was steam sterilization and dry heat sterilization followed by microbial culture in basal salt medium with 
residual oil. Further biosurfactant was screened by various examination methods such as surface tension 
measurement, emulsification assay E24, CTAB methylene blue assay, oil dislocation (displacement), drop collapse 
and effect of environmental factors on biosurfactant activity was studied. Rhamnolipid biosurfactant produced by 
Pseudomonasaeruginosa is determined by the formation of insoluble ion pairs with various cationic substances. 
Emulsification index (%) shows the positive result for drop collapse, oil displacement, and CTAB methylene blue 
assay. The NMR and FTIR analysis show that the concentration and purely screened Rhamnolipid product contained 
L-rhamnosyl-b-hydroxydecanoyl-b-hydroxydecanoate (RL1) and L-rhamnosyl L-rhamnosyl-bhydroxydecanoyl-b-
hydroxydecanoate (RL2). Effect of environmental factors like salt, temperature and pH on surface tension was 
studied to analyze the solubility of biosurfactant. The optimum pH was found 6.8 and the optimum concentration of 
rhamnolipids produced was 8.5 g/l. 
Keywords: Biosurfactant, Spent Bleach Earth, Rice Bran, Pseudomonas aeruginosa, CTAB-MB, NMR, FTIR 

© RASĀYAN. All rights reserved 
 

INTRODUCTION 
Biosurfactant, which is basically surface-active agents, are synthesized by microorganisms. Biosurfactant 
is to be used than chemical surfactants because of some very valuable characteristics such as lower 
toxicity, the very low value of critical micelle concentration, better biodegradability, good environmental 
compatibility, etc. Biosurfactant has major applications to degradation the pollutants. The production 
which includes isolation, identification and characterization of biosurfactant by an assortment of 
microorganisms have already been reviewed deeply1. Glycolipids and lipopeptides are some commonly 
isolated biosurfactant which also includes Rhamnolipids, which is produced by Pseudomonasaeruginosa2, 
sophorolipids from Candida sp.3, as well as surfactin and iturin produced by Bacillus subtilis strains4. 
Biosurfactants are classified according to their surface activity and molecular weight. Lower molecular 
weight surface active agents are called Biosurfactant whereas higher molecular weight substances are 
called Bio-emulsifier. Some common biosurfactant is glycolipids, phospholipids, polymeric 
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biosurfactants and lipopeptides (surfactin). Among these, rhamnolipids, sophorolipids and trehalolipids 
are some best popular glycolipids.5 
To cultivate the bacteria for biosurfactant production, the dairy waste, sugar industry byproducts, fruit and 
vegetable (edible and no edible oil) processing industries, breweries, distillery, etc. are the major sources. 
Million ton of hazardous pollutants are treated with biosurfactant to reduce, reuse and recycle the waste. 
For the laboratory use, some microorganisms and biosurfactants are cultivated from the cheap alternative 
substrate like waste olive oil crush runoff, dissipate blistering oil, vegetable processing plant squander 
like spent bleaching earth, soapstock, molasses, whey and distillery waste etc.7-12 
For increasing the yield of biosurfactant the bacteria cultivation should have the optimal environment and 
culture conditions to enhance productivity. Some factors affecting biosurfactant production are: 

a. C-Source 
b. N- Source 
c. Salts and minerals 
d. Environmental conditions 
e. Aeration and Agitation 

Biosurfactant has an advantage over chemical surfactant like inferior venomous, superior biodegradability, 
reduced CMC concentration values, etc. It has an ample variety of relevance in oil, foodstuff and 
cosmetic industries as well as in therapeutic agent and pollutant removal. 
 

EXPERIMENTAL 
Substrate Used 
RO (Residual Oil) from spent bleaching earth from Kanpur Edible Oil, vegetable oil processing industry 
situated in Rania, Kanpur.   
 
Microorganisms and Culture Conditions 
Strain Pseudomonas aeruginosa (424) was used which was produced in Microbial Type Culture 
Collection and Gene Bank (MTCC), Chandigarh. 
 
Apparatus Required 

i. Autoclave: vertical model: PSM-550-B2-11CD was used for steam sterilization of media. 
ii. Oven: Make Samsung used for dry heat sterilization. 
iii. Laminar air flow: Horizontal make Science Tech Mahindra was used to provide sterilize 

condition for culture maintenance. 
iv. Incubator shaker: Model JEQ-4(0) was used for maintaining growth condition. 
v. Separating funnel and water bath are used to separate the phases of different densities and to 

maintain temperature. 
 

Fermentation Media 
All chemicals of make qualikems CDH were used. The nutrient issue was cast-off for grounding to 
inoculums. Main Symphony of the nutrient bisque was warned as beef extort 1.0 g, yeast extorts 2.0 g, 
peptone 5.0 g, NaCl 5.0 g in one liter of distilling water. In the nutrient bisque, 15.0 g of agar is to be 
added for preparing nutrient agar. The cultures were developed in this bisque for 16-18 hr at room 
temperature. The composition is utilized for the synthesis of biosurfactant as per given in Table-2 and 3 
and 4% (w/w) residual rice bran oil (RO). The RO in the samples were anticipated by spent through 
soxlate extraction method using hexane as solvent. The optimum temp was found out at 680C and the 
optimum time was found 2 hours. It was used as the sole carbon source. 
Then microbial culture was incubated for 48 hrs in an incubator shaker at 100 rpm, 250C. The culture was 
inoculated to basal salt medium (BSM) with each substrate and yeast extract to enhance the growth. They 
were incubated for 48-72 hrs in an incubator shaker at 100 rpm, 25ᵒC. Froth was detected and then 
centrifuged for 15 min at 6000 rpm to attain cell gratis supernatant. 
 

Drop Collapse Test 
The method used was developed by Bodour and Maier (1998).14 
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Emulsification Test 

The method to determine the EI used was developed by Saravanan, V.et al. 2012. The EI (E 24) is the 
height (cm) divided by total height (cm), multiplied by 100.15 
 

Emulsification Index (E24) = 
!"#	"#%&"'	()	'"#	#*+,-%(.	,/0#1	/2"%#3#4

	'('/,	"#%&"'	51(2+1#4
×100 

 
Table-1: Mineral Salt Medium Compositions 

Components Quantity (g/l) 
NaNO3 1.0 
KH2PO4 1.0 
K2HPO4 2.0 
MgSO4 1.0 
CaCl2 0.02 
FeSO4 0.002 
KCl 1.0 

Trace elements 1 ml/l 
 

Table-2: Media Components 
KH2PO4 0.7 g/l 
Na2HPO4 0.9 g/l 
NaNO3 2 g/l 

MgSO4.7H2O 0.4 g/l 
CaCl2. 2H2O 0.1 g/l 

Trace Elements 2 ml/l 
CTAB 0.2 g/l 

Methylene Blue 0.005 g/l 
Agar 15 g/l 

 

 
Oil Spreading Technique 
This technique was used to correlates surfactant bustle, which is commonly known as the displacement of 
oil activity. The method used was developed by Masaaki Morikawa et al., 2000.16 
 
CTAB-MB 
The test is specifically used for the detection of anionic biosurfactant. A gloomy blue aperture region 
around the culture should be considered positive for anionic biosurfactant production.17 
 
MBAS Assay 
Rhamnolipidproductionwasqualitatively analyzed by methylene blue ActiveSubstanceassay (MBAS) 
proposedbyHayashi in1975.16 
 
Surface Tension Measurement 
The surface tension of cell-free culture bisque was measured by DuNouyringmethodandtheinstrument 
usedwasaSurfacetensiometer (USHA INST., Kolkata-73). The surface tension of cell-free culture broth 
was measured by DuNouyring method.18 
 
Rhamnolipid Biosurfactant Recovery 
The culture was centrifuged at 6000 rpm for 15 minutes. The supernatant obtained was used for the 
extraction method. Then to reduce the pH to approximately 2, 6N conc. HCl was added in supernatant so 
that it may precipitate. Thus obtained the acidified suspension was kept for overnight in the refrigerator. 
Chloroform: methanol (2:1 v: v) solvent mixture was used to extract the biosurfactant by using separating 
funnel. This step was repeated twice. Ethyl acetate was used for the washing of the Organic phase 
obtained at the bottom. The aqueous phase was discarded. The organic phase was kept open for 
overnight. It was filtered to obtain crude biosurfactant for further column chromatography, TLC, FTIR, 
and NMR analysis. 
 
Purification and Characterization of Rhamnolipid Biosurfactant 
column chromatography 
Liquid column chromatography was used for these variances of rhamnolipids. 50g of activated silica gel 
60–CHCl3 slurry was used for the separation of the polar lipids in a 26×3.3cm column. 5g sample of 
rudimentary rhamnolipid primed was loaded in the column in10ml Chloroform and then to evade the 
neutral lipids the column was cleaned away with chloroform. Then at a flow rate of 1 ml/min and 20 ml 
fractions were collected by applying the mobile phases of chloroform: methanol in sequence;50:3 
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v/v(1000ml), 50:5v/v(200ml) and 50:50v/v(100ml)20. A concluding cleanse washing with half-half 
CHCl3: 
CH3OH detached any remaining rhamnolipid from the column. Fractions were pooled and solvent of 
vigorous fractions enclosing biosurfactant was fade away to dryness beneath vacuum with a rotor 

evaporator(make - BUCHITM RotavaporTM R-300) at40
0
Cunderabridgedpressure. 

 
Thin Layer Chromatography 
The fractions from the liquid column chromatography thus obtained. Further 1 ml CHCl3 and 100µl of 
each sample was taken and the samples were dissolving followed by applying to a 20×20 silica gel TLC 
plate and developed in a solvent system of chloroform : methanol : acetic acid (65:15:2v/v/v). The 
separated spots on these preparative TLC plates were carefully scraped and collected separately. From 
these silica gel scrapings, the rhamnolipids were extracted thrice with 8ml of CHCl3: CH3OH(1:2v/v). The 
solvent scraping mixture was vortexed for1minute followed by centrifugation and settled down the silica 
gel for 10 minutes and pipetted off the solvent.29 
 
Effect of Environmental Factors on Biosurfactant Activity 
The outcomes of the accumulation of dissimilar concentrations of salt (sodium chloride) on the bustle of 
the biosurfactant were investigated in the cell-free broth. Specific concentrations of salt (sodium 
chloride)(2–10%, weight/vol) were additionally provided and the surface tension was determined as 
described above. The cell-free broth was also maintained at a constant temperature (5,70, 100and120 0C) 
for 60 min and used for surface tension and emulsification measurements. The consequence of the pH on 
the surface tension was investigated after fine-tuning of the bisque pH to 2, 4,6,8,10,12 and 14 with 6.0 
Molar NaOH or HCl.19 
 
Application of Biosurfactant in Hydrophobic Contaminant Cleaning Test 
To determine the cleaning ability of the biosurfactant, the inner walls of a beaker were coated with motor 
oil. Fifty ml of the cell-free culture broth were added to the beaker, which was vortexed for 1.0 min and 
allowed to stand for 6 h.20 
 

NMR and FTIR Analysis 
Purified rhamnolipid samples are analyzed with the magnetic nuclear response (NMR) and FTIR. JEOL 
JNM-ECS400 spectrometer manufactured by Tokyo, Japan was used for 1H and 13C spectrum. FTIR 
studies were done on PerkinElmer Spectrum Version 10.03.06 manufactured by the USA.21 

 

RESULTS AND DISCUSSION 
Rhamnolipids, produced by Pseudomonas species are a kind of glycolipids. The strain was developed on 
basal salt medium (BSM) and was further screened for biosurfactant production by different assays. 
Rhamnolipids biosurfactants produced by Pseudomonas aeruginosa was determined by the formation of 
insoluble ion pairs with various cationic substances.  
 

Oil Displacement Assay 
10 µl of oil was added to the surface of 10 ml distilled water in a plate. A thin layer of oil was formed on 
the surface of the water. 10 µl of cell-free supernatant was placed on the center of oil layer where the 
clear zone was formed by displacing oil showed the presence of biosurfactant. 
 

Drop Collapse Assay 
2 µl of oil was applied on Petri plate and 2-3 µl of cell-free supernatant was placed on oil drop. It was 
observed after 1 min. The result was considered positive for biosurfactant production when the drop was 
flat and the rounded drops were scored as negative. The diameter (mm) of the drop was observed and 
shown in Table-4.  
 

CTAB Methylene Blue Assay 
This test is specific for the identification of anionic biosurfactant producers. Instead of CTAB other 
cationic detergents can also be used. Cell-free supernatant was loaded into each well prepared in 
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methylene blue agar plate. The plate was then incubated at 370C for 48-72 h. A dark blue hole zone 
around the culture was considered positive for anionic biosurfactant production. 
 
MBAS Assay 
Rhamnolipid production by the strains Pseudomonas aeruginosa MTCC 424 was qualitatively analyzed by 
Methylene Blue Active Substanceassay (MBAS). The method was based on the formation of a 
complex between an anionic surfactant and the cationic dye methylene blue, followed by the extraction of 
the complex into chloroform and measurement of the absorbance(Table- 6) of the blue chloroform layer at 
655nm. The blue tint of the anionic surfactant-methylene blue complex was observed at the bottom layer of 
chloroform which confirmed the production of an anionic biosurfactant thus obtained by Pseudomonas 
aeruginosa MTCC424. 
 
Emulsification Assay (E24) 
2 ml of oil was added to each test tube where cell-free supernatant was suspended and the mixture was 
vortexed for 1 min and allowed to stand for 24 hrs. Emulsion layer was formed which was calculated by 
the known (given above) formula. 
 

Table-3: Emulsification Index for Different Substrate 
Substrate DCA 

(Dia in mm) 
ODA CTAB EI (%) 

RO + 
5.0 

+ + 72.20 

Control - - - 25.92 
+ = positive result 
- = negative result 

Table-4: Surface Tension Measurement 
Substrate Surface Tension Reduction on increasing 

Concentration of Sample 
RO 64.77 61.10 59.44 56.46 

Control 71.49 71.48 71.44 71.44 
 
Surface Tension Measurement 
The surface Tension was decreased throughout the growth of the strain data as given in Table-5. 
																	 

 
Fig.-1:  Thin Layer Chromatography Strip Analysis 

Column Chromatography 
Therhamnolipidcomponents produced by the strain P. aeruginosa MTCC 424 using residual rice bran 
as the substrates were recovered from the batch cultures by centrifugation followed by acid precipitation 
and solvent extraction. Ethyl Acetate was used as an organic solvent used for the extraction. silica gel 
column chromatography was used for the further purification of the resulting partially purified 
rhamnolipid components and collected fractions were analyzed byTLC in order to monitor the separation 
of the components. 
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Thin Layer Chromatography 
As shown in Fig.-1, the Blue acne investigative of carbohydrate units were noticed on spraying with 
anisaldehyde reagent (Sigma Aldrich) in silica plates encumbered with crude extract of the biosurfactant 
produced by Pseudomonas aeruginosa MTCC424. When the similar plates w e r e  bared with iodine 
vapor, yellow acne investigative of lipids benevolent equivalent Retention factor as that of glycosyl units 
was acquired on the identical section.  The occurrence of both glycosyl units and lipid moieties on the 
same acne indicated that the sample was a glycolipid and the Retention factor acquired was 0.62, 
analogous to that of rhamnolipids.28 In the previous study, the presence of both glycosyl units and lipid 
moieties on the spot with Rf value 0.65 indicated the presence of a rhamnolipid biosurfactant.  Another 
spot with a lower Rf value 0.26 was seen with this sample which also showed the presence of glycosyl 
and carbohydrate moiety. These results showed that the strain Pseudomonas aeruginosa MTCC424 was 
able to grow and produce rhamnolipid biosurfactant. 
 
Optimization of Incubation Time on Biosurfactant Production 
The optimum incubation time for rhamnolipid production by Pseudomonas aeruginosa MTCC424 using 
residual rice bran was found to be 7 days (Fig.-2).  
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Fig.- 2 : Effect of Incubation Time on Rhamnolipid Production and Emulsification Index(%) with Mineral Oil by 

Pseudomonas aeruginosa MTCC424 using Residual Rice Bran  (4%) Oil as the Solitary Carbon Source..  
 
Optimization of Substrate Concentration on Biosurfactant Production 
The rhamnolipid production by both bacterial strains was studied with varying concentrations of selected 
substrates in the growth medium. The rhamnolipid production by Pseudomonas aeruginosa MTCC 424 
showed a significant increase with the increase in the rice bran concentration and attained the maximum 
yield when 4% rice bran oil was used as the carbon source(Fig.-3).  
 
Optimization of pH on Biosurfactant Production 
The optimum pH of the medium for maximum biosurfactant yield by Pseudomonas aeruginosa 
MTCC424 using residual rice bran was found to be 6.8(Fig.-5). The production decreased with the 
increase in pH beyond 6.8. 
 
Effect of Environmental Factors on Biosurfactant Activity 
Salinity, temperature and pH are various parameters on which the production of biosurfactant depends.20 

Therefore the effect on the variation of these parameters on the production of biosurfactant was tested and 
described as per given in Table-6. At pH 2,4 and 6, a very slight increase in surface tension was found. At 
pH in the range from 3-5(acidic) the rhamnolipid produced by P.aeruginosa as analyzed and found 
complete inactivation of the emulsifying capacity, but at higher values ie 6-9 no significant changes. With 
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the different concentration of salt, it was observed that the surface tension of the cell-free broth containing 
the biosurfactant proved stable. It was observed that at NaCl concentration above 10%, there was 
approximately no reduction in surface tension caused by a biosurfactant produced from the bacterial 
strain.22The surface tension of the cell-free broth underwent small changes at different temperatures 
tested, with an as light increase at 5ᵒC, but the results were unaltered at (26–27mN/m) at high 
temperatures  (70, 100 and 120 ᵒC). 
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Fig.-3: Effect of Concentration of Rice Bran as the Carbon Source on Biosurfactant Production using 

Pseudomonas aeruginosa MTCC424(pH 6.8, Incubation Time 7 days)..  
 

Chemical Characterization of Purified Biosurfactant 
As revealed in Fig.-6 the FTIR analysis, an extensive elongate at 3417 cm−1 that was an attributed 
elongation mode of -OH group can be experiential undoubtedly. The symmetric elongate (-C-H) of -CH2-
and -CH3 groups of aliphatic manacles were represented by the absorption bands around 2927 cm−1, 2856 
cm−1 and 1402 cm−1represented, and an absorption band at 722 cm−1 was assigned to -(CH2)n- (n = 6) 
group. Also, a concerted assimilation band at 1572 cm−1and 1068 cm−1indicated the company of –C=O 
group and –C-O-C- group, respectively. Additionally, a weak absorption band at 1722 cm−1, 1651 cm−1, 
1377 cm−1, 1124 cm−1 and 982 cm−1 was the unsaturated alkyl double bond (-C=C-) of aliphatic chains. 
Compared with the previous literature23, these main chemical structure groups were in agreement with the 
characteristic of rhamnolipid.  
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Fig.-4: EffectofpHonBiosurfactantProductionbyPseudomonas aeruginosaMTCC424usingRice Bran OilastheCarbon 

Sourceat 4% Level (Incubation Time7days). 
 

The detail chemical structure groups of the biosurfactant were identified by NMR. Structure information 
is obtained from three parameters: chemical shifts of the absorption frequency, coupling (mutual 
influence of adjacent nuclei), and integral height.24 



	
	 	 Vol.	12	|	No.	2	|1011	-	1021|	April	-	June	|	2019	

1018	
SYNTHESIS AND CHARACTERIZATION OF BIOSURFACTANT                                 Ashutosh Mishra and Rakesh Kumar Trivedi 

4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0

2

4

6

8

10

Co
nc.

 (g
/l)

pH

 Rhamnolipid Conc.

 
(a) 

0 1 2 3 4 5 6
0

1

2

3

4

5

6

7

8

9

10

Rh
am

no
lipi

d C
on

c. (
g/L

)

Rice bran Conc. (%)

 Rhamnolipid Conc.

 
(b) 

Fig.-5: (a)pH Versus Rhamnolipids Concentration produced from P. aeruginosa MTCC424, (b) Residual Rice Bran 
Oil(%) Concentration Vs Rhamnolipid produced (g/l) Concentration 

 

	

Fig.-6: FT-IR Spectra of the purified Biosurfactant produced by Pseudomonas ae. 424. 
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Table-5:  Effect of Salt Concentration, Temperature and pH on Surface Tension (ST) of Cell-Free Broth Containing 
Biosurfactant from P.aeruginosa MTCC424 with 4% RO for 48 h at 100 rpm and 25 0C. 

 
 ST (mN/m) 

NaCl (%) 
0.0 
3.0 
6.0 
9.0 

10.0 
12.0 
15.0 

Temperature (ᵒC) 
5 

70 
100 
120 
pH 
2 
3 
4 
5 
6 
7 
8 
9 

 
25.9 ± 0.03 
26.2 ± 0.05 
27.1 ± 0.06 
27.2 ± 0.04 
27.5 ± 0.08 
27.7 ± 0.01 
27.7 ± 0.02 

 
29.1 ± 0.04 
26.2 ± 0.07 
27.9 ± 0.03 
27.1 ± 0.02 

 
32.9 ± 0.06 
33.2 ± 0.04 
33.5 ± 0.06 
33.8 ± 0.05 
33.7 ± 0.01 
33.8 ± 0.01 
33.7 ± 0.09 
33.7 ± 0.07 

 
Table: 6 Chemical Shift of cleansed Rhamnolipid in 1H NMR and 13C NMR Spectra 

1H Chemical 
Shift (ppm) 

Multiplicity Assignment 

0.856 
1.232 
2.742 
4.100 
5.308 

 

13C Chemical 
shift (ppm) 

Triplet 
Multiplet 
Doublet 

Multiplet 
Multiplet 

 
 

--CH3 
---(CH2)6-- 

--CH2—COO-- 
--O—CH-- 

--COO—CH— 
 
 

Assignment 
 
 

76.773 
 
 
 
 
 

77.412 

 

 
 

 
aRL1 (rhamnolipid 1): L-rhamnosyl-b-hydroxydecanoyl-b-hydroxydecanoate 
bRL2 (rhamnolipid 2): L-rhamnosyl L-rhamnosyl-bhydroxydecanoyl-b-hydroxydecanoate 
 
The purified rhamnolipid was analyzed by NMR as shown in Fig.-7 and Table-6. In the1H NMR study 
The distinguishing chemical shifts pragmatics were 0.855 ppm (for –CH3), 1.232 ppm (for –(CH2)6), 
2.742 ppm (for –CH2–COO–), 4.100 ppm (for –O–CH–), and 5.308 ppm (for –COO–CH–). The 13C 
NMR also displayed chemical shifts of 76.773 ppm (characteristic of RL1) and 77.412 ppm 
(characteristic of RL2). All those results indicate the molecular structure of L-rhamnosyl-b-



	
	 	 Vol.	12	|	No.	2	|1011	-	1021|	April	-	June	|	2019	

1020	
SYNTHESIS AND CHARACTERIZATION OF BIOSURFACTANT                                 Ashutosh Mishra and Rakesh Kumar Trivedi 

hydroxydecanoyl-b-hydroxydecanoate (RL1) and L-rhamnosyl-Lrhamnosyl-b-hydroxydecanoyl-b-
hydroxydecanoate (RL2), which are common rhamnolipids types produced by P. aeruginosastrains.21,22 

 

  

 

Fig.-7: (a) 1H NMR Spectra, (b) 13C NMR Spectra of the purified Biosurfactant produced by Pseudomonas ae. 424 
 

CONCLUSION 
The present study emphasis on strategies such as the use of cheaper substrates like spent earth which is a waste 
product of the vegetable oil processing industry so as to reduce the cost of the production of biosurfactant as 
compare to the conventional substrates like glucose and glycerol etc. and to the optimization of their 
production parameters. The main obstacle in the production of biosurfactant on a large scale is the costly 
substrates. In this study using the cheaper substrate like spent earth can make biosurfactant production 
economically feasible. Some other cheaper substrates like plant-derived oils, oil waste, distillery waste, etc are 
best supportive for biosurfactant production. Here optimization and production strategy have to be studied for 
the culture medium to increase the productivity of biosurfactant. The yield of rhamnolipids produced was 8.5 
g/l. The optimum pH at which the maximum yield of rhamnolipids found was 6.8. In the whole study, the best 
results were obtained when pure biosurfactant was used, it reduced insufficient production cost and thus 
improved the adequate industrial application. 
 

ACKNOWLEDGMENT 
I am thankful to MTCC Chandigarh for providing the bacteria culture and Kanpur edible oil (Mayur 
Group) for providing spent earth. I am also thankful to the Department of Biotechnology, AITH Kanpur, 
Deptt of Oil Technology, HBTU Kanpur and IIT Kanpur for providing laborites facilities and Director 
AITH Kanpur for her kind support. I am also thankful to our colleagues who provided impending and 
proficiency that significantly assisted to follow a line of investigation and research. 
 

REFERENCES 
1. J. D. Desai, J. Sci. Ind. Res., 46, 440(1987). 
2. A. Daverey and K. Pakshirajan, App. Biochem. Biotech., 158, 663(2008), DOI:10.1007/s12010-008-

8449-z 
3. F. Ahimou, P. Jacques, M. and Dele, Enz. Mtcrob. Techno., 27, 749(2000), DOI:10.1016/S0141-

0229(00)00295-7 
4. M. Nitschke, S. G. V. A. Coasta and J. Contiero, Biotech. Prog., 1, 593(2005). 
5. S. Mukherjee, P. Das and R. Sen, TRENDS in Biotechnology, 24(11), 509(2006), DOI: 

10.1016/j.tibtech.2006.09.005 
6. A. Fiechter, Tibtech., 10, 208(1992), DOI:10.1016/0167-7799(92)90215-H 
7. K. Dubey and A. Juwarkar, World Journal of Microbiology and Biotechnology, 17(1), 61(2001), 

DOI:10.1023/A:1016606509385 
8. Y. Zhang, and R. M. Miller, Appl. Environ. Microbiol.,  58, 3276 (1992). 



	
	 	 Vol.	12	|	No.	2	|1011	-	1021|	April	-	June	|	2019	

1021	
SYNTHESIS AND CHARACTERIZATION OF BIOSURFACTANT                                 Ashutosh Mishra and Rakesh Kumar Trivedi 

9. M. E. Mercade, M. A. Manresa, J. American Oil Chem. Soc., 71(1), 61(1994), 
DOI:10.1007/BF02541473 

10. Z. A. Raza, A. Rehman, M. S. Khan and Z. M. Khalid, Biodegradation, 18(1), 115(2007), 
DOI:10.1007/s10532-006-9047-9 

11. R. Makkar and S. Cameotra, Applied Microbiology and Biotechnology, 58(4), 428(2002), 
DOI:10.1007/s00253-001-0924-1 

12. S. Maneerat, Songklanakarin J. Sci. Technol., 27(3), 675(2005). 
13. G. Dashiny, Oil Recovery from Palm Oil Solid Wastes (Doctoral Dissertation, Dissertation 

University, Malaya Pahang) (2009). 
14. A. A Bodour and R. M. Miller-Maier, Journal of Microbiological Methods, 32(3), 273 (1998), 

DOI:10.1016/S0167-7012(98)00031-1 
15. V. Saravanan and S. Vijayakumar, J. Acad. Indus. Res., 1(5), 264(2012). 
16. Noha H. Youssef et al.,  Journal of Microbiological Methods, 56(3), 339(2004), 

DOI:10.1016/j.mimet.2003.11.001 
17. N. M. Pinzon and L. K. Ju, Biotechnology Letters, 31(10), 1583(2009), DOI: 10.1007/s10529-009-

0049-7 
18. A. A. Bodour and R. M. Miller-Maier, Journal of Microbiological Methods, 32(3), 273(1998), 

DOI:10.1016/S0167-7012(98)00031-1 
19. M. O. Ilori, C. J. Amobi and A. C. Odocha, Chemosphere, 61(7), 985(2005), DOI: 

10.1016/j.chemosphere.2005.03.066 
20. I. M. Banat, Bioresource Technology, 51(1), 1(1995), DOI: 10.1016/0960-8524(94)00101-6 
21. M. Heyd, A. Kohnert, T.H. Tan, M. Nusser, F.  Kirschhöfer, G. Brenner-Weiss, M. Franzreb and S. 

Berensmeier, Analytical and Bioanalytical Chemistry, 391(5), 1579(2008), DOI:10.1007/s00216-
007-1828-4 

22. N. M. P. R. e Silva, R. D. Rufino, J. M. Luna, V. A Santos and L. A. Sarubbo, Biocatalysis and 
Agricultural Biotechnology, 3(2), 132(2014), DOI: 10.1016/j.bcab.2013.09.005 

23. S. Lang, D. Wullbrandt, Appl. Microbiol. Biotechnol., 51, 22(1999), DOI:10.1007/s002530051358 
24. O. Pornsunthorntawee, P. Wongpanit, S. Chavadej, M. Abe and R. Rujiravanit, Bioresource 

Technology, 99(6), 1589(2008), DOI:10.1016/j.biortech.2007.04.020 
[RJC-5073/2018] 

 
 
 



Research Article
Toxicity Mitigation of Textile Dye Reactive Blue 4 by Hairy
Roots of Helianthus annuus and Testing Its Effect in In Vivo
Model Systems

Kanchanlata Tungare ,1 Rinkey Shahu ,2 Vyankatesh Zambare ,3 Payal Agarwal ,2

Renitta Jobby ,2,4 Nazima Nisar,5 Nadiyah M. Alabdallah ,6 Fatimah A. Al-Saeed ,7

Parul Johri,8 Sachidanand Singh,9 Mohd Saeed ,10 and Pamela Jha 11

1School of Biotechnology and Bioinformatics, D. Y. Patil Deemed to be University, Plot No. 50, Sector 15, CBD Belapur,
400614 Navi Mumbai, Maharashtra, India
2Amity Institute of Biotechnology, Amity University Maharashtra, Mumbai Pune Expressway, Bhatan, Post Somatane, Panvel,
Mumbai, Maharashtra 410206, India
3Huck Institutes of the Life Sciences, The Pennsylvania State University, University Park PA 16802, USA
4Amity Centre of Excellence in Astrobiology, Amity University, Maharashtra-Pune Expressway, Bhatan, Panvel, Mumbai,
Maharashtra 410206, India
5Department of Clinical Laboratory Sciences, College of Applied Medical Sciences, King Khalid University, Abha, Saudi Arabia
6Department of Biology, College of Science, Imam Abdulrahman Bin Faisal University, P.O. Box 1982,
31441 Dammam, Saudi Arabia
7Department of Biology, College of Science, King Khalid University, Abha, Saudi Arabia
8Department of Biotechnology, Dr. Ambedkar Institute of Technology for Handicapped, Kanpur 208001, India
9Department of Biotechnology, Smt. S. S. Patel Nootan Science & Commerce College, Sankalchand Patel University, Visnagar,
384315 Gujarat, India
10Department of Biology, College of Sciences, University of Hail, Hail, Saudi Arabia
11Department of Biological Sciences, Sunandan Divatia School of Science, NMIMS Deemed to be University, Vile Parle (West),
Mumbai 400056, India

Correspondence should be addressed to Mohd Saeed; mo.saeed@uoh.edu.sa and Pamela Jha; pamelajha@gmail.com

Received 16 May 2022; Revised 24 June 2022; Accepted 25 June 2022; Published 25 July 2022

Academic Editor: Abdelaaty Shahat

Copyright © 2022 Kanchanlata Tungare et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

An anthraquinone textile dye, Reactive Blue 4 (RB4), poses environmental health hazards. In this study, remediation of RB4 (30-
110 ppm) was carried out by hairy roots (HRs). UV-visible spectroscopy and FTIR analysis showed that the dye undergoes
decolourization followed by degradation. In addition, toxicity and safety analyses of the bioremediated dye were performed on
Allium cepa and zebrafish embryos, which revealed lesser toxicity of the bioremediated dye as compared to untreated dye. For
Allium cepa, the highest concentration, i.e., 110 ppm of the treated dye, showed less chromosomal aberrations with a mitotic
index of 8:5 ± 0:5, closer to control. Two-fold decrease in mortality of zebrafish embryos was observed at the highest treated
dye concentration indicating toxicity mitigation. A higher level of lipid peroxidation (LPO) was recorded in the zebrafish
embryo when exposed to untreated dye, suggesting a possible role of oxidative stress-inducing mortality of embryos. Further,
the level of LPO was significantly normalized along with the other antioxidant enzymes in embryos after dye bioremediation.
At lower concentrations, mitigated samples displayed similar antioxidant activity comparable to control underlining the fact
that the dye at lesser concentration can be more easily degraded than the dye at higher concentration.
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1. Introduction

The textile industry is one of the major industries using dyes
of various kinds. Nearly 80,000 tonnes of dyestuff are pro-
duced in India, and approximately 10,000 textile dyes are
manufactured commercially on a global scale. Globally, the
production of textile dye is 7 × 105 metric tons, of which
30% of dyes are used superfluously [1]. 2% of these dyes fail
to adhere to fibre and consequently discharge into effluents,
implying that the textile dyeing process generates harmful
wastewater [2]. The most frequently used dyeing com-
pounds are azo dyes followed by anthraquinone dyes owing
to their stability against microbial degradation and photoly-
sis [3, 4]. Azo groups and aromatic groups of anthraquinone
dyes are resistant to chemical degradation and are liable to
accumulate in the environment with a very high degree of
persistence [1]. Anthraquinone dyes are the second most
abundantly produced dyes on a global scale. While numer-
ous groups have investigated the remediation of azo dyes,
less attention has been dedicated to the degradation of
anthraquinone dyes [5]. Industrial effluents containing these
substances have a detrimental influence on natural water
bodies and aquatic life, while also offering an implicit haz-
ardous and even carcinogenic risk to humans [6]. Therefore,
amelioration of these effluents is imperative and research on
it is a pressing priority.

Existing methods for textile wastewater treatment
include physical and chemical, in addition to certain engi-
neered techniques such as adsorption, electrolysis, oxidation,
and photoionization. The majority of the procedures dis-
cussed above have significant disadvantages, including high
costs, low efficiency, and the generation of hazardous inter-
mediates [7]. Adsorption, on the other hand, requires less
land space, offers more flexibility in the design and opera-
tion, generates fewer toxic elements, and extends increased
removal of contaminants. However, it leads to concentration
of pollutants from textile effluents to the adsorbent and does
not ensure complete removal of the pollutant. Therefore, it is
of importance to determine if the plant species are capable of
transforming or degrading the dye into simpler, nontoxic
products. Hairy roots (HRs) from various plant species are
extensively used to assess tolerance, accumulation, and/or
elimination of environmental pollutants [8, 9]. Additionally,
HR crops also serve as in vivo model systems to investigate
phytoremediation processes and mechanisms [10]. Amidst
all the pollutants that endanger biodiversity, industrial dye-
based effluents present the most serious threat [11]. Textile
colours in extremely low quantities in effluent and their
byproducts are likewise hazardous to the ecology [12].
Hence, only the adsorption process is not enough, and deg-
radation of the dyes also becomes critical. Numerous
researchers have described the use of HRs to degrade dyes;
however, there is limited data investigating the safe nature
of the bioremediated dyes using in vitro models. Among
the plants used for remediation of pollutants, sunflower
(Helianthus annuus) is well known for remediation of pol-
lutants like phenol and heavy metals [13]. Hence, the present
study is aimed at evaluating the bioremediation potential of
HRs towards an anthraquinone textile dye RB4, and toxicity

analysis of the degraded dye products was performed using
in vivo model systems. The outcomes from this study are
expected to further standardize the use of HRs as an effective
bioremediation agent for a broad range of textile dyes.

2. Materials and Methods

2.1. Raw Materials and Chemicals. Hairy roots were
obtained from explants of Helianthus annuus. The textile
dyes RB4, Direct Black B (DBB), Reactive Green 19
(RG19), Reactive Orange 84 (RO84), Reactive Yellow 17
(RY17), Reactive Red 35 (RR35), Reactive Red M8B
(RRM8B), Reactive Red M5B (RRM5B), Reactive Violet 5R
(RV5R), and Reactive Violet 13 (RV13) were obtained from
Appex Industries, Ahmedabad, India. All other chemicals
used were of high analytical grade.

2.2. Preparation of Hairy Roots. Agrobacterium rhizogenes
MTCC532 was used for HR induction in leaf explants of
Helianthus annuus, and molecular confirmation was done
by PCR [14].

2.3. Decolourization of Textile Dyes. The capacity of HRs to
decolourize 10 textile dyes for 120 h was performed, and per-
cent decolourization was calculated by the method of Jha
et al. [14] using the following formula:

%Decolourization = Initial absorbance − final absorbance
Initial absorbance × 100:

ð1Þ

2.4. Effect of Different Parameters on Decolourization of
Dyes. The study was carried out by incubating HRs and
selected dye (RB4) solution of varying pH (1.8, 2.8, 3.8,
4.8, 5.8, 6.8, and 7.8), temperatures (27 ± 2°C, 35 ± 2°C,
and 45 ± 2°C), initial dye concentrations (30, 50, 70, 90,
and 110 ppm), and biomass dosages (10-50 g/L). The deco-
lourization (%) was calculated (see Section 2.3) for each
sample with varying parameters.

2.5. Phytodegradation Analysis of Dyes by HRs

2.5.1. UV-Visible Spectroscopy. The absorbance of the super-
natant obtained at 0 h and during decolourization of RB4 by
HRs was taken in a UV-Vis spectrophotometer (Shimadzu
UV-Vis Spectrophotometer 2800) at 595nm wavelength.

2.5.2. Fourier Transform Infrared Spectroscopy (FTIR). The
metabolites extracted, after decolourization of RB4, were
mixed with spectroscopically pure KBr in the ratio of 5 : 95.
The analysis was performed in the mid-IR region of 400-
4000 cm-1with 16 scan speeds using the PerkinElmer 783
Spectrophotometer and compared with control [14].

2.6. Toxicity Analysis

2.6.1. Allium cepa Test. The first set of bulbs was exposed to
water (control), the second set to untreated dye (110 ppm),
and the third set to treated dye (110 ppm) for 120 h. The cells
were checked for different types of chromosomal aberra-
tions [15].
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2.6.2. Zebrafish Maintenance and Fish Embryo Toxicity
(FET) Test. The embryos of wild-type zebrafish were used
and maintained as per Westerfield 2000. Fertilized eggs in
the cleavage period until the blastula stage were selected
under an inverted microscope (Nikon ECLIPSE TS100) for
subsequent experiments. An in vivo toxicity test was per-
formed as per the Organization for Economic Co-
operation and Development (OECD) test guideline no.
236. For this study, healthy zebrafish embryos were placed
in 6-well culture plates (15 embryos per well). 30mL per well
samples of each untreated and treated dye was used in the
range of 30, 50, 70, 90, and 110 ppm, respectively. Embryos
in sterile distilled water were used as a control. The plates
were then kept in the dark at 26 ± 2°C. The embryos exposed
from 24 to 96h (every 24 h) were used for toxicity and bio-
chemical analyses. The embryos exposed to the untreated
and treated dye were evaluated for hatching, mortality, tail
malformations, heartbeat, coagulation, malformation of
somites, development of eyes, pigmentation, and edemas
[16, 17]. All the experiments were conducted in triplicate.

2.7. Biochemical Assays. The embryos were homogenized in
an ice-cold buffer (0.1M Tris-HCl, 0.1mM EDTA, and 0.1%
Triton X-100 (v/v), pH7.8). The homogenates were centri-
fuged, and the supernatants were used for the measurement
of total protein and malondialdehyde (MDA) content as per
Rajneesh et al. [18], superoxide dismutase (SOD) activity as
per Bewley et al. [19], succinate dehydrogenase (SDH) as per
Singh et al. [20], catalase (CAT) assay as per Bhori et al. [21],
and peroxidase (POX) assay as per Bhunia et al. [22].

2.8. Statistical Analysis. Each analysis was performed using
GraphPad Prism 8.4.2 in triplicate, and the results were rep-
resented as mean ± SD. The significance of the difference
among the groups was assessed using a two-way analysis of
variance (ANOVA) test followed by Tukey’s post hoc test
of the difference between all group means. Symbols used
for significance are ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.

3. Results and Discussion

3.1. Screening of Textile Dyes. As the dyes used in the textile
processing industry are of varying chemical structures, the
effluents from the industry significantly vary to a large extent
in composition. Therefore, it was important to evaluate the
decolourization efficiency of HRs for different dyes. All the
dyes were screened, and decolourization was observed in
the range of 10% to 90% (Figure 1) after 24 h, 48 h, and
120h of incubation. The dye, which showed maximum
decolourization, was RB4, i.e., 90% after 120 h (Figure S1).
The absorbance of supernatants at 120 h of decolourized
RB4 was taken in a UV-visible spectrophotometer and
compared with that of an untreated sample (Figure 2(b)).
The decolourization percentage varied with different dyes,
which might be attributed to their structural differences
[23], increased structural complexities due to high
molecular weight, and occurrence of inhibitory groups
such as NO2 and SO3Na [24].

3.2. Effect of Different Parameters on Dye Decolourization by
HRs. Maximum decolourization was observed at pH4.8-5.8
(Figure S2), while temperature from 25 to 45°C (Figure S3) did
not substantially affect decolourization. Therefore, all further
experiments were conducted at 25°C and medium pH5.8.
Maximum decolourization (>90%) was observed at a biomass
dosage of 40g/L and 50g/L (Figure S4). Decolourization was
observed to be inversely proportional to the dye concentration
ranging 30-110ppm. The lowest concentration decolourized to
99%, and the highest was 51% (Figure S5).

3.3. FTIR. The FTIR spectrum of untreated and treated sam-
ples showed a variation in the molecular structure which is
due to biodegradation of dye (Figure 3). In untreated dye,
band at 3430.10, 2132.05, 1020-1220, and 691.45-
548.19 cm-1 represents O–H stretching vibration of
hydrogen-bonded hydroxyl groups in polymeric association,
C=C stretching bond of alkynes molecule, alkyl amine, and
halogen compound (chloro compound) (C–CI), respec-
tively. Similar broad bands at 3420.87 and 3442.87 cm-1,
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respectively, representing –NH– and hydroxyl (–OH) exten-
sions in the RB4 spectrum were also reported by Afreen et al.
[25] and Atteke et al. [26]. In our study, FTIR spectrum of
treated dye showed bands at 3390.78, 1727.96, 1630.48,
and 702.14-602.89 cm-1 which are attributed to the presence
of bonded N–H/C–H/O–H stretching of amines and amides,
ketones, aromatic ring (C=C in plane) stretching symmetric,
and halogen compound (C–CI), respectively. In another
study, the difference in bands obtained in FTIR spectra of
Reactive Red 198 and after its decolourization by HRs of
Tagetes patula also indicated the degradation of the dye
[27]. In a previous study, the FTIR spectra of another azo
dye, Reactive Green 19A, also indicated similar functional
groups like sulfonic groups and azo groups at the same
wavenumbers as shown in our results [11]. Also, our previ-
ous study had reported the presence of azo groups in parent
dye Acid Red 114 and the absence of these groups along with
the emergence of new bands in treated dye by HRs of Ipo-
moea carnea, thereby suggesting the degradation of dye [28].

3.4. Toxicity Analysis

3.4.1. Allium cepa Test. Higher plants are recognized as
excellent genetic models to detect environmental mutagens

and are frequently used in monitoring studies. Among the
plant species, Allium cepa has been used to evaluate DNA
damage, such as chromosome aberrations and disturbances
in the mitotic cycle. Meristematic mitotic cells of A. cepa
are established as capable constituents for cytotoxicity anal-
ysis [29]. In the present study, cytotoxic implications of
treated and untreated dye were analyzed based on the
mitotic index (MI) and chromosomal aberrations
(Table 1). The MI of bulbs grown in 110 ppm untreated
dye was found to be 6:5 ± 0:15, which is statistically lower
than cells in distilled water, whereas the MI of bulbs grown
in 110 ppm treated dye was found to be improved and signif-
icantly closer to distilled water samples. Likewise, the per-
centage of aberrant cells at 110 ppm untreated dye was
statistically higher (p < 0:001) than that of distilled water
cells and significantly decreased to 10% in the case of cells
exposed to the treated dye. In another study, toxicity analysis
of the treated textile dye, RR35, using A. cepa root cells dem-
onstrated improvement in cell viability, root length, mitotic
index, and chromosomal aberrations when compared to
untreated dye [30]. Different types of chromosomal abnor-
malities in treated and untreated dye samples like sticky
metaphase, disturbed metaphase, anaphasic bridge, dis-
turbed anaphase, and laggards have been previously
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Figure 3: FTIR spectrum of RB4: (a) untreated dye and (b) treated dye.
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reported [31]. Our microscopic results showed a signifi-
cantly higher number of cell alterations in untreated than
in control, with the most common being binucleate cells
(Figure 4). In addition, untreated dye cells are shown to have
more laggards than the cells exposed to treated dye, which is
indicative of the genotoxic nature of the nonremediated dye.

3.4.2. FET. The zebrafish (Danio rerio) has immense advan-
tages like small size, short life cycle, ease of breeding and
maintenance, genetic similarities with humans, and high
fecundity as a model system. It has been widely used as an
effective biomarker in environmental toxicology. Zebrafish
embryo serves as an alternative to the higher vertebrate
model for which ethical consideration has become more
contentious [32], thus gaining immense popularity in reveal-
ing the repercussion of natural or man-made chemicals [17].
In the FET test, control embryos showed a normal growth
pattern, while a constant abnormal hatching pattern was
observed in the case of test samples from 30ppm to
110 ppm. Embryos reared in treated dye showed equivalent
hatching rate as control whereas the ones in untreated dye
exhibited a slightly delayed hatching at all concentrations
under consideration (Figures 5(a) and 5(b)). At 96hpf,
embryos in untreated dye showed around 58% hatching (30,
50, 70, and 90ppm) and 53% hatching for 110ppm dye,

whereas embryos at all the concentrations of treated dye
showed 78% hatching, which accounts for nearly 26% amelio-
ration in toxicity posttreatment of dye using HRs. This delayed
hatching of the eggs can be attributed to abridged expression
of hatching-specific enzymes and embryonic movements that
reduce the ability of the embryo to break the egg envelope as
reported for other RB dyes [7]. Heart rate was also measured
after 24hpf till 96hpf, but no significant difference was
observed between control and both types (untreated and
treated) of test samples (data not shown).

Zebrafish mortality is another important parameter to
account for the dye toxicity. The untreated dye sample was
observed to affect embryo survival percentage, even at the low-
est concentration, but a sharp decline was observed at 70 and
90ppm, i.e., 71.1% and 5%, respectively. Least survival per-
centage was noted in 110ppm of untreated dye which seems
to be quite close to the survival percentage of 90ppm dye-
exposed embryos. This major drop of the survival curve in
70 and 90ppm of untreated dye seems to get flattened at
110ppm. Upon bioremediation, improvement in the embryo
survival was observed as shown in Figures 5(c) and 5(d). The
survival percentage in 70 and 90ppm of treated dye was
recorded to be 88.9 and 82.2%, whereas the highest concentra-
tion of 110ppm treated dye showed 77.8% survival. Therefore,
the toxicity induced by untreated dye seems to be significantly

Table 1: Phytodegradation analysis of RB4 and its degradation products.

Number of cells examined Average number of roots Mitotic index (MI) % aberrant

Distilled water 510 14 ± 1:16 9:8 ± 0:52 4:0 ± 1:15
Untreated (110 ppm) 470 8 ± 1:15ns 6:5 ± 1:10ns 38 ± 0:55a∗∗∗

Treated (110 ppm) 480 12 ± 1:15ns 8:5 ± 0:55ns 10 ± 1:15aNS,b∗∗

The data represent mean ± SD. Symbols in the figure represent that comparisons are made between asample dye vs. control (p < 0:001) and btreated dye vs.
untreated (p < 0:01). Statistical significance: ∗∗∗p < 0:001 and ∗∗p < 0:01. NS: nonsignificant.
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Figure 4: Stages of mitosis in root tips of Allium cepa: NM: normal metaphase; AM: abnormal metaphase; NA: normal anaphase; AA:
abnormal anaphase.
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mitigated indicating the promising nature of HRs in the biore-
mediation of textile dyes.

Zebrafish embryos were monitored at every 24h inter-
vals till 96 hpf. A striking difference between the growth
patterns was observed between the embryos reared at all
the concentrations of untreated dye and treated dye
(Figures 6(a) and 6(b)). Embryos raised at 50 ppm dye and
above showed delayed hatching and other morphological
deformities both before and after the bioremediation of
RB4. 90% of the embryos displayed hyperpigmentation at
72 hpf and 96 hpf, respectively, for untreated dye samples
(90 ppm and 110ppm), while the extent of hyperpigmenta-
tion was reduced to around 50% of embryos after dye treat-
ment. Though yolk sac edema (YSE) was prevalent in the
embryos in untreated dye samples (except for 70 ppm), peri-
cardial edema was absent. Bioremediation of RB4 amelio-
rated YSE, as YSE was absent in the embryos in treated
dye samples. No deformity germane to somite formation
was observed. A prominent spinal curvature (SC) was visible
in embryos at 72 hpf and 96 hpf of 50 ppm and 70ppm
(96hpf) untreated samples. This SC was reversed upon dye
bioremediation. But SC observed at 96 hpf of 90 ppm and
110ppm was irreversible. Lastly, tail malformation (TM)
was observed in 50% embryos reared at 70 ppm at 96 hpf

and in 90% embryos reared at 90 ppm and 110ppm of
untreated dye samples. At 110 ppm and 96hpf, the embryo
displayed entangling of the tail around the embryo axis. This
may happen due to the defects at the molecular level which
involve malformation of the tail and motor proteins required
for the tail movement. Bioremediated dye samples displayed
better results while nullifying TM for 70 ppm at the same
time interval and reducing the deformity to 10% in the case
of 90 ppm and 110ppm samples. To the best of our knowl-
edge, the toxicity of RB4 on the molecular cell signaling of
zebrafish is not available. It is previously known that zebra-
fish T-box genes namely spadetail (spt) and no tail (ntl) are
involved in the formation of the medial floor plate that in
turn gives rise to the tail where pipetail (ppt) and kugelig
(kgg) play an important role [33, 34]. Other textile azo dyes,
namely, DB38, RO16, and DR28, induce toxicity in the early
developmental stages of zebrafish that includes the curved
tail, delayed hatching, and YSE, respectively [16]. Therefore,
in the same context, RB4 could be attributed to interfering
with the tail formation pathway in zebrafish embryos by
influencing the expression of these proteins.

3.5. Biochemical Assays. If the rate of reactive oxygen species
(ROS) formation is greater than the rate of their elimination,
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Figure 5: Ramification of RB4 dye and bioremediated dye on embryo hatching and survival rates. (a, b) Percentage hatching of embryos
reared at different concentrations of untreated dye and treated dye, respectively. (c, d) Kaplan-Meier survival curves for zebrafish
embryos reared at different concentrations of untreated dye and treated dye, respectively.
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then the inactivation of enzymes, damage of the DNA, and
peroxidation of unsaturated fats can further destroy the
integrity of the cell [35]. The activities of enzymes like

SOD, CAT, and glutathione peroxidase (GPx) are used as
redox biomarkers under oxidative stress to measure the sta-
tus of scavenging capacities that can nullify ROS generated

70
 p

pm
-U

T
70

 p
pm

-T
90

 p
pm

-U
T

90
 p

pm
-T

11
0 

pp
m

-U
T

11
0 

pp
m

-T

24 hpf 48 hpf 72 hpf 96 hpf

SC

SC

SC

SC

SC

TM

TM

YSE

YSE

(b)

Figure 6: (a) Photomicrograph representing morphological abnormalities in zebrafish caused by RB4 dye and bioremediated dye exposure
at various concentrations (0-50 ppm). The dashed yellow line represents the normal spinal axis. YSE: yolk sac edema; SC: spinal curvature.
(b) Photomicrograph representing morphological abnormalities in zebrafish caused by RB4 dye and bioremediated dye exposure at various
concentrations (70-110 ppm). The dashed yellow line represents the normal spinal axis. YSE: yolk sac edema; SC: spinal curvature; TM: tail
malformation.
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by environmental contaminants [36]. In this study, activities
of SOD, SDH, CAT, POX, and MDA levels in zebrafish lar-
vae were investigated in treated and untreated dye samples
(Figure 7). The SOD activity in untreated samples showed
a declining trend with a significant decrease of ~1.2-fold at
70 ppm (p < 0:001) which continued to decline by ~1.5-fold
at 110 ppm, which may be attributed to a high level of oxida-
tive stress generated beyond the preventive potential of the
existing SOD level [37]. Similar decreasing trends in SOD
activities are reported wherein zebrafish larvae were exposed
to increasing dimethyl phthalate concentration [38] or pesti-
cide endosulfan [39]. In treated samples, SOD activity was
found to be relatively closer to the control for initial concen-
trations and marginal decline at the maximum concentra-
tion, i.e., 110 ppm (p < 0:01). The higher levels of SOD in
treated samples (i.e., 70-110 ppm), compared to untreated
samples, suggest that to protect cells from free radicals, more
proteins are required that bolster the enzymatic activity

against oxidants [40]. SDH activity was found to increase
in both untreated and treated dyes with respect to the con-
trol (Figure 7(b)). However, samples treated with 110 ppm
of untreated and treated dye showed an increased SDH
activity by 2.38-fold and 2.26-fold, respectively, as compared
to control. In untreated samples, the relative concentration
of H2O2 was slightly higher as compared to the treated sam-
ples (p < 0:01). Due to low levels of SDH in the untreated
dye, there was an escalated production of H2O2. Excess
H2O2 buildup due to SOD and SDH activity becomes toxic
to cells. As CAT and POX enzymes catalyze the conversion
of H2O2 to molecular oxygen and water, the activity of these
enzymes was evaluated. A change in CAT activity after
exposure to dye is shown (Figure 7(c)). At lower concentra-
tions of untreated dye (30-70 ppm), there was a significant
increase (p < 0:001) in CAT activity by 3-, 3.75-, and 4-fold,
respectively, in comparison to control, in order to reduce or
counterbalance the excessive ROS production. But at 90 and
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Figure 7: Oxidative stress profile of zebrafish larva exposed to untreated and treated dye: (a) SOD; (b) SDH; (c) CAT; (d) POX; (e) LPO.
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110 ppm of dye exposure, there was a significant reduction
in CAT activity (p < 0:05). After a threshold concentration
of dye exposure, the CAT could no longer eliminate the
increased oxidative stress generated, and thus, CAT activity
reduces [38]. In another study, Meireles et al. reported a
decline in the CAT activity to 1.55-, 1.44-, and 1.25-fold
when Red Disperse dyes, i.e., DR60, DR73, and DR78, were
used, respectively [41]. According to Cong et al., exposure to
a higher concentration of dye can cause oxidative damage
leading to reduced CAT activity, consequentially depleting
CAT and SOD enzymes [38]. In our study, at the lowest con-
centration of treated dye exposure (30 ppm), there was a
negligible increase in CAT, and at a higher concentration,
i.e., 70 ppm, activity was found to have increased signifi-
cantly (p < 0:001) by ~2.5-fold as compared to control. With
a further increase in dye concentration (>70 ppm) of treated
samples, a significant decline (p < 0:001) was observed. This
investigation showed remarkably low levels of CAT activity
in treated samples when compared to untreated samples
from 30 to 110 ppm. This can occur in view of SOD enzyme
dysfunction caused by stress-induced inactivation of its
active site [42] in untreated dye. In Figure 7(a), SOD levels
in untreated samples were reduced as compared to treated
samples, leading to curtailed H2O2 production, and may
thus result in deficiency of CAT synthesis in untreated dye.
POX catalyses the removal of H2O2 by oxidising a substrate
pyrogallol to purpurogallin [43]. POX activity in both
treated and untreated samples produced a rising trend as
compared to control (Figure 7(d)). For any given concentra-
tion, the POX activity of untreated dye was distinctly higher
than that of treated dye. A higher POX activity is a conse-
quence of high H2O2 levels. Increased POX is associated
with tissue damage and can lead to disruption in larval
development [44]. The lower POX activity in treated sam-
ples may occur due to minimized oxidative stress in treated
samples. It is therefore noted that these antioxidant enzymes
are adept at capturing H2O2 and superoxide anions which
lead to the protection of organisms from oxidative stress
conditions [45].

Free radicals induce lipid peroxidation, wherein degra-
dation of lipid peroxides leads to the production of many
subproducts including MDA, the levels of which can be used
to determine the severity of oxidative damage evoked in lar-
vae [46]. The untreated dye exhibits a rising trend in MDA
levels with a significant increase of ~1.7-fold (p < 0:001) at
70 ppm with respect to control (Figure 7(e)). At lower con-
centrations (i.e., 30-50 ppm), the level of MDA was relatively
closer to control, but at a slightly higher concentration, i.e.,
70 ppm, ~1.5-fold rise in MDA levels was observed. In the
presence of high dye toxicity (i.e., 90 ppm onwards), the abil-
ity of antioxidant enzymes to eliminate ROS reduces, and
therefore, the residual free radicals attack unsaturated fatty
acids inciting an increase in MDA content of larvae [46].
Analogous results were observed using naphthalene sulfonic
acid (NSA), metanilic acid (MA), and acid blue 113 (AB113)
textile dye [47] and fungicide azoxystrobin [48], where an
apparent rise in MDA content of zebrafish was paralleled
with an increase in concentration. A similar observation
was reported by Mao et al. using pesticides [49]. In our study

as well, the content of MDA in treated samples is fairly
reduced as compared to that in untreated RB4 samples. This
suggests the occurrence of minimized MDA formation or
the ability to scavenge them as an important measure for
preventing cell damage in hairy root bioremediated samples.
Similar results were proclaimed in a study by Cong et al.,
where oxidative damage in fish, treated with a low concen-
tration of DMP for 24 h, was effectively exterminated by
the cause of its antioxidant mechanisms [38].

In the untreated samples, the concentration of dye, i.e.,
50 ppm onwards, causes severe damage in embryos. But in
the treated samples of 50 and 70 ppm, the activity of antiox-
idant enzymes such as SOD, SDH, CAT, POX, and LPO
content (Figure 7) indicates toxicity amelioration after treat-
ment with HRs as there was delayed hatching, morphologi-
cal deformities, and the absence of YSE in zebrafish
embryos. These enzymes have been known to play an
important role in early stress even at relatively low concen-
trations of dye, helping to reduce ROS [50]. However, at a
further increase in the concentration of dye, i.e., 90 and
110 ppm, the ROS produced is also high, which cannot be
remediated by HRs, in the severity of stress like embryo
hyperpigmentation. These may be due to stress-induced
inhibition or changes in the subunit of the antioxidant
enzymes [51]. Several reports have shown the toxic nature
of different anthraquinone dyes, but to the best of our
knowledge, this is the first report on comprehending the
repercussion of untreated and bioremediated RB4 dye on
zebrafish embryos thereby contributing to the rudimentary
understanding of the impact of remediated RB4 on
ecosystems.

4. Conclusion

In summary, we emphasize the need to develop nontoxic
dyes or efficient methods to treat industrial effluents having
synthetic dyes. The HRs used in this study were found to be
effective in the degradation of potentially toxic textile dyes,
and treated dye was found to be less toxic in comparison
to untreated, after in vivo toxicity assessment. We also
hypothesize that RB4 might be hindering the normal cellular
pathway for tail formation further contributing to the
increased mortality in embryos. The expression of different
antioxidant enzymes during dye exposure corroborates the
synchronous activity of antioxidant machinery to protect
developmental toxicity in zebrafish embryos. This study thus
suggests that HRs can be accounted as viable candidates for
the treatment of RB4-contaminated effluents. This study has
added novel approaches of remediation-based investigation
to understand the activity of enzymes under dye stress in a
process to develop a system for degradation of high dye con-
centration with minimal or no residual toxicity.
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Abstract 

Routing is the method, which is used to maintain, the wireless 
communication of ad-hoc network.  It has various discoveries 
and different paths between every node within a network. The 
process of preparing Routing table itself is called Routing. 
Routing uses the concept of switching. In switching an 
incoming packet is transferred to destination using MAC 
address. It is done within the network. The efficiency of a 
dynamic ad-hoc routing protocols is mainly based on the 
changes in network topology. The transmission via wireless 
medium increase the security of message transmission. It 
prevents the unauthorized access and provides security and 
offers authentication and access-control to the transmission of 
Messages. The, increasing day-by-day use of wireless media 
has reduced the works of humans and their access to the 
wireless devices. As, everything has its Merits and Demerits 
the, wireless media also have both Merits and Demerits, the 
disadvantage as included minimizing size and cost security 
and loss, mobility signal fading etc.  

In this paper, we adaptively optimize the performance of 
AODV protocol using simulation results. The proposed fuzzy 
algorithm used to model the uncertainty measurements for 
updating local connectivity successfully in time and provide 
an overview of the Research Issues and Challenges in wireless 
networks and wireless network performance. 

Keywords:  Hello messages, AODV, wireless 
communication, Ad-hoc Network 

 

INTRODUCTION 

Every node is working as router in mobile, ad-hoc network, 
which is having no infrastructure. In this network, each node 
has its own local neighbors and it will communicate to these 
neighbors, that are out of its transmission range and it called 

as Multihop. These networks suffer from nodes mobility 
causes continual link breaks. Local Connectivity Management 
is one of the techniques to update, the routing protocol 
knowledge about these neighbors. One of those techniques is 
periodically broadcasting short beacon messages (called hello 
messages)[1].  

We adaptively optimize the maximum time period that taken 
before the node transfer the next hello message to its 
neighbors in this paper. During a fixed period of time the 
number of sent hello messages has been directly affected. The 
co-relation between the periodical interval for the 
transmission of hello message and reconstruction of topology 
deals with optimization. The decision of increasing or 
decreasing the frequency of hello messages is made during a 
fixed period of time through a fuzzy logic system. Fuzzy set 
theory provides high flexibility and it is used to model 
complex systems. 

Ad-hoc On Demand Distance Vector (AODV) [9] routing 
protocol is used in this method. Routers are used as per 
needed by per node and they determined the route, as it is a 
reactive routing protocol. The, two parameter used are: Hello-
Interval (HI) and allowed-hello-loss. The link between the 
neighbors and the node is broken, only when the neighbor 
does not get any packet (hello message) for allowed hello-
loss. 

The growth in wireless networks [2] over the last few years 
resembles the rapid growth of the internet over the last 
decade.  Wireless communication is done with each other not 
via visible medium in spite of this wireless networks are used. 
The immense growth of internet-wireless, wireless home 
networking & cellular telephony enjoys wireless 
communication [4].  WLAN technology [3] allow high speed 
of wireless network access and mobile network access.  
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Figure 1: Infrastructure wireless network 

 

The stored data, can be accessed by all people, even when are 
outside in travelling journeys etc. Wireless communication is 
hacked by hacker for exploiting the networks. Security 
Measurements are used to prevent the unauthorized access. 

 

RELATED WORK 

The utilization of hello message in Local Connectivity 
Management (LCM) in various comparisons are used as 
metric, for those ad-hoc routing protocols. Research has also 
focused on the usage of mathematical methods to estimate the 
stability of the links in ad-hoc networks. The lifetime 
expectations of these methods mainly depend on the choice of 
links we use. The, main creator of AODV protocol Perkins et 
al.[9] gives detailed description why hello messages has been 
used and the disadvantages of using these message. They 
mentioned that they will investigate other ways to eliminate 
drawbacks of these messages. The frequency optimizations of 
hello messages remove all of its disadvantages and give its 
advantages, which are mentioned in this page. 

Lundgren et al. [10] evidence says that sometimes mismatch 
occur between the actual connectivity status and the router 
due to unreliable implement action of hello message. This 
mismatch is known as "communication gray zones". In these 
zones in spite of neighbor’s reach ability are sensed by hello 
message but the actual data message cannot be exchanged 
between router and its neighbors. To, remove this drawback 
one such routing protocol [5] called position-based routing 
protocols, are introduced. The presence and the current 
position are indicated by these protocols.  

In this each node broadcast a sort hello message to have the 
presence. GPS tracking is used on topology-based routing 
protocols. The proposed method of wireless network 
communication [4] can be extended for these types of 
protocols and the main focus, in these references is mainly on 
topology-based routing protocol only. 

 

 

 

 

TYPES OF WIRELESS NETWORK 

Taxonomy Of Wireless Networks 

The wireless communication is one of important adapting 
feature for the latest technologies. In the wireless 
communication the packets are arranged in small segments 
and transmitted, this is the distinguishing features which are 
not present in other networks. 

 

IEEE 802.11 

A computer is also called a host, workstation, node and 
Wireless Local Area Network (WLAN) communication is the 
main feature of IEEE 802.11. It was developed and the 
standard was first introduced in 1997. It was envisioned for 
home and office environments for wireless local area 
connectivity and supports three types of transmission 
technologies. The IEEE 802.11 mainly works for 3 types as 
technologies which is in generally used for transmission 
namely:  

 Direct Sequence Spread Spectrum (DSSS) 
 Frequency Hopping Spread Spectrum (FHSS) 
 Infrared (IR) 

IEEE 802.11 has two types of wireless networks, namely, the 
infrastructure networks and the ad hoc networks. 

 

Infrastructure Networks 

The infrastructure type of wireless network (Fig 1) is a 
network with an Access Point (AP), in which all stations 
(STAs) must be associated with an AP to access the network. 
Stations communicate with each other through the AP. In 
infrastructure wireless network device installations can be set 
up with a fixed topology to which a wireless host can connect 
via a fixed point known as a base station or an access point. 
The latter is connected to the backbone network often via a 
wired link. Cellular network and most of the wireless local 
area networks (WLANs) operate as static infrastructure 
networks. All wireless hosts within the transmission coverage 
of the base station can connect to it and use it to communicate 
with the backbone network. The communications initiated 
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from or destined to a wireless host have to pass through the 
base station to which the host connects directly. 

 

Ad Hoc Networks 

Ad-hoc networks are the second access Methods for, the 
wireless communication. Ad-hoc network, is used where there 
is not all user can reach. It is also, called independent mode of 
access of network. The topology and wireless communication 
is use in ad-hoc network, an example of ad-hoc network is 
packet radio network. The users in one region can directly 
communicate within the transmission range of the receiver. If 
the sender wants to communicate with the receiver, which is 
out of transmission range, then it should have to firstly 
convey the message to the user, which is inside range, Then 
this receiver acts as new sender & send to the user which is 
out of the converge transmission. This provides a relay to the 
sender that Message transmitted to transmission. The main 
purpose of this transmission is that it offers flexibility and 
easiness to the transfer of the message. No fixed infrastructure 
network is needed. Ad-hoc network does not have any device 
to connect the links. In spite of advantages, there are still 
various drawbacks of ad-hoc network. It is complex system 
routing because of various topology changes due to the host 
mobility. Secondly it is quite difficult. Normal Users cannot 
predict the actual message transmission. 

 

Figure 2: Ad Hoc wireless network 

 

AODV WITH FUZZY HELLO INTERVAL 

This part of the paper deals with the, the proposed concept 
using fuzzy Hello Intervals values that is used with AODV 
protocol for the transmission of hello messages. In this part 
we have further classifications, as two subsections; in this 
section we study the effect of some node parameters on Hello 
Intervals. 

 

----------------------------------------------------------- 

Algorithm: Effect of Node Transmission Power and Node 
Speed on HI 

----------------------------------------------------------- 

The transmission of Hello messages is done between the 
nodes and its neighbors on the basis of main parameters. 
Transmission power is one of the proposed main parameter 
for determining the present nodes neighbors in the ad-hoc 
network. Transmission power abbreviated as, (TrPower) is the 
power strength through which the signal transmission takes 
place between the nodes. The free space propagation model 
[12],   determines the signal power degraded in the 
transmission of hello messages of the proposed system. 

The received signal strength is given by: 

𝑃𝑟(𝑑) =
𝑃𝑡𝐺𝑡𝐺𝑟𝜆2

(4𝜋)2𝑑2𝐿
 

Where, 

Pr stands for receive powers (in watts), 

Pt stands for transmit powers(in watts), 

Gt and Gr are the transmit and receive antenna gains, 

d is the separated distance between the  transmitter-receiver, 

L is a system loss factor (L = 1 in our simulations which 
indicates no loss in the system hardware), and λ is the carrier 
wavelength (in meters) which is related to the carrier 
frequency (fc) as: 

 𝜆 =
𝑐

𝑓𝑐
          Where c is the speed of light (3 × 10^8 m/s). 

#include <stdio.h> 

int main() 

{ 

 Long  Gt, Gr, Pt, Pr ; 

 Printf(%l%l%l,&Gt&Gr&Pt) 

  for (Gt=1;Gt<Pr; Gt++) 

 { 

  for(Gr=1;Gr<Pr; Gr++) 

   {    

for(Pt=1;Pt<Pr; Pt++)   

    Value (Pt*Gt*Gr); 

     Printf("%l ",Pr); 

  }     

 } 
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For Node Speed on HI 

Network Topology concept is mainly used in dynamic routing 
changes of ad-hoc networks. As the mobility of nodes is not 
restricted, due to which it causes the routing protocols of 
dynamic changes. 

If the transmission between the neighboring  nodes is faster, 
due to this sometimes causes links break down between these 
two nodes and increases probability of breaking links and loss 
of information. The movements of transmission of message 
between the nodes are measured by the speed. High-speed 
transmission between the nodes has huge probability of 
loosing links between the current neighbors and acquired the 
default nodes.   

Galluccio et.al. [11]Calculated the neighborhood time, Tn, 
between two node n1 and n2 as:      

𝑇𝑛 =
2 × √𝑅2 − 𝑃𝑛1

2

𝑣𝑛1

 

Where R is the transmission range, Pn1 is the position of n1 
according to n2, and v n1 is the relative velocity and can be 
calculated as: 

𝜈𝑛1
′ = √𝜈𝑛1

2 + 𝜈𝑛2
2 − 2𝜈𝑛1𝜈𝑛2 cos(𝜙) 

Where vn1 is the magnitude of the vector vn1, vn2 is the 
magnitude of the vector vn2, and Φ is the angle between them. 

This assumption of Tn is accurate only with constant relative 
velocity. 

{ 

int  n1, n2, Tn, R, Pn1, vn1,vn2,vn*; 

float ɸ; 

for (n1=0;  n1<Tn; n1++) 

for(n2=0;n2<Tn;n2++) 

} 

Value (vn1*) 

CalculateTime(Tn) / for transmission data 

} 

 

Fuzzification,Inference and Defuzzification : 

Fuzzification is a mathematical process where the crisp input 
values are transformed into the membership values of the 
fuzzy logic. There is a continuous sequencing of fuzzification, 
inference and defuzzification is used. Firstly, the process of 
fuzzification is done, and then the inference engine calculates 
the fuzzy output using the fuzzy rules.  

 

 

Figure 4: Block-diagram for the basic elements of the fuzzy 
system. 

 

Defuzzification is a process used to convert the fuzzy output 
to a crisp value; Hello interval (HI) value in this case. The 
basic block diagram of the basic elements of the fuzzy system 
is shown in the figure of fuzzification, inference and 
defuzzification. 

 

RSEARCH CHALLENGES OF WIRELESS  
NETWORKS 

Since wireless networks are bandwidth limited, some of the 
key challenges in wireless networks are increase data rate, 
minimizing size, cost, low power networking, security of user 
and Quality of Service (QoS). 

 

Signal Fading: 

As in wireless communication, the message is propagated on 
an open changing route; unprotected mediums and signals can 
be distorted and weakened. As the same signal can disperse 
and travel on some other routes due to reflection, diffraction, 
congestion and scattering caused by different uncertain 
hurdles used by different hackers before it is received by 
receiver.  Due to these different routes the dispersed signals 
on various paths may take different times to reach the 
destination. 

 

Mobility 

The wireless communication is not wired, so there is not at all 
any constraint like that of wired networks among devices. 
Ongoing mobility is maintained to roam the transmitted 
message here and there. 

 

Power and Energy  

To maintain the energy levels in any system it is necessary to 
have power conservation mechanism, all the devices should 
perform effectively and efficiently to work in different 
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surroundings. The transmission between the receiver and the 
sender must be done in intelligent manner so that time and 
task both are maintained for communication purpose. 

 

Data Rate 

The data compression algorithm and interference mitigation 
through error-resilient coding, power control, and the data 
transfer protocol is done by the various functions and 
techniques used by different routing methods. Thus it is 
important to have a well understanding of topic and 
knowledge that results a thought design in order to achieve 
high data transfer rates during transmission. 

 

Security: 

Security [6] is a big concern in wireless networking, 
especially in m-commerce and e-commerce applications 
Virtual private network (VPN) is an option to make access to 
fixed access networks reliable. Since hackers are getting 
smarter, it is imperative that wireless security features must be 
updated constantly. 

 

Quality of Service (QoS): 

Quality of Service [8] is a measure of network performance 
that reflects the network's transmission quality and service 
availability. For each flow of network traffic, QoS can be 
characterized by four parameters: 

 Reliability 

 Jitter 

 Bandwidth 

 Delay 

 

Simulation 

 

Environment1 

 

Environment 2 

 

 
Environment1 

 

 
Environment2 

 

Environment1 
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SIMULATION AND RESULTS 

We have simulated AODV using Netsim simulator developed 
by tetcos .This is suited for various routing algorithm having 
dynamic topologies. Our aim is to show that working of 
AODV is quick and accurate. AODV also works in large 
networks and calculating optimum values in every parameter. 
The network layer, application layer and transport layer has 
been properly configured for each node. 

Simulation environment:- 

We have created two different environments. In environment 
1 we have taken 5 nodes(1,2,3,4,5) in which (1,3) and (2,3 ) 
are connected wirelessly as ad-hoc network. In environment 2, 
nodes (1,3) (2,3)(1,2) are connected in ad-hoc way  where any 
node can transfer packet to any node .Nodes are placed 
randomly within a fixed size LxL grid . During the simulation 
nodes are free to move anywhere in grid area .If the nodes are 

larger in number then there is continuous change in topology 
of network. For both the simulation environment 1 and 
environment 2 we have calculated byte transmitted, overhead 
transmitted, packets collided , packets errata ,packet 
transmitted ,payload transmitted and simulation time as shown 
in graph and values in table1 shown below in results. 

 

RESULTS 

Our results show that AODV can find routes quickly and with 
accuracy. AODV is good choice for ad-hoc network. It is 
useful in battlefield communication, emergency, conferencing 
etc. 

Table 1 

Parameter Environment 1  Environment 2 

Bytes Transmitted 21705024 120201704 

Overhead Transmitted 20390360 37714720 

Packets collided 20 54000 

Packets Errata 32 24 

Packets Transmitted 30000 100000(approx) 

Payload Transmitted 20390360 37714720 

Simulation Time(sec) 100000 1000000 

 

We have seen the final results in environment 1 and 
environment 2. The byte transferred is of major difference and 
has been increased in environment 2. Similarly for the 
overhead transmission the transmitted data has increased in 
environment 2. But the packets errata has decreased in 
environment 2 in spite of large volume of data being 
transferred in environment 2 .This shows the accuracy of the 
protocol as shown in table 1. The main focus of result is that 
the AODV protocol will be helpful for Ad-hoc network.   

 

CONCLUSION 

In this research paper, a novel approach for local connectivity 
management in ad-hoc routing protocols has been presented 
for the transmission of hello messages between the nodes and 
its neighbors.   This wireless communication provides an 
efficient way, to the transmission of messages, as it is 
unprotected still the transmission is faster between the nodes. 
A logical idea is probably mainly used to optimize the nodes 
transmission range and speed and used to decide the hello 
messages interval.  As the wireless communication the 
message is propagated is an open, Changing, unprotected 
medium, and the signals can be distorted and weakened. The 
routing procedure that has been developed has been used in 
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the context of the AODV routing protocol. There are various 
types of routing methods is used like- Distance vector routing 
and link state routing. The main advantages of using routing 
protocols that it provides no duplicate packets and no traffic 
problems. In spite of this entire if we use routing shortest path 
is not guaranteed but ad-hoc networks can work properly. The 
routing is mainly used for the internet purpose, where each 
node works as a host or hop. Military networks are used 
routing algorithms to determine the routers; they do not care 
of flooding at all.  Various results produced by each  methods 
provides that, the efficiency of the proposed AODV protocol 
method in terms of routing overhead, bytes transmitted 
,packets errata ,packets collided and payload transmitted using 
simulation results. Overall, the work presented here has given 
us an insight that the ad-hoc routing protocols configuration 
parameters might be determined more accurately and 
dynamically. 

 

FUTURE SCOPE 

There is large need to increase the capabilities of protocol. 
AODV should support large population with optimum 
efficiency. We look for development of protocol for quality of 
service(qos) with fixed network and internet .In future we can 
develop error free environment as we have shown that the 
packets errata is decreased from 32 to 24 in spite of large 
volume of data in environment 2. 
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A B S T R A C T  

Two novel lac case en zyme - producing strains Pseudomonas mon teilii and Gamma pro teobac terium were iso lated 
from woody soil sam ple and their pro duc tions were op ti mized. Max i mum pro duc tion of lac case was achieved 
at tem per a ture (37  °C), pH (7), car bon source (glu cose) and ni tro gen source (yeast ex tract) for both the iso - 
lates. The pro duced ex tra cel lu lar lac cases were ex tracted by cen trifu ga tion at 14000  rpm and 4  °C for 15  min. 
The ex tracted lac cases were also op ti mized for the spe cific sub strate to en zyme con cen tra tion ra tio, pH, tem - 
per a ture and the re sults were 1:9, 6.0, 25  °C for strain Pseudomonas mon teilii and 2:8, 8.0, 40  °C for strain 
Gamma pro teobac terium re spec tively. 

The nov elty of this work is here we use ex tracted bac te r ial lac case en zyme was sub jected to pyri dine raf fi - 
nate ac cord ing to op ti mized process pa ra me ters, a re duc tion in ab sorbance was ob served up to 51% for strain 
Pseudomonas mon teilii and 59.5% for strain Gamma pro teobac terium in 140  min. The study sig ni fies the bio - 
trans for ma tion of pyri dine raf fi nate into some other sim pler prod ucts as it pro vides a novel way to biore me di - 
ate pyri dine raf fi nate. This in no v a tive re me di a tion process dis plays a route to wards rea son able treat ment tech - 
niques where phys i cal and chem i cal pro ce dures ap pear to fall flat. 

1 . Introduction 

Pyri dine raf fi nate is an or ganic dis charge of the pyri dine man u fac - 
tur ing in dus try con tain ing mainly pyri dine; a het e ro cyclic aro matic 
com pound along with formalde hyde, pi co l ines, and phe no lics. It is a 
wa ter - soluble ( Li et al., 2009 ), a highly al ka line mix ture (pH 10 – 12), 
slightly pale in color with pen e trat ing nau se at ing odor (“Pyri dine 
|C5H5N - Pub Chem,” n.d.).Apart from a lab reagent, pyri dine has 
found its ap pli ca tions in ad he sives, aerosols, bleach ing agents, elec tro - 
plat ing in dus try, fuel ad di tives, in dus trial sol vents and as a raw ma te - 
r ial in paint, dyes, phar ma ceu ti cal and sev eral other in dus trial 
processes. Pyri dine is also an im por tant agent in the man u fac tur ing of 
sev eral dif fer ent key prod ucts such as vi t a mins, food fla vor ings, rub - 
ber prod ucts, in sec ti cides and her bi cides ( “Pyridine |C5H5N - 
PubChem, ” n. d. ). 

De spite its in dus trial use ful ness pyri dine has sev eral health haz - 
ards. Re searchers have re ported pyri dine car cino genic ity in rats 
( Hasegawa et al., 1993 ), in hu man - derived liver cell lines ( Majer et 

al., 2005 ), in the mam mary gland of rat ( Huber et al., 1997 ) and 
many more. Due to its haz ardous be hav ior, pyri dine is of fore most 
con cern among all the or ganic het e ro cyclic com pounds ( Saroha, 
2018 ). 

Pyri dine is listed as a pri or ity or ganic pol lu tant by the United 
States En vi ron men tal Pro tec tion Agency (USEPA). Ac cord ing to the 
lat est re port pub lished by NBC, Global Pyri dine Mar ket size is ex - 
pected to grow at USD 747.89 mil lion by 2023 ( “Pyridine Market 
Research Report - Forecast to 2023 | MRFR, ” n. d. ). Be ing a pri or ity or - 
ganic pol lu tant, such growth would also af fect the en vi ron ment at a 
high cost. 

Sev eral phys i cal, chem i cal and bi o log i cal method olo gies for 
biodegra da tion of pyri dine raf fi nate have been re ported. Phys i cal and 
chem i cal meth ods have the dis ad van tages of be ing costly and less ef - 
fec tive, how ever, bi o log i cal treat ment meth ods are pre ferred as they 
are cost - effective and en vi ron ment - friendly ( Sims, O'Loughlin and 
Crawford, 1989 ). From the per spec tive of the het e ro cyclic na ture of 
pyri dine, it is re cal ci trant to mi cro bial ac tiv ity. How ever, with time, 
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be cause of the abil ity of the mi crobes to de liver in creas ingly phe no - 
typic species and their dif fer en tial ways to uti lize var i ous sub strates 
for their me tab o lism, they are able to de grade pyridines and their de - 
riv a tives ( Sun et al., 2011 ). 

Lac cases are cop per - containing polyphe nol ox i dore duc tases first 
re ported in ex u dates of Japan ese lac quer tree Rhusver ni cifera 
( Yoshida, 1883 ) and de grades pyri dine ring as re ported by sev eral re - 
searchers ( Rajput and Mishra, 2019 ). The mech a nism of lac case ac tiv - 
ity in volves uti liz ing oxy gen as an elec tron donor and help ing in the 
ox i da tion of dif fer ent com pounds such as phe nols, polyphe nols, aro - 
matic amines by four - electron trans fer re sult ing in the re duc tion of O 2 
to H 2 O and for ma tion of re ac tive sub strate rad i cals ( Claus, 2004 ; 
Riva, 2006 ). Some sub strates are two - electron donors re sult ing in one 
step ox i da tion - reduction re ac tion, cop per - I ac cepts elec tron and re ac - 
tive sub strate rad i cals take part in fur ther non - enzymatic re ac tions 
( Kersten et al., 1990 ). The oc cur rence of lac case had been found in 
fun gus such as As pergillus sp., Cori olop sis gal lica, Fu na li a trogii, Strep to - 
myces cya neus, Peni cil lium oryzae etc ( Baldrian, 2006 ; Thurston, 2019 ), 
plants such as Camelia sine sis, Schi nus molle, Musa par a disi aca, 
Forsintha sus pensa, Pi nus sp. etc ( Dean and Eriksson, 1994 ; Dwivedi et 
al., 2011 ) and bac te ria ( Bugg et al., 2011 ; Sharma et al., 2007 ). Lac - 
cases are the cen ter of at trac tion for ef flu ent treat ment dis charged 
from in dus tries be cause of their wide range of ox i dore duc tase ac tiv ity 
( Claus, 2004 ). Lac cases have also been re ported ther mally ( D'Souza - 
Ticlo et al., 2009 ) and pH sta ble ( Singh et al., 2007 ) which makes 
them more di ver si fied in the biore me di a tion process. The first bac te r - 
ial lac case was iso lated in 1999 from Azospir il lum lipoferum 
( Diamantidis et al., 2000 ) . Martins et al. (2002) iso lated and char ac - 
ter ized bac te r ial lac case from Bacil lus sub tilis en dospore coat ( Martins 
et al., 2002 ). Many re searchers used mi cro bial species as whole to 
biore me di ate the com plex het e ro cyclic com pounds. Chandra et al. 
(2009) re ported Bacil lus sp. co - culture can de grade formalde hyde free 
pyri dine raf fi nate ( Chandra et al., 2009 ) . Lit tle work has been re ported 
on pyri dine raf fi nate degra da tion with bac te r ial lac case. In the pre - 
sent study, we have suc ceeded to biore me di ate the pyri dine raf fi nate 
with the help of en zyme lac case. 

2 . Material and methods 

2. 1 . Chemicals and growth medium 

Sol vents viz Tris - Base, Phos phate buffer, EDTA and Propyl al co hol 
were ob tained from Thomas Baker Chem i cals Pri vate Lim ited, New 
Delhi, In dia. Salts viz. Na 2 HPO 4 , CaSO 4 , NaCl, ZnSO 4 , C 6 H 5 FeO 7 , 
MnSO 4 ·H 2 O, K 2 Cr 2 O 7 , NaHCO 3 , NaH 2 PO 4, and CH 3 COONa were ob - 
tained from Cen tral Drug House, New Delhi, In dia and me dia com po - 
nents viz. agar, yeast ex tract, su crose, glu cose, tryp tone, pep tone were 
ob tained from Sisco Re search Lab o ra to ries Pvt. Ltd. (SRL), New Delhi, 
In dia. Gua ia col was pro cured from Thermo Fisher Sci en tific In dia Pvt. 
Ltd., Mum bai, In dia. All reagents were of an a lyt i cal grade and ex tra 
pure qual ity. 

2. 2 . Collection of soil sample 

Col lec tion of soil sam ple was done asep ti cally from Gupta Tim bers 
(26°30′06.6″N 80°15′15.9″E), Kalyan pur, Kan pur, Ut tar Pradesh, In - 
dia. The first layer of soil up to 10  cm was re moved us ing a ster ile 
spat ula.Af ter that, us ing an other ster ile spat ula soil sam ple was trans - 
ferred into pre au to claved beaker and cov ered with alu minum foil in - 
stantly. The sam ple was then trans ferred to a Petri dish and kept at 
room tem per a ture for 6  h in a glove box by main tain ing asep tic con di - 
tions to nor mal ize the tem per a ture of the soil sam ple and to re move 
mois ture. Dried soil was fil tered us ing 34μ sieve and 1  g was weighed 
out for se r ial di lu tion pro to col. 

2. 3 . Selection and screening of Laccase producing colonies 

The fil tered sam ple weighed out was se ri ally di luted to get more 
promi nent iso lates from mi crobe - rich dense soil cul ture. A to tal di lu - 
tion up to 10 −6 was made and in oc u lated on ster ile pre - prepared nu - 
tri ent agar Petri plates (Hi - Media Lab o ra to ries, Mum bai, In dia) us ing 
spread plate cul ture tech nique in a lam i nar cab i net (Mi croflow Ster ile 
Con cepts In dia Pvt Ltd., Chen nai, In dia). Af ter ster il iz ing it against 
pos si ble con t a m i na tion, 20  μL of well - mixed sam ple from 10 −4 , 10 −5 , 
10 −6 di lu tions were trans ferred into three dif fer ent Petri plates in trip - 
li cate and spread it with the help of a ster ile spreader. These Petri 
plates were then in cu bated at 37  °C tem per a ture, hu mid ity and light - 
controlled in cu ba tor for 24  h to al low the growth of mi crobes. Af ter 
that dif fer ent colonies were marked and streaked out in quad rant 
form onto ster il ized pre - prepared nu tri ent agar Petri plates for fur ther 
iso la tion of pure colony. 

Spec i fied M162 medium ( Degryse et al., 1978 ) was used to iso late 
lac case pro duc ing bac te r ial species. Mod i fied M162 medium com po si - 
tion (g/ l):CaSO 4 ·2H 2 O (0.4), MgCl 2 ·6H 2 O (2.0),glu cose (1.0), yeast ex - 
tract (3.0), C 6 H 5 FeO 7 so lu tion (0.01  M) (5.0), K 2 HPO 4 (0.5),NH 4 NO 3 
(0.5), NaH 2 PO 4 (0.5), Na 2 HPO 4 (0.5) and 10  ml of mi cronu tri ents con - 
tain ing g/ l of MnSO 4 ·H 2 O (2.28), Na 2 MO 4 ·2H 2 O (0.05), CoCl 2 ·6H 2 O 
(0.09), CuSO 4 (0.025), H 3 BO 4 (0.5), ZnSO 4 ·7H 2 O (0.5)& 0.5  ml H 2 SO 4 . 
Agar (1%) used as a so lid i fy ing agent in SSF ( Rajput and Mishra, 
2019 ) and 2  mM Gua ia col was used as a stan dard sub strate. Lac case 
pro duc ing bac te ria pro duce brown colonies when grown on this 
medium af ter 72  h at 37  °C tem per a ture ( Kaur et al., 2017 ) and the 
iden ti fi ca tion of lac case pro duc ing bac te r ial strains by prob ing into its 
mor pho log i cal and bio chem i cal char ac ter is tics by re fer ring Bergey's 
Man ual of De ter mi na tive Bac te ri ol ogy ( Bergey et al., 1984 ) and then 
af ter strains were fur ther cross - verified by Chro mous Biotech Pvt. Ltd. 
Ben galuru, In dia. Ser vice Num ber: BI - 525,India. 

2. 4 . Isolation of crude Laccase 

Colonies were al lowed to grow on dif fer en tial broth me dia for 5 
days at 37  °C and 150  rpm in an or bital shaker (Sci gen ics Biotech Pri - 
vate Lim ited, Chen nai, In dia). Af ter 5 days the flasks were drawn 
from the shaker and cul ture mix ture was cen trifuged (Elek tro craft Pvt. 
Ltd., MP400R, Mum bai, In dia) at 14000  rpm for 15  min and 0 – 4  °C in 
a high - speed re search cen trifuge. The su per natant was col lected and 
stored at 4  °C for fur ther use as a crude en zyme source and the pel let 
was dis carded. 

2. 5 . Laccase production & optimization 

In the process of lac case pro duc tion pa ra me ters like time, tem per a - 
ture, pH, car bon, and ni tro gen sources were op ti mized. Ex per i men tal 
cul tures were in cu bated for 5 days and their lac case ac tiv ity was mea - 
sured at a reg u lar in ter val of 12  h for op ti miza tion of time. The ef fect 
of tem per a ture and pH on en zyme pro duc tion was de ter mined by in - 
cu bat ing the in oc u lated flask un der dif fer ent con di tions (tem per a ture 
27 – 42  °C), pH (5 – 9) in a con trolled en vi ron ment ( Niladevi et al., 
2009 ; Singh et al., 2007 ). Glu cose, fruc tose, and su crose were sep a - 
rately in ves ti gated to de ter mine the ef fect of the car bon source while 
yeast ex tract, tryp tone and pep tone as ni tro gen sources to ex am ine its 
ef fect on lac case pro duc tion. 

2. 6 . Total protein content determination 

To tal pro tein es ti ma tion was done ac cord ing to the Lowry method 
( Walker et al., 2003 ). The method re lies on a bi uret re ac tion in which 
pep tide bonds from pro tein re act with cop per un der al ka line con di - 
tions to pro duce cop per ions. The re ac tions re sult in a strong blue 
color, which de pends partly on ty ro sine and tryp to phan con tent. The 
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method is sen si tive down to about 0.01  mg of pro tein/ ml and is best 
used on so lu tions with con cen tra tions in the range 0.01 – 1.0  mg/ ml of 
pro tein. 

2. 7 . Characterization of enzyme 

2. 7. 1 . Standard substrate concentration 
To stan dard ize the pro ce dure for biore me di a tion of pyri dine raf fi - 

nate, gua ia col as a stan dard sub strate was used for de ter min ing op ti - 
mum sub strate to en zyme con cen tra tion. A to tal re ac tion mix ture of 
4  ml was taken as con stant hav ing vary ing con cen tra tions of en zyme 
to sub strate ra tio. The en zyme to sub strate ra tio was var ied as 1:9, 
2:8, 3:7 and 4:6 re spec tively. 

2. 7. 2 . pH 
The re ac tion mix ture con tain ing en zyme & gua ia col was in cu bated 

at an op ti mum con cen tra tion de ter mined in the pre vi ous step with 
vary ing pH from 5 to 9 mea sured us ing pH me ter (Cole - Parmer In dia, 
Mum bai, In dia).Af ter ini tial in cu ba tion, sam ples were drawn at a reg - 
u lar in ter val of 20  min and op ti cal den sity was mea sured at 450  nm 
for gua ia col and 501  nm for pyri dine raf fi nate us ing a UV spec tropho - 
tome ter (G Bio sciences Pvt. Ltd., Noida, In dia). 

2. 7. 3 . Temperature 
Es ti mated op ti mum pH and en zyme - substrate con cen tra tion ra tio 

ob tained from pre vi ous stud ies were kept con stant and the tem per a - 
ture was var ied be tween 27 and 42  °C un der a con trolled en vi ron ment 
( Niladevi et al., 2009 ). 

2. 7. 4 . Laccase activity 
Lac case ac tiv ity was de ter mined us ing Gua ia col as say ( Sheikhi et 

al., 2012 ). 2  mM di lu tion of gua ia col was pre pared in ab solute 
ethanol. The to tal re ac tion mix ture of 4  ml con tain ing 3.5  ml of pre - 
prepared phos phate buffer of pH 8.0, 400  μL of 2  mM gua ia col and 
100  μL of crude en zyme ex tract was used. A to tal of 6 test tubes con - 
tain ing the same re ac tion mix ture were pre pared. Gua ia col has been 
re ported as an ef fi cient sub strate for lac case as say. The in tense brown 
color de vel op ment due to ox i da tion of gua ia col by lac case can be cor - 
re lated to its ac tiv ity of ten read at 450  nm. The mix ture was in cu - 
bated at 35  °C for 15  min and ab sorbance was read at 450  nm us ing a 
UV spec tropho tome ter. En zyme ac tiv ity was ex pressed as In ter na - 
tional Units (IU), where 1 IU is de fined as the amount of en zyme re - 
quired to ox i dize 1  μmol of gua ia col per min. The lac case ac tiv ity in 
IU/ ml is cal cu lated by the for mula ( Abd El Monssef, Hassan and 
Ramadan, 2016 ). 

Where. 

Δ A 450 = Change in absorbance at 450  nm 
V = Total volume mixture (ml) 
v  =  Enzyme volume (ml) 
Δ t  =  Change in time 
e  =  Extinction coefficient for guaiacol (12. 1 mM/ cm) 

3 . Results and discussion 

3. 1 . Isolation and screening of laccase producing bacterial strains 

Eight dif fer ent colonies were ob tained af ter se ri ally di lut ing 1  mg 
of soil into 6 dif fer ent test tubes and were spread onto pre - prepared 
nu tri ent agar plates. They were fur ther marked out and were per mit - 
ted to grow on mod i fied M162 se lec tion me dia where 2  mM of gua ia - 
col as a sub strate was added to the medium. Lac case pro duc ing bac - 

terium pro duces red dish - brown colonies on this medium. Colonies 
cor re spond ing to 1st and 5th of Petri plates pro duced red dish - brown 
colonies and hence marked as TS 1 and TS 5 . Gua ia col al lows en hanced 
melaniza tion by lac case pro duc ing strains and hence helps in iden ti fi - 
ca tion. 

3. 2 . Laccase production & optimization 

The con cen tra tion and na ture of the car bon source used in the 
medium showed a sig nif i cant ef fect on en zyme pro duc tion. The ad di - 
tion of fruc tose, glu cose, and su crose as dif fer ent car bon sources in - 
creases the pro duc tion of lac case (mea sured in terms of max i mum lac - 
case ac tiv ity). Op ti miza tion stud ies for car bon sources in the pres ence 
of gua ia col were per formed. Glu cose (0.265 & 0.238 IU/ ml) showed 
higher ac tiv ity in com par i son to su crose (0.255 & 0.169 IU/ ml) and 
fruc tose (0.219 &0.198 IU/ ml) re spec tively for strain TS 1 and TS 5 
( Fig. 1 ). Sim i lar re sults were re ported by many re searchers in the case 
of the uti liza tion of spec i fied car bon sources ( Mikiashvili et al., 2006 ). 
Yeast ex tract, urea, am mo nium sul phate, am mo nium ni trate, pep tone 
and tryp tone are most com monly used ni tro gen sources for the bac te r - 
ial and fun gal lac case pro duc tion. We op ti mized pre ferred ni tro gen 
sources tryp tone, pep tone and yeast ex tract against lac case ac tiv ity 
and found that yeast ex tract demon strated higher ac tiv ity (0.250 & 
0.255 IU/ ml) com pared to pep tone (0.231 & 0.238 IU/ ml) and tryp - 
tone (0.223 & 0.232 IU/ ml) re spec tively for strain TS 1 and TS 5 ( Fig. 2 ). 
Ex per i ments have sug gested that lac case pro duc tion in creases as ni - 

Fig. 1 . Lac case ac tiv ity against car bon sources for lac case pro duc tion. 

Fig. 2 . Lac case ac tiv ity against ni tro gen sources for lac case pro duc tion. 
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tro gen de pleted, at tained a max i mum and then started falling off 
( Keyser et al., 1978 ). 

Lac case be ing ther mostable, tem per a ture does not have a very sig - 
nif i cant ef fect on lac case ac tiv ity whereas the op ti mal tem per a ture 
varies with strain ( Thurston, 2019 ). In this study, we op ti mized lac - 
case ac tiv ity against var ied tem per a ture range (27 – 42  °C) and dis cov - 
ered that both the strains showed higher ac tiv ity at 37  °C ( Fig. 3 ). 

The ideal pH worth changes re ly ing upon the sub strate since the 
in stru ment of the re sponse with com pound lac case fluc tu ates. Many 
re ports sug gest that the bell pro file oc curs in the case of lac case ac tiv - 
ity. The po ten tial dif fer ence be tween the phe no lic sub strate and the 
T1 cop per (First cop per in ac tive moi ety of lac case) can in crease the 
ox i da tion of the sub strate while the hy drox ide (OH − ) is bonded to the 
T2/ T3 cop per cen ter which help to de ter mine the op ti mal pH value 
for the lac case ac tiv ity ( Kunamneni et al., 2007 ). Lac case pro duc tion 
was higher at pH 7.0 for both the strains ( Fig. 4 ). Sub stan tial lac case 
pro duc tion was dis played by many re searchers in the pH range from 
3.0 to 8.0 ( Cordi et al., 2007 ) . 

3. 3 . Morphological and molecular identification of laccase producing 
strains 

3. 3. 1 . Gram staining 
A high - resolution LCD mi cro scope (Wuzhou New Found In stru - 

ment Com pany Ltd., DM S653, China) was used to de ter mine the mor - 
pho log i cal char ac ter is tics of the bac terium. Gram - stained slides were 
an a lyzed un der the mi cro scope at 100X res o lu tion and the colonies 
were found to be pink col ored, rod - shaped, motile, multi - flagella, the 
cen ter raised and mar gins slightly ta pered smooth bac terium ( Fig. 5 ). 

Fig. 3 . Lac case ac tiv ity at dif fer ent tem per a tures for lac case pro duc tion. 

Fig. 4 . Lac case ac tiv ity at dif fer ent pH for lac case pro duc tion. 

Fig. 5 . Gram - s tained iso late strain TS1 (left) and TS5 (right). 

3. 3. 2 . Molecular identification of bacterial strains using 16S rRNA 
sequencing 
3.3.2.1 . PCR am pli fi ca tion con di tions. In this study DNA am pli fi ca tion 
was done un der the men tioned pro to col for the iden ti fi ca tion of the 
sam ples TS1 and TS5 in which DNA was taken 1  μl, 16S for ward 
primer (400  ng) 1  μl, 16S Re verse Primer (400  ng) 1  μl, dNTPs 
(2.5  mM each) 4  μl, 10X Taq DNA poly merase As say Buffer 10  μl, Taq 
DNA poly merase en zyme (3U/ μl) 1  μl, nu cle ase free wa ter X 7  μl, To - 
tal re ac tion vol ume 250  μl, all PCR work done by Chro mous Biotech 
Pvt. Ltd. PCR ther mal cy cles and con di tions are men tioned in Table 1 . 

For ward and re verse primers were used for am pli fi ca tion of 16S 
rDNA se quence: Prokary otic 16S rRNA spe cific primer were used in 
this study: (The PCR prod uct size was ex pected ~1.5  kb) and the used 
primers se quences were - 

16S Forward Primer: 5’ – AGAGTTTGATCMTGGCTCAG – 3′ 
16S Reverse Primer: 5’ – TACGGYTACCTTGTTACGACTT – 3′ 

The bac te r ial cul tures were iso lated and iden ti fied to their near est 
species us ing the 16S rDNA se quence. In Fig. 6 sam ple TS1 (1), TS5 (2) 
and 500bp DNA lad der (L) was loaded in 1% agarose gel to de ter mine 

Table 1 
PCR cy cle con di tion. 

Temperature °C 95  °C 94  °C 50  °C 72  °C 72  °C 

Time 5min 30sec 30sec 1.30min 7min 
Cycle 35 

Fig. 6 . PCR prod ucts loaded on 1%Agarose gel, A: 500bp DNA Lad der, 1: Sam - 
ple - TS1, 2: Sam ple - TS5, L: Lad der. 
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the size of the sam ples af ter PCR for 16S rDNA analy sis . The 16S 
rDNA se quence of the iso lates was com pared with the 16s rDNA Gen - 
Bank data base us ing BLASTn. Ge nomic DNA from the iso lated strains 
was iso lated and 1.5  kb 16S - rDNA frag ment was am pli fied bi - 
directionally us ing high - fidelity PCR. The ob tained PCR prod uct was 
se quenced bi - directionally. Phy lo ge netic tree builder was used for se - 
quences aligned with sys tem soft ware aligner. A dis tance ma trix was 
gen er ated us ing the Jukes - Cantor with cor rected dis tance model. 
While gen er at ing the dis tance ma trix, only align ment model po si tions 
were used, align ment in serts were ig nored and the min i mum com pa - 
ra ble po si tion was con sid ered 200. The tree was cre ated us ing weight 
or with al pha bet size 4 and length size 1000. The en tire analy sis gave 
matched with Pseudomonas sp. FBF57 par tial 16S rRNA gene, iso late 
FBF57 and next near est lo cus was found as Pseudomonas mon teilii 
strain PS38 ( Fig. 7 ). The sam ple was found to be Gamma pro teobac - 
terium sym biont of Cal liphara ex cel lent IROM gene for 16S ri bo so mal 
RNA ( Fig. 8 ). 

From the above analy sis it has very clear that our or gan isms of in - 
ter est was be long to the prokary otes (Bac te ria) sys tem. With the use 
of ad vanced mol e c u lar bi ol ogy ap proaches and bio - informatics tool 
Pseudomonas mon teilii & Gamma pro teobac terium was found con firmed 
or gan isms. 

3. 3. 3 . Laccase activity determination with reference to guaiacol as a 
standard substrate 

Lac case ac tiv ity was de ter mined by per form ing the en zyme - 
substrate re ac tion be tween gua ia col as sub strate and crude en zyme 
ex tract as a lac case source. A UV – Visible spec tropho tome ter was used 
to dis play ab sorbance at a spe cific in ter val of 20  min for 120  min. 
Lac case ac tiv ity re sults are shown be low ( Fig. 9 ). The en zyme to sub - 
strate ra tio was taken as 1:4 as re ported from the lit er a ture ( Rajput 
and Mishra, 2019 ). Ini tially, gua ia col was pre sent in good quan tity so 
the re ac tion was fast but as the sub strate started de plet ing, the re ac - 
tion rate be came slower. 

3. 4 . Laccase characterization 

3. 4. 1 . Effect of substrate concentration, pH and temperature on laccase 
activity 

Lac case ob tained from the crude ex tracts was sub jected to stan - 
dard sub strate gua ia col for de ter min ing the op ti mum con cen tra tion 
for its max i mum ac tiv ity. Lac case be ing sub strate - specific en zyme,an 
ex ces sive amount of sub strate con cen tra tion would have caused sub - 
strate in hi bi tion.More over, low con cen tra tion would not have al lowed 
at tain ing the proper rate of re ac tion. En ti ties al ready pre sent in crude 
ex tract may also par tic i pate in the re ac tion and af fect it ad versely. In 
the case of only one sub strate, it has been well known that by in creas - 
ing sub strate con cen tra tion,the rate of re ac tion in creases then 
achieves a max i mum, be yond which, rate of re ac tion will not be af - 
fected by sub strate con cen tra tion. Fig. 10 shows max i mum lac case ac - 
tiv ity at the en zyme to sub strate ra tio 1:9 for Pseudomonas mon teilii 
and 2:8 for Gamma pro teobac terium. 

To sig nify that en zyme is ac tive (dif fer ent sub units of en zymes be - 
have dif fer ently at di verse pH) and sta ble it be comes nec es sary to val - 
i date en zyme ac tiv ity and sta bil ity at var ied pH.The ac tiv ity of 
Pseudomonas mon teilii was found best at pH 8.0 and that of Gamma 
pro teobac terium at pH 6.0 ( Fig. 11 ). The re sults of this study in fer that 
lac case from Gamma pro teobac terium strain is much more pH sta ble 
than its coun ter part ( Pseudomonas mon teilii ) and was in ac cor dance 
with other re searches ( Cordi et al., 2007 ; Kunamneni et al., 2007 ). 

Op ti mum tem per a ture for lac case ac tiv ity was found at 25  °C for 
Gamma pro teobac terium , while that of Pseudomonas mon teilii at 40  °C 
( Fig. 12 ). En zy matic re ac tions are tem per a ture spe cific and their sta - 
bil ity de pends on the tem per a ture of the re ac tion mix ture and en vi - 
ron ment. Mostly lac cases are ther mally sta ble and re search has shown 
that lac case ac tiv ity can vary from mod er ate to higher tem per a ture 
highly de pend ing on strain type ( Nyanhongo et al., 2002 ; Palmeiri et 
al., 1993 ). 

Fig. 7 . Phy lo ge netic tree gen er ated by the con cate na tion of the 16S r RNA se quences Data re trieved from NCBI data base (Se quence ID: HG805731.1 ). 

Fig. 8 . Phy lo ge netic tree gen er ated by the con cate na tion of the 16S r RNA se quences Data re trieved from the NCBI data base (Se quence ID: LC473101.1 ). 
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Fig. 9 . Lac case ac tiv ity de ter mi na tion us ing Gua ia col as stan dard sub strate. 

Fig. 10 . Op ti mum sub strate con cen tra tion de ter mi na tion for pyri dine raf fi nate 
degra da tion. 

Fig. 11 . Op ti mum pH de ter mi na tion for pyri dine raf fi nate degra da tion. 

3. 5 . Specific activity measurement 

Spe cific ac tiv ity is the mea sure of en zyme pu rity. It is the ra tio of 
en zyme ac tiv ity to to tal pro tein con cen tra tion. Spe cific ac tiv ity for 
crude en zyme ex tract from Pseudomonas mon teilii was found to be 
0.089 IU/ ml, while that of Gamma pro teobac terium was 0.1217 IU/ ml. 

3. 6 . Pyridine raffinate degradation 

Af ter the char ac ter i za tion of lac case with stan dard sub strate gua ia - 
col, the best con di tions were cho sen to per form as say with pyri dine 
raf fi nate. Ex tracted en zymes were tested for biore me di a tion in terms 

Fig. 12 . Op ti mum tem per a ture de ter mi na tion for pyri dine raf fi nate degra da - 
tion. 

of re duc tion in op ti cal den sity ( Shi et al., 2015 ; Singh et al., 2007 ; 
Wang et al., 2012 ). 

We de ter mined the op ti mized con di tions viz; en zyme - substrate 
con cen tra tion (1:9), pH (6), tem per a ture (25  °C) for strain Pseudomonas 
mon teilii , and en zyme - substrate con cen tra tion (2:8), pH (8), tem per a - 
ture (40  °C) for strain Gamma pro teobac terium and ap plied the same for 
the degra da tion of pyri dine raf fi nate. Af ter ini tial in cu ba tion of 
20  min the ab sorbance of pyri dine raf fi nate in creases slightly then it 
starts de creas ing till 120  min and fur ther seems to be come a plateau 
( Fig. 13 ). Ab sorbance de creased up to 51% in 140  min for strain 
Pseudomonas mon teilii while 59.5% re duc tion was ob served in case of 
strain Gamma pro teobac terium . This ex per i ment sig ni fies that pyri dine 
raf fi nate can be de graded us ing bac te r ial lac case. 

4 . External validation of process parameters 

High - Performance Liq uid Chro matog ra phy (HPLC) was used to ac - 
cu rately de ter mine the degra da tion per cent age of pyri dine com pound 
by ini tially us ing 50  ppm pure pyri dine from BDH in stead of pyri dine 
raf fi nate sam ple. Ac cord ing to the time course degra da tion study ( Fig. 
14 a and 14b ),the max i mum pyri dine degra da tion (46.323  ±  5%) was 
ob served at 140  min of in cu ba tion. HPLC (LC - 20AD, Shi madzu, and 
Tokyo, Japan) was used for the analy sis with in jec tion vol ume 
20  μL  at 25  °C and ace toni trile (ACN) as a mo bile phase. The re ac tion 
mix ture with out lac case was used as a con trol for this ex per i ment. All 
the analy sis were car ried out in trip li cates. The re sults have been 
com pared with their con trols. Both the chro matogram (con trol and 
lac case - mediated degra da tion of pyri dine) showed sin gle dom i nant 
peaks at a re ten tion time of 2.005, 2.077  min, re spec tively. The con - 
trol chro matograms did not show any ab solute peaks. How ever, the 
lac case treated chro matograms showed their solute peaks at re ten tion 
time at 1.376 & 1.276  min. The re sults im plied lac case me di ated 
degra da tion of pyri dine. The degra da tion of toxic pyri dine by 

Fig. 13 . Pyri dine raf fi nate degra da tion, ab sorp tion read at 501  nm. 
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Fig. 14a . Chro matogram of stan dard 50  ppm pyri dine. 

Fig. 14b . Chro matogram of treated 50  ppm pyri dine. 

Pseudomonas mon teilii and Gamma pro teobac terium sug gest a po ten tial 
al ter na tive for the degra da tion of pol lu tants in the ecosys tem. 

5 . Conclusion 

Many stud ies have al ready re ported the po ten tial of lac cases in 
biore me di a tion of com plex phe no lic and aro matic sub stances. How - 
ever, the per sis tent and com pli cated struc ture and na ture of pyri dine 
raf fi nate has led to lit tle stud ies re gard ing its biodegra da tion. In this 
study, lac cases have been se lected to eval u ate biodegra da tion of pyri - 
dine raf fi nate (highly al ka line) as these en zymes have bet ter tol er ance 
to wards high pH and show ther mal sta bil ity. Lac case ob tained from 
iso lates of Pseudomonas mon teilii ( en zyme - substrate con cen tra tion 
(1:9), pH (6), tem per a ture (25  °C) ) and Gamma pro teobac terium ( en - 
zyme - substrate con cen tra tion (2:8), pH (8), tem per a ture 
(40  °C) ) showed around 51 and 59.5% degra da tion of toxic and car - 
cino genic pyri dine raf fi nate in 140  min re spec tively and fur ther by 
HPLC method 46.323  ±  5% re duc tion was ob served. The out comes of 
this in ves ti ga tion sug gested a po ten tial route for com bat ing pyri dine 
raf fi nate pol lu tion in an eco log i cally com pat i ble and eco nom i cal man - 
ner. 
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Abstract–Symbioses of soil micro-organisms have proved to be of fundamental importance for plant or crop
adaptation. In order to discover a microbial species for lipase enzyme production, we isolated the organisms
found in the soil of sugarcane field. The strains were isolated, identified and a total of six different bacterial
strains were obtained. All were assessed for their lipolytic potential, in which only one gram negative strain
was found to be most active. The bacteria was identified as Pseudomonas and further confirmed by 16s rRNA
sequencing technique. The sequence came out to be a novel sequence and was deposited in the global
nucleotide sequence repository Genbank database of NCBI (accession ID: KX946966.1). The sequence was
additional annotated using bioinformatics tools. The sequence statistic was calculated, AT%-GC%, number
of codons, translational frames, phylogenetic analysis, homology search and restriction site identification
was done for the curation of meta data of the sequence. The number of codons in the sequence was 479. The
Blast result showed that our sequence was homologous with the Pseudomonas aeruginosa species, giving 0
e value and 2630 as bit score.  This sequence can further be analyzed for its biochemical and physiological
characteristics and could be commercially used in various industries for enzymatic production.

INTRODUCTION

Microorganisms constitute an important source of
biodiversity in soils and are an integral part of
terrestrial ecosystems (Lecomte et al., 2011). They
contribute to major biological functions such as
nutrient and gas cycling, biogeochemical processes
and the decomposition and transformation of
organic matter. Moreover, the discovery that soil
microbes may translate into benefits for
biotechnology, management of agricultural, forest,
and natural ecosystems, biodegradation of
pollutants, and waste treatment systems maximized
the need of scientists for the isolation and their
characterization (Bhardwaj et al., 2012). Operations
such as the production of antibiotics and enzymatic
activities from microorganisms of soil constitute
objectives of industry in their effort to cope with the
increase of population on earth and disturbance of
environment and may also ameliorate the effects of
global climate change (Stefanis et al., 2013).

In our previous studies, we have identified a
lipolytic strain of Pseudomonas isolated from the soil
of sugarcane crop field. The soil samples were

grown on the tributyrin agar medium and the
colonies which showed a clear wide zone had been
isolated and stored for further use. For the
production of lipase, bacterial colonies were
cultured in nutrient medium in shake flask cultures
for 24 hr at 37oC. Enzyme is extracted by
centrifugation at 10,000 rpm at 4°C for 10 min and
activity of lipase was checked as described
previously (Sachan et al., 2017).

The isolated bacterium was also subjected to the
next generation sequencing technique: 16S rRNA
technique and the sequence obtained was deposited
in the primary database for nucleotides, GenBank
database of NCBI (http://www.ncbi.nlm.nih.gov/
genbank/). The sequence was further analyzed and
annotated using different online tools of
bioinformatics.

MATERIALS AND METHODS

Sequencing and submission

The bacterial colony identified was further
sequenced using the 16S rRNA technique by
automated Sanger sequencing method (ABI 3130xl
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analyzer, a 16-capillary machine). The sequence
came out to be 1,432bp long rRNA segment.  This
was then submitted to the Genbank (http://
www.ncbi.nlm.nih.gov/genbank/) database of
NCBI (http://www.ncbi.nlm.nih.gov/) using the
BankIT (http://www.ncbi.nlm.nih.gov/WebSub/
?tool=genbank) online tool (Benson et al., 1996). The
sequence was provided with a unique identification
number (Accession Number) KX946966.1. Further
the sequence was annotated using bioinformatics
tools for analysis.

Sequence annotations

The sequence identified was subject to homology
search using BLAST (Basic Local Alignment Search
Tool) (http://blast.ncbi.nlm.nih.gov/Blast.cgi) tool
of NCBI. 16Sribosomal RNA sequences (Bacteria
and Achaea) were taken as the target database for
the identification of most similar sequences using
BLAST 2.5.0 (Wheeler et al., 2007).

The numbers of codons were recorded using the
Codon Usage Database (http://www.kazusa.or.jp/
codon/countcodon.html) tool. The rRNA sequence
was further translated into its corresponding six
reading frames using the TRANSLATE (http://
web.expasy.org/translate/) tool of ExPASy server
taking into consideration the standard genetic codes
(Bairoch el al., 2003; Gasteiger el al., 2003).

The sequence statistics was studied using the
online tool Genomatrix software suite (http://
www.genomatix.de/cgi-bin/tools/tools.pl). The
base content (AT %, GC%, mono nucleotides, Di-
nucleotides, tri nucleotides etc) was studied for the
sequence (Sachan el al., 2016; Johri el al., 2016).

For multiple sequence alignment and
phylogenetic tree construction, CLUSTAL Omega
tool of EMBL-EBI (http://www.ebi.ac.uk/Tools/
msa/clustalo/) was used. Clustal Omega is a new
multiple sequence alignment program that uses
seeded guide trees and HMM profile-profile
techniques to generate alignments between three or

more sequences. Total of 14 sequences of
Pseudomonas aeruginosa were selected for building
the phylogenetic tree. The tree made was further
analyzed for clustering.

The virtual digestion of the sequence was done
using the online tool Restriction Mapper (http://
www.restrictionmapper.org/). All the enzymes were
selection for digestion and analysis (Fig. 1).

Homologous sequence search – BLAST 2.5.0 (http://
blast.ncbi.nlm.nih.gov/Blast.cgi)

↓

Number of Codons – Codon Usage Database tool
(http://www.kazusa.or.jp/codon/countcodon.html)

↓

Translation of rRNA sequence – TRANSLATE tool of
ExPASy ((http://web.expasy.org/translate/)

↓

Sequence statistics - Genomatrix software suite
(http://www.genomatix.de/cgi-bin/tools/tools.pl)

↓

Multiple sequence alignment and phylogenetic tree
construction - CLUSTAL Omega tool

(http://www.ebi.ac.uk/Tools/msa/clustalo/)

↓

Virtual digestion of the sequence - Restriction Mapper
(http://www.restrictionmapper.org/)

Fig. 1. Flow Chart of Sequence Annotation

Table 1. Blastn result of the sequences showing maximum score

S. Organism Name Max Query E Value % Identity Accession
No. Score/Toal Cover Number

Score

1 Pseudomonas aeruginosa ATCC 10145 2630/2630 99% 0.0 99% NR 114471.1
2 Pseudomonas aeruginosa DSM50071 2628/2628 99% 0.0 99% NR 117678.1
3 Pseudomonas aeruginosa NBRC 12689 2603/2603 98% 0.0 99% NR 113599.1
4 Pseudomonas otitidis MCC10330 2527/2527 100% 0.0 98% NR 043289.1
5 Pseudomonas aeruginosa DSM50071 2484/2484 100% 0.0 98% NR 026078.1

RESULTS AND DISCUSSION

The Blastn result showed that the sequence showing
maximum score and 0 e value was from
Pseudomonas aeruginosa stain ATCC 10145 16S rRNA
gene (NR_114471.1). This proves that the sequence
belongs to Pseudomonas aeruginosa family only and it
will posses all the characteristics of this species
(Table 1).

The codon usage database counted total of 479
codons in our sequence using the standard codon
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table. The nucleotide sequence was further
subjected to in silico translation using online tool of
ExPASy server. All the six translational reading
frames of our sequence were obtained showing the
ORFs (Supplementary material 1).

The sequence statistics were calculated using the
Genomatix online suite. The AT-content of the
sequence was obtained as 45.79%, the GC-content
was recorded as 54.21%. Further the mono, di and tri
nucleotides were also calculated and the results are
as under (Table 2-4).

The phylogenetic tree was constructed using
CLUSATAL OMEGA tool of EBI. The tree showed
that our sequence does not group with any of the

existing sequences and lay as an outlier. The
sequence still need to be classified and characterize
using various biochemical tests (Fig. 2).

Table 3. The AT & GC percent of di- nucleotides

Second nucleotide

A C G T

Firstnucleotide A 102 86 109 65
C 78 78 94 77
G 111 98 142 100
T 70 66 106 54

Table 2. The AT & GC percent of mono nucleotides

Bases In bp In %

A 362 25.19%
C 328 22.83%
G 451 31.38%
T 296 20.60%

Table 5. Virtual restriction digestion using restriction mapper

Name Sequence Site length Overhang frequency Cut position

BamHI  GGATCC  6  Five_prime  1  822
EcoRII CCWGG 5 Five_prime 8 77, 120, 608, 723, 781, 867, 969, 1202
MaeIII GTNAC 4 Five_prime 8 271, 295, 469, 1084, 1109, 1149, 1350, 1390
HindII GTYRAC 6 Blunt 2 809, 862
BglII AGATCT 6 Five_prime 1 831
SmaI CCCGGG 6 Blunt 2 600, 1370
FauI CCCGC 5 Five_prime 1 924
HincII GTYRAC 6 Blunt 2 809, 862

Table 4. The AT & GC percent of tri- nucleotides

Second/third nucleotide

AA AC AG AT CA CC CG CT GA GC GG GT TA TC TG TT

First nucleotide A 20 26 33 23 18 23 24 21 23 30 28 28 14 19 21 11
C 20 21 26 11 19 11 22 26 18 21 31 24 18 12 30 17
G 35 19 29 28 24 24 27 22 41 26 42 33 22 25 35 18
T 27 20 20 3 17 20 21 8 29 21 41 15 16 10 20 8

Fig. 2. Phylogenetic tree of all strains of Pseudomonas
aeruginosa

The sequence was subjected to virtual restriction
digestion using the online tool restriction mapper.
Many enzymes and chemicals were used for finding
out their potential restriction sites in our sequence.
The detailed results of all the restriction sites
obtained are given in the table below (table 5). Many
of the enzymes were found as non cutters namely
HindIII, EcoRI, EcoRV, Acl1, Mva1269I etc.

CONCLUSION

In silico biology is a thorough, expanding and
complex science. Once a gene is sequenced, the
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hypothesizing of gene function, repeats, basic
statistic, homologous sequence search and many
more add on details are mostly computed
computationally. The online tools of bioinformatics
plays a crucial role in the annotation of sequences. In
the present work, we have tried to add some more
meta data to the isolated and sequenced stretch of a
novel 16s rRNA sequence. The most similar
homologue was identified, the AT and GC content
was calculated, the restriction sites of most
important restriction enzymes and chemicals were
identified, along with the phylogenetic studies of the
similar sequences. The computational or in silico
approaches that has been highlighted in this paper
for annotating 16s rRNA sequence apprehends the
efficacy of various tools of bioinformatics. These
tools are pre-requisite in predicting genes,
homologues and ancestors thereby facilitating
experimental analysis of nucleic acid sequences and
can be explored and utilized further so that it can be
beneficial for therapeutic purposes.
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A B S T R A C T   

Presence of crack in a beam causes a slope discontinuity at the crack location in the operational 
deflection shape (ODS). Detecting the slope discontinuity in ODS can reveal the presence of crack 
in a beam. Wavelet transform is a powerful technique to detect discontinuity in a signal. Efficient 
detection of the crack using wavelet transform depends primarily upon the wavelet family and the 
number of vanishing moments. In the present work, suitable mother wavelet along with optimum 
number of vanishing moment is obtained for the effective detection of crack in a beam. Crack 
detectability is defined to quantify the effectiveness of different mother wavelet and vanishing 
moments. Finite element analysis is used for getting the simulated ODS. Higher resolution 
measurement of ODS is the requisite for effective wavelet based crack detection. Photographic 
method is used for obtaining the high resolution measurement of ODS for the experimental 
verification. The present methodology works well with the experimentally obtained ODS of the 
cracked beam. It is capable of detecting crack near the end support also.   

1. Introduction 

A beam is a critical part of rotating machinery. Fluctuating load, along with stress concentration, causes crack in a beam. Presence 
of a crack in a beam increases the flexibility of the beam near the crack. This ultimately changes the dynamic response of the beam. This 
change in dynamic response is widely used for crack detection. A detailed review of vibration based crack detection technique was 
presented by Dimarogonas [1], Sekhar [2], and Sabnavis et al [3]. 

A great number of research works have been done towards the development of crack models. Adams et al. [4] modeled a cracked 
bar by a linear spring of infinitesimally small length and obtained a relation between the crack depth and the change in natural 
frequency. Dimarogonas and Massouros [5] modeled a continuous rotor with a circumferential crack. They used the strain energy 
release rate function to calculate the flexibility at the vicinity of a crack. Chasalevris and Papadopoulos [6] computed the flexibility 
matrix of a shaft due to crack. The flexibility matrix was expressed as a function of depth and the rotation angle of the crack. B- spline 
curve fitting was used to interpolate the flexibility coefficients at all the rotational angles from the known values of flexibility 
coefficients. 

The appearance of a crack in a beam lowers the natural frequency of the system. Several researchers have utilized this concept to 
identify the crack in a beam [7–9]. Although the change in natural frequencies are easy to determine with high degree of accuracy, the 
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natural frequency of a system may change due to several other reasons, such as, environmental degradation and wear. Several re-
searchers have used the mode shape for the detection of crack in beams [10–14]. Mode shapes are spatial domain signals. Existence of a 
crack in the beam causes slope discontinuity in the mode shape. Detection of the slope discontinuity reveals the presence of crack in the 
beam. Pandey et al. [15] used the curvature mode shape concept to detect the crack in a cantilever beam. Operating deflection shape 
(ODS) is the deflection of a structure at a particular excitation frequency [16]. ODSs depend on the forces or loads applied to a 
structure. Singh and Tiwari[17] used ODSs at several excitation frequencies for the detection of crack in a shaft system. They proposed 
crack probability functions as an indicator of the crack in a shaft system. 

Some recent methods proposed in the literature use wavelet transform for the detection of crack in a beam [18–21]. The wavelet 
transform is a powerful tool to detect the subtle changes in a signal. A detailed review of wavelet-based crack detection technique was 
presented by Peng and Chu [22]. An important property of a wavelet, which affects its ability to detect the subtle changes present in a 
signal is the number of vanishing moments [23]. Wavelet transform of a signal with n vanishing moment is equivalent to nth order 
derivative of the signal with a smoothing function [24]. Loutridis et al. [25] used continuous wavelet transform (CWT) with Symlet 
mother wavelet of fourth order to detect the crack position. They also used an intensity factor by using Hoelder exponent to relate the 
size of the crack to the coefficients of the wavelet transform. Rucka and Wilde [13] used CWT with Gaussian and Coiflet wavelets with 
four vanishing moments to detect the crack position in cantilever beams. Hong et al. [26] used CWT with Mexican hat wavelet and 
found that the minimum number of vanishing moments to extract the crack position in a beam should be two. Douka et al. [27] suggest 
that the wavelet with higher vanishing moments gives a more stable performance. However, wavelets with a large number of vanishing 
moments have higher support length that may result in poor crack localization [28]. So an optimum value of vanishing moment must 
be determined in order to develop the robust wavelet based crack detection algorithm. In the present work, a suitable mother wavelet 
along with the number of vanishing moments is found out by defining crack detectability. Different wavelet families along with their 
vanishing moments are studied and a suitable wavelet is selected to detect the location of crack along a beam. 

Although many works have been reported on the use of wavelet transform for the detection of crack in a beam, crack detection near 
the end support is still a challenge [29]. In wavelet based techniques, the abrupt change in wavelet coefficients near the end of the 
signal, termed as end effect, restricts the detection of crack near the end supports. Although some simulation works have been reported 
to reduce the end effect [30,31], Mardasi et al. [29] made an experimental study to detect a crack in a beam using wavelet analysis. 
They used the triangular and Hanning windows on the raw data to reduce the end effects of CWT. The algorithm applies CWT 
repetitively to detect the crack. A scanning laser vibrometer with 25 mm scanning range was used for a beam of length 750 mm. Hence, 
the entire length of a beam cannot be covered in a single measurement. Also, the crack near the end supports of the beam was not 
considered. The scanning laser vibrometer was positioned in such a way that the crack was located near the end of the vibrometer’s 
scanning range. In the present work, a photographic method is used to get the experimental ODS and the proposed algorithm is able to 
detect crack near the end support also. 

Considering experimental measurement of ODS of a beam, the measurement resolution is the number of data points per unit length 
of the beam. Detection and accurate localization of a crack using wavelet transform depend upon the measurement resolution of the 
ODS. The measurement resolution of mode shape is a crucial aspect in vibration based damage detection methods [32]. Some re-
searchers have made an extensive study based on simulated ODSs. Zhong and Oyadiji [33] studied the effect of sampling interval to 
detect the location of crack by using wavelet transform. Lorenzo et al. [34] made an extensive study to assess the optimum number of 
sampling interval to identify the location of crack by using CWT. Traditional sensors such as accelerometer and impedance head are 
used to obtain the deflection shape[35,36]. Getting high measurement resolution with traditional sensors is a tedious task. High 
measurement resolution can be obtained by using a scanning laser vibrometer [37], however it is costly. In the present work 
photographic method is used to get the high resolution measurement of ODS for the experimental verification. Initially, simulated 
ODSs are obtained by the finite element method (FEM) to study the effect of noise on crack detectability for different wavelet families. 
The mathematical model for getting the simulated responses is presented in the next section. 

2. Mathematical model of the cracked beam element 

The Timoshenko beam theory is used to generate the cracked beam response. The finite element method is used to discretize the 
beam, as shown in Fig. 1. The elemental mass and stiffness matrices for the Timoshenko beam model are taken from the reference [38]. 
A local flexibility matrix is used to model the transverse crack in the beam. A cracked element with 4 degrees of freedom at each node 

Fig. 1. Finite element discretization of a cracked beam of crack depth a.  
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and element length of l is shown in Fig. 2. 
The elemental equations of motion for the intact and cracked elements are: 

[M]
e ¨{q}

e
+[Dwc]

e ˙{q}
e
+ [Kwc]

e
{q}e

= {F}e (1) 

and 

[M]
e ¨{q}

e
+ [Dc]

e ˙{q}
e
+ [Kc]

e
{q}e

= {F}e (2)  

where, [M]
e, [D]

e, and [K]
e are the elemental mass, damping, and stiffness matrices, respectively; and vectors {F}e and {q}e are the 

elemental force and response vectors, respectively. The subscripts ’c’ and ’wc’ are used for cracked and intact elements, respectively. 
The displacement vector at each node is given as 

{q}e
= [v w θ ϕ]T (3) 

Here, vandware the translational degrees of freedom along the y and z-axis, respectively. θ and ϕ are the rotational degrees of 
freedom about the y and z-axis, respectively. Axial and torsional motions are not considered. Proportional damping is considered. The 
damping matrix of a beam element without crack can be written as [39] 

[D]wc = a0[M]
e
+ a1[Kwc]

e (4) 

and the damping matrix for a cracked element is given by, 

[D]c = a0[M]
e
+ a1[Kc]

e (5) 

Here, a0 and a1 are the Rayleigh damping constants. These constants depend upon the first two natural frequencies of the system 
[39]. The additional flexibility due to a crack is given by [40], 

[CC]
e
=

⎡

⎢
⎢
⎣

C22 0 0 0
0 C33 0 0
0 0 C44 C45
0 0 C54 C55

⎤

⎥
⎥
⎦ (6) 

Here the coefficients Cij quantify the additional flexibility due to a crack, and its value depends upon the size of the crack. Total 
flexibility for a cracked element is given by [40] 

Fig. 2. A finite element with a crack.  
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[C] = [C0] + [Cc] (7) 

Here, [C0] is the flexibility matrix of an element without crack and [Cc] is the additional flexibility due to the crack. Stiffness of the 
cracked element is obtained as [41] 

[K]
e
= [T][C]

− 1
[T]T (8)  

where [T] is the transformation matrix, given by [41] 

[T]T =

⎡

⎢
⎢
⎣

− 1 0 0 − l 1 0 0 0
0 − 1 l 0 0 1 0 0
0 0 − 1 0 0 0 1 0
0 0 0 − 1 0 0 0 1

⎤

⎥
⎥
⎦ (9) 

The elemental matrices are combined to get the global matrix. The finite element codes are written in Matlab. The ODS is generated 
for simply supported conditions and for a harmonic excitation in the vertical direction. The beam parameters used for generating the 
simulated cracked beam ODS are given in Table 1. 

The cracked and uncracked beam ODSs are shown in Fig. 3. The presence of a crack in a beam changes the dynamics of the beam as 
a whole, but locally it causes a discontinuity in the ODS at the crack location. However, the slope discontinuity is not observed directly 
from the ODS (Fig. 3). In the present work, a wavelet based algorithm is presented to detect the slope discontinuity in the ODS. 

In a real situation, the ODS of the system will be affected by some measurement noise. Hence, measurement noise is added to the 
simulated ODS for the development of a noise-robust crack detection algorithm. 

Table 1 
Parameters for cracked beam simulation.  

Parameters Values for simulation 

Radius of the beam (R) 0.005 m 
Crack depth ratio (a/R) 0.7 
Length of the beam (L) 1 m 
Modulus of elasticity (E) 2.06 × 1011N/m2  

Number of finite element (N) 500 
Location of cracked element 162 from the left end 
Excitation frequency (ω)  10 rad/s. 
Location of excitation 20 cm from the left end 
Amplitude of excitation 0.0024ω2   

Fig. 3. ODS at excitation frequency of 10 rad/s.  
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3. Detection of crack using wavelet transform 

3.1. Addition of noise 

The presence of measurement noise suppresses the crack information present in the ODS of the beam. This makes the crack 
detection intricate, as dummy singularities are introduced due to noise. Hence, white Gaussian noise is added to the simulated ODS to 
see the effect of measurement noise. Signal to noise ratio (SNR) is considered to quantify the measurement noise as, SNR =

20log10

(
σs
σn

)

. Here σs is the standard deviation of the signal and σn is the standard deviation of the noise. Noise is added by using the 

Gaussian random number generator. The noisy ODS, f(ω), at an excitation frequency, ω, is given by 

f(ω) = q(ω)+ n (10) 

Here, q(ω) is the ODS at excitation frequency ω, and n is the measurement noise. 
Wavelets are good at detecting slope discontinuity in a noisy signal. In the present work, the discrete wavelet transform (DWT) is 

used to detect the crack location along the beam length. Wavelet transform is discussed briefly in the subsequent section. 

3.2. Wavelet transform 

A function ψ(x) is said to be a wavelet if its Fourier transform Ψ(ω) fulfills the wavelet acceptability condition [23] 

∫+∞

− ∞

|Ψ(ω)|2

ω dω < +∞ (11) 

This condition suggests that the average value of the wavelet must be zero, i.e., area underneath the curve must be zero 
∫ +∞

− ∞
ψ(x)dx = 0 (12) 

and that the Fourier transform of wavelet function at ω = 0 must be zero, i.e.,  

Ψ (0) = 0                                                                                                                                                                               (13) 

The CWT of a signal can be expressed as: 

Wu,s(x) =
1
̅̅
s

√

∫ +∞

− ∞
f (x)ψ

(x − u
s

)
dx (14)  

where, f(x) is the input signal and 1̅̅
s

√ Ψ(x− u
s ) is translated and scaled version of the mother wavelet Ψ(x). Here, u is the translation 

parameter, s is the scale parameter and the variable x is the location along the spatial domain. The translation is the shifting of the 
wavelet along the span, and scaling is the stretching of the wavelet. If scaling is selected as a power of two, the wavelet transform is 
called the dyadic orthonormal wavelet transform. The dyadic orthonormal wavelets offer the formation of DWT [23]. The DWT gives a 

Fig. 4. The discrete wavelet transform as a multilevel filter bank.  
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multilevel decomposition of the signal. The first level of decomposition is equivalent to scaling at scale 2, the second level of 
decomposition means scaling at scale 4, and so on. The Approximate coefficients A1, A2, A3… and the detailed coefficients D1, D2, D3, 
… are obtained at each level of decomposition. This decomposition is equivalent to low-pass and high-pass filtering of the signal [23]. 
A low-pass filter (LPF) allows the passes of signals with a frequency lower than the cutoff frequency and attenuates signals with 
frequencies higher than the cutoff frequency. On the other hand, a high-pass filter (HPF) allows the passes of signals with a frequency 
higher than the cutoff frequency and attenuates signals with frequencies lower than the cutoff frequencies. Fig. 4 shows the multilevel 
decomposition of a signal using DWT. 

Crack in a beam causes a local slope discontinuity in the operational deflection shape (ODS) of the beam. The local slope 
discontinuity can’t be observed directly due to measurement noise in the signal. Discrete wavelet transform has an excellent property 
to detect a discontinuity in a noisy signal. There are various mother wavelets designed for different purposes. The most common 
mother wavelets providing the multilevel decomposition properties are Daubechies, Symlets, Coiflets, biorthogonal, reverse bio-
rthogonal and discrete Meyer. Out of all the aforesaid mother wavelets, a suitable mother wavelet needs to be selected for efficient 
detection of the crack from the ODS. Apart from the suitable mother wavelet, the number of vanishing moments plays an important 
role in efficient crack detection. A wavelet has n vanishing moments if it possesses the following [23]: 

∫ +∞

− ∞
xnΨ(x)dx = 0, n = 0, 1, 2⋯n − 1 (15) 

Hence, a wavelet with n vanishing moments is orthogonal to polynomials up to degree n-1. The relation among the number of 
vanishing moments, order and support width for different wavelet families are presented in Table 2. In the case of biorthogonal 
wavelets, Nr is the order of reconstruction filter, and Nd is the order of the decomposition filter. The support width of the mother 
wavelet is inversely proportional to the localization of discontinuity. Wavelet with higher vanishing moments gives a more stable 
performance. However, larger support width leads to poor localization. The effect of vanishing moments on crack detectability is 
discussed in the following section. 

4. Results and discussion 

The capability of wavelet transform to detect a local discontinuity in a signal depends on certain parameters like measurement 
resolution, wavelet decomposition level, type of mother wavelets, and the number of vanishing moments. For ODS, measurement 
resolution is the number of data points per unit length of the beam. Selection of these parameters is discussed in the subsequent 
sections. 

Table 2 
Characteristics of selected wavelet having multilevel decomposition properties.  

Wavelet family name Order No of vanishing moments Support width 

Daubechies N (dbN) N = 1, 2, 3… N 2 N-1 
Symlet N (symN) N = 1, 2, 3… N 2 N-1 
Coiflet N (coifN) N = 1, 2, 3, 4, 5 2 N 6 N-1 
Biorthogonal Nr.Nd 

(bior Nr.Nd)  
Nr = 1, Nd = 1, 3, 5     

Nr = 2, Nd = 2,4,6,8     
Nr = 3, Nd= 1,3,5,7,9  Nr − 1  2Nd + 1   
Nr = 4, Nd = 4     
Nr = 5, Nd = 5     
Nr = 6, Nd = 8    

Reverse BiorthogonalNd .Nr(rbioNd.Nr)  Nd = 1, Nr = 1, 3, 5     
Nd = 2, Nr = 2,4,6,8     
Nd = 3, Nr= 1,3,5,7,9     
Nd = 4, Nr = 4  Nd − 1  2Nr + 1   
Nd = 5, Nr = 5     
Nd = 6, Nr = 8     
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4.1. Measurement resolution for the ODS 

A one meter long simply supported beam is considered for simulated response using FEM. The crack depth ratio is the ratio of crack 
depth to the radius of the beam. A single crack of crack depth ratio 0.7 is considered at 1/3rd distance from the left support. ODS is 
obtained at 10 rad/s. The number of datapoints along the beam length is varied to study the effect of measurement resolution on the 
crack detectability. Hence, ODS is obtained using 40, 80, 120, and 200 finite elements. Responses at finite element nodes are 
considered to be the measurement data for the ODS. The ODS with different data points is taken as the input signal for the wavelet 
transform. The D1 coefficients are plotted in Fig. 5. A spike is obtained at the location of the crack in the beam. However, the spike gets 
localized with an increase in measurement resolution. Hence for all the subsequent numerical simulations, the beam is discretized into 
500 finite elements to get good localisation. 

Localization of discontinuity in the detailed coefficients depends upon the level of decomposition also. Wavelet coefficients up to 
the sixth level of decomposition are shown in Fig. 6. A very clear and localized spike due to crack is observed in the first level of 
decomposition and the localization degrades with the increase in the level of decompositions. Basically, the high frequency compo-
nents modeling the discontinuity are filtered out at the initial level of decomposition. The selection of suitable mother wavelet with the 
number of vanishing moments is discussed in the subsequent section. 

Fig. 5. D1 coefficients at different levels of measurement resolution.  
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4.2. Selection of suitable mother wavelet 

Efficient detection of a crack from the measured ODS depends upon the selected mother wavelet. For selecting the suitable mother 
wavelet, “crack detectability” is introduced as,  

Crack detectability = Amplitude of spikes due to crack – Maximum amplitude of spikes due to noise                                                    (16) 

The amplitude of spikes due to crack is the maximum value of detailed coefficients near the known crack location. The maximum 
amplitude of spikes due to noise is the maximum value of detailed coefficients in the non-crack region. This definition is used for the 
purpose of selecting the suitable mother wavelet along with vanishing moments for efficient crack detection. Hence, the crack position 

Fig. 6. Wavelet coefficients of ODS at 10 rad/s.  

Fig. 7. D1 wavelet coefficients of an ODS of a cracked beam.  
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is assumed to be known. The wavelet transform is the convolution between the signal and the dilated and translated wavelets. The 
beam deflection is a spatially distributed signal with finite length. For a finite-length signal, the convolution between the signal and 
wavelets gives an end effect at the two ends of the signal, as shown in Fig. 7. Hence the decomposed signal near the two ends is 
neglected while calculating ’crack detectability’. 

Change in crack detectability with the order of different mother wavelets is studied. Crack detectability for different mother wavelets 
are plotted in Fig. 8. Three noise conditions are taken to observe the trend. As expected, crack detectability reduces with an increase in 
noise level. For a particular mother wavelet, the crack detectability depends on the number of vanishing moments. The slope discon-
tinuity in an ODS is composed of higher order polynomial, whereas, remaining parts of ODS are composed of a lower order polynomial. 
A wavelet of nth order vanishing moment annihilates nth order signal [23]. Hence wavelet with low number of vanishing moment 
annihilates polynomial of low order. For detecting the slope discontinuity, the wavelet should annihilate the parts of ODS without 
crack. This will give importance to the higher order polynomial induced by the crack. Hence, initially increasing the number of 
vanishing moment increases the crack detectability by gradually giving more importance to the higher order polynomials at the crack 
location. However, wavelets with higher vanishing moments have longer support width and less spatial resolution [29]. This leads to 
decrease in crack detectability with an increase in the number of vanishing moments. The two opposing trends give the first maxima in 
the plots of Fig. 8. From Fig. 8, it is observed that the crack detectability increases with the number of vanishing moments up to a 
certain value (optimum value), then it starts decreasing. In the case of Coiflet wavelet the crack detectability decreases monotonically 
because of its wider span. 

By tracing the maxima in each of the plots, it can be observed that db3, sym4, coif1, bior2.4, and rbio2.2 are giving good results in 
their respective families. However, among these wavelets, the highest crack detectability is observed for the case of reverse biorthogonal 
wavelet of order 2.2, i.e., rbio2.2, as shown in Fig. 8(f). Hence, the rbio2.2 mother wavelet is chosen for further study. 

Fig. 8. Variation of crack detectibility with vanishing moment, No noise; … 90 SNR; — 85 SNR.  

R. Kumar et al.                                                                                                                                                                                                         



Mechanical Systems and Signal Processing 163 (2022) 108136

10

4.3. Detection of crack location 

Crack detection using rbio2.2 wavelet is tested with three numerical simulations. Parameters for numerical simulations are given in 
Table 3. From simulations, the first and second natural frequencies of the beam are 125 rad/s and 500 rad/s, respectivelly. For 
Simulation I and II, the excitation at 10 rad/s is considered. In these cases the ODS is dominated by the first mode. Whereas for 
simulations III and IV, the excitation frequency of 480 rad/s is considered. In these cases, the ODSs are dominated by the second mode. 

Fig. 9. DWT of ODS at excitation frequency of 10 rad/s and a crack at 0.32 m from left end support.  

Table 3 
Parameters for numerical simulations.  

Parameters Simulation I Simulation II Simulation III Simulation IV Simulation V 

Number of finite element 500 500 500 500 500 
Crack depth ratio (a/r) 0.7 0.7 0.7 0.7 0.7 
Excitation (rad/s) 10 10 480 480 10 
Crack location 0.32 0.066 0.32 0.5 0.066 & 0.58  

Fig. 10. DWT of ODS at excitation frequency of 10 rad/s and a crack at 0.066 m from left end support.  
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500 datapoints are taken over a beam of length 1 m. For Simulation I, four different noise levels are considered to see the effect of 
measurement noise. The D1 coefficients at four different noise levels are shown in Fig. 9. Clear spikes at the crack locations are 
observed for the low noise cases. In simulation II the crack is taken very close to the edge of the beam. The D1 coefficients at SNR 90 
and SNR 80 are plotted in Fig. 10(a) and (b), respectively. The ODS for simulation III is plotted in Fig. 11, and the D1 coefficient is 
plotted in Fig. 12(a). In simulation IV, the crack position is taken close to the node of the vibrating beam and no clear spike is seen in the 
D1 coefficient, as plotted in Fig. 12(b). The cracks nearby the nodes remain undetected due to negligible bending moment. 

The algorithm is tested for multi-crack detection also. In simulation V, two cracks are located at 0.066 m and 0.58 m from the left 
end of the beam. The DWT coefficients are plotted in Fig. 13. Two spikes at the crack locations are seen at the 90 dB of noise level. 

Fig. 11. ODS of the cracked beam at the excitation frequency of 480 rad/s.  

Fig. 12. DWT of ODS at 480 rad/s with different crack location from left end: (a) Crack at 0.32 m and (b) crack at 0.5 m.  

Fig. 13. DWT of ODS at 10 rad/s with two cracks, located at 0.066 m and 0.58 m from the left end.  
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For all the numerical simulations, the crack depth ratio is taken to be 0.7. The algorithm can be tested for lower crack depth ratio 
also. The variation of crack detectability with the crack depth ratio is shown in Fig. 14. From Fig. 14, it can be observed that the al-
gorithm can detect smaller cracks with less measurement noise. However, in real applications, the SNR in a particular measurement is 
not known. Still, experiments can be performed in a particular set of conditions, and a similar plot from experimental data can be 
obtained. 

5. Experimental validation 

A cantilever beam of 1 m length with a rectangular cross-section (50 mm× 6 mm) is taken to see the variation of crack detectability 
with the number of vanishing moments. Four experimental cases are taken. The parameters for experimental setups are given in 
Table 4. The cracks are created by using a hacksaw blade. In experiment I, an open crack of depth 4 mm is created at a distance of 0.58 
m from the fixed end. The experimental setup is shown in Fig. 15. The beam is excited freely by giving initial displacement at the free 
end. The images are captured by using a Digital camera (Make: NIKON, Model: D5100). The camera is positioned at a lateral distance of 
2.5 m from the beam, and axially at the center of the beam. A black color screen is used in the background for getting a good contrast 
between the beam and the background. A tripod is used to adjust the camera height and to prevent the camera shaking. A proper 
setting of the camera is established to capture the deflected shape of the vibrating beam. The shutter speed, aperture, and ISO of the 
camera are set at 1/160, F 3.7, and 3200, respectively. The captured frames are saved as a JPG image and subsequently transformed 
into a binary image using the Matlab image processing toolbox. The transformed binary image is shown in Fig. 16(a). The Sobel 
operator is used to extract the edges from the binary image [42]. In the Sobel operator, the first order central finite difference scheme is 
used to calculate the intensity gradients in the x and y directions. This results in masks, Mx and My, for calculating the intensity 
gradients in the x and y dierctions, respectively. These masks are two dimensional convolution matrices containing positive and 
negative coefficients. The Sobel operator masks are given by [42]: 

Mx =

⎡

⎣
− 1 − 2 − 1
0 0 0
+1 +2 +1

⎤

⎦; My =

⎡

⎣
− 1 0 +1
− 2 0 +2
− 1 0 +1

⎤

⎦

Convolving Mx and My with the binary image, f(x, y), estimates the gradient in the x and y directions, respectively. 

Gx = Mx*f (x, y) (17)  

Gy = My*f (x, y) (18) 

Here the asterisk denotes a convolution operation. The intensity gradient estimates the strength and direction of the edge. The 
gradient magnitude |G| is defined as: 

|G| =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Gx
2 + Gy

2
√

(19) 

Fig. 14. Variation of crack detectability with crack depth (at 10 rad/s, crack position 0.32 m from left end).  

Table 4 
Parameters for free vibration experiments.   

Experiment I Experiment II Experiment III Experiment IV Experiment V 

Crack location 0.58 m 0.58 m 0.58 m 0.066 m 00.066 m & 0.58 m 
Crack depth 4 mm 3 mm 2 mm 4 mm 3 mm  
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The gradient direction is calculated as: 

α(x, y) = tan− 1
(

Gy

Gx

)

(20) 

The magnitude and direction of the gradient is calculated at all the points of the image. The edge detection is made by thresholding 
the gradient of the image. The returned image after the application of the Sobel operator is called the edged image. The extracted edges 
from the binary image are shown in Fig. 16 (b). The deflected shape of the beam is obtained by detecting the un-cracked edge from the 
edged image. In the present work, the lower edge of the beam is the un-cracked edge. The first white pixel index from the bottom of the 
edged image gives the beam deflection shape, as shown in Fig. 17(a). A weighted regression is used to smooth the signal. The kernel 
used for giving weight at each data point is given as, 

Wi = (1 − (
xi − xi− h

h
)

3
)

3i = 1, 2, 3,⋯ (21) 

Here,xi is the ith data point, Wi is the corresponding weight and h is the window size in the considered span. The DWT with rbio2.2 
mother wavelet is applied on the smoothed signal of experiment I. The wavelet detailed coefficients are shown in Fig. 17(b). A clear 
spike is observed at the crack location. 

For comparison purposes, the crack detection using the beam static deflection is presented. The static deformation of the beam with 
a crack at 0.58 m from the left support of the beam is obtained. The wavelet coefficients are plotted in Fig. 18. The wavelet coefficients 
from the static deflection do not give clear crack information. 

For experiment 1, the variation of crack detectibility with the order of wavelet is plotted in Fig. 19. The crack detectability increases 
up to an optimum order for the Daubechi, Symlet, biorthogonal and reverse biorthogonal wavelet. Overall trends in the plots are 
similar to those obtained with simulated ODSs (Fig. 8). Although oscillations have increased in some of the plots, the choice of a 
suitable mother wavelet along with vanishing moment depends only upon the maxima. The highest crack detectability for the studied 
mother wavelets is plotted in Fig. 19(f). Hence, the reverse biorthogonal wavelet of order 2.2 is the most suitable mother wavelet 
among the studied wavelets. 

Fig. 15. Experimental setup for crack detection: (a) The beam with digital camera, (b) Length of crack, and (c) Depth of open crack.  
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Fig. 16. Edge extraction from JPEG image: (a) Binary image, and (b) Extracted edges from the binary image.  
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The algorithm is tested for cracks of smaller depths also. A crack of crack depth 3 mm is taken for experiment II, and a crack of crack 
depth 2 mm is taken for experiment III. The wavelet detailed coefficients for experiments II and III are plotted in Figs. 20 and 21, 
respectively. A clear spike is shown at the crack locations in both cases. In experiment IV, a crack is introduced near the clamped end 
(0.066 m from the clamped end). The DWT coefficients with rbio2.2 are shown in Fig. 22. Since the ODS has a higher measurement 
resolution, more data points are available per unit length of the beam. Hence, the end effect shrinks near the end supports. This makes 
the proposed method capable of detecting crack near the end support also. The present method is suitable for detecting multi-crack also 
as it is based on detecting the slope discontinuity due to the cracks and the slope discontinuity is localised. In experiment V, two cracks 
of crack depth 3 mm each are created at locations 0.066 m and 0.058 m from the left end. The DWT coefficients are plotted in Fig. 23. 
Clear spikes are observed at the crack locations. 

Fig. 24 shows the variation of crack detectability with the crack depth. Crack detectability for experimental cases I, II, and III are taken. 
Since the order of y-limit is not similar in all three cases (i.e., Fig. 17(b), Figs. 20, 21), the crack detectability is normalized with their rms 
values. Crack detectability is increasing with the crack depth. Similar observations were obtained for the simulated ODS also (Fig. 14.). 
Figs. 14 and 24 show the variation of crack detectability with crack size. The intersection of crack detectability curves with the horizontal 
axis gives the minimum crack sizes that the algorithm can detect. From Fig. 14, it can be observed that the minimum crack size depends 
on the SNR values of the measurements. The noise level in a measurement depends primarily upon the lighting conditions, camera 
quality, and proper edge detection techniques. A low noise measurement will lead to the detection of smaller cracks in the beam. 

Fig. 17. Crack detection in a beam; (a) Deflection shape of beam, and (b) Wavelet detailed coefficients.  

Fig. 18. DWT coefficients of the static deflection of a beam with a crack at 0.58 m from the fixed support.  
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Fig. 19. Experimental verification of variation of crack detectability with vanishing moment.  

Fig. 20. DWT coefficients for experiment II.  
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Fig. 21. DWT coefficients for experiment III.  

Fig. 22. DWT coefficients for experiment IV.  

Fig. 23. DWT coefficients for experiment V.  
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Fig. 25. Forced vibration experimental setup for crack detection: (a) The beam with a digital camera and harmonic exciter, (b) Signal generator and 
power amplifier. 

Fig. 24. Variation of crack detectability with crack depth.  
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Slope discontinuity in the beam elastic line arises due to the local change in the stiffness value. The algorithm requires a deflected 
shape of the beam for the application of the algorithm. The slope discontinuity due to a crack will arise in both cases, the free vibration 
case and the forced vibration case. To observe this, now the algorithm is experimentally tested with the forced vibration responses of the 
beam. In the forced vibration, the exciter unit is present in the captured images. Hence the pixel measurement is taken from the top, and 
the cracked edge is kept as the lower edge. The first white pixel index from the top of the edged image gives the beam deflection. The 
experimental setup for the measurement of deflection shape under forced vibration is shown in Fig. 25. A cantilever beam of 1 m length 
with a rectangular cross-section (50 mm× 6 mm) is taken for testing. An electromagnetic exciter (make: Micron- Roorkee, India; Type 
MEV 0010) is used for the excitation. Two experimental cases are taken. The parameters for experimental setups are given in Table 5. 

The wavelet detailed coefficients for experiments VI and VII are plotted in Figs. 26 and 27, respectively. Clear spikes are seen at the 
crack locations in both cases. 

6. Conclusion 

Crack in a beam is detected using discrete wavelet transform of the operational deflection shape of the beam. Crack detectability is 
defined in order to study the effectiveness of different wavelet families and the number of vanishing moments in detecting the crack. 
Initially, the crack detectability increases with the number of vanishing moments; however, a further increase in the number of 
vanishing moments reduces the crack detectability due to an increase in support width. An optimum number of vanishing moments is 
obtained for effective crack detection. The reverse biorthogonal wavelet of order 2.2 is found to have better crack detection capability 
among the studied wavelets. The proposed methodology for selecting the suitable mother wavelet and the optimum vanishing moment 

Fig. 27. DWT coefficients for experiment VII.  

Fig. 26. DWT coefficients for experiment VI.  

Table 5 
Parameters for forced vibration experiments.   

Experiment VI Experiment VII 

Crack location 0.58 m 0.066 m 
Crack depth 4 mm 2 mm 
Excitation frequency 3 Hz 3 Hz  
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is verified experimentally. Wavelet transformation based algorithm needs high resolution measurement of the operational deflection 
shape of the beam. Photographic method is used to get high resolution measurement of operational deflection shape. The proposed 
methodology is able to detect cracks near the end support also. 
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ABSTRACT 
Dairy effluent typically contains lipids, lactose, and whey proteins, all of which contribute to a rise in biological 
oxygen demand, chemical oxygen demand, and other water parameters. Physicochemical characteristics of 
wastewater can be reduced by biological, chemical, and Physicochemical treatments. The adsorption technique is 
attractive for the removal of organic compounds in wastewater among the numerous Physicochemical treatment 
methods. Two low-cost adsorbents were chosen for this work, and a comparative analysis was performed. The goal 
of this study was to find a new application of rice husk ash and sugarcane bagasse ash. When rice husk ash and 
sugarcane bagasse ash were employed, the removal of organic pollutants, biological oxygen demand, chemical 
oxygen demand and other parameters from dairy effluent were evaluated and compared. The organic pollutants, 
color, biological oxygen demand, and chemical oxygen demand have all been removed from dairy effluent using 
rice husk ash and sugarcane bagasse ash as adsorbents. At room temperature, rice husk ash adsorbents were reported 
to remove up to 73.11 % of biological oxygen demand, with a maximum dose of 800mg/L, whereas sugarcane 
bagasse adsorbents were removed 78.17 % with the same dose. The Chemical oxygen demand removal efficiency 
was also evaluated and compared to rice husk ash and sugarcane bagasse ash which were 89.12% and 81.23%, 
respectively with a dosage of 800 mg/L at 7.4 pH. 
Keywords: Dairy Effluent, Adsorbent, Rice Husk Ash, Sugarcane Bagasse, Physicochemical Parameters 

RASĀYAN J. Chem., Vol. 15, No.1, 2022 
 

INTRODUCTION  
The dairy industry is the fastest growing industry in the world. Dairy effluent is more easily contaminated 
with high levels of organic substances, pollutants, and microbes. The dairy industry is sensitive to water 
and requires a large volume of water for various operations such as heating, cooling, cleaning, etc.1 In 
milk processing, a large effluent discharge volume of 03 liters per liter of milk has been reported.2-4 The 
present investigation was carried out for the detoxification of organic contaminants, color, Turbidity, 
BOD (Biological oxygen demand), COD(Chemical oxygen demand), and degree of efficiency of dairy 
effluents using low-cost adsorbents like rice husk ash (RHA) and sugarcane bagasse ash (SBA), which 
were obtained from rice and sugar mill individually.  During monsoon, dairy effluent was collected from 
the dairy plant (CMP) Kannauj, U.P., India. In the present investigation, the adsorption technique is used 
for detoxification and removal of color, odor. During the investigation, various Physicochemical 
parameters i.e. pH, BOD, COD, TDS (Total dissolved solids), TSS (Total suspended solid), etc. were 
analyzed.  
The biological, chemical and Physicochemical treatments are ways to reduce the Physicochemical 
properties of effluent5,6 to the desired values. The adsorption technique was shown to be the most 
effective at removing organic compounds and reducing COD in wastewater among the other 
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Physicochemical treatment methods.7 Commercial activated carbon is successful in removing organic 
contamination, but it comes at a high initial cost and its regeneration problem in system.8 Therefore, rice 
husk ash and sugarcane bagasse ash were chosen as low-cost adsorbents in this study.  Rice husk ash has 
been widely used as an efficient adsorbent for filtration to filter solid-liquid systems such as colloids, 
highly compatible fine solid particles, or difficult-to-filter materials.9 Recent studies on RHA have shown 
excellent adsorption properties which help in reducing the color, odor, COD, BOD and organic 
contaminants.10 RHA is compared to sugarcane bagasse, which generally possesses biosorption of organic 
compounds due to high-quality fibers and surface, while rice husk ash material exhibits both physical 
adsorptions for removal of organic compounds and adsorption chemistry (ion exchange) to remove some 
ions and metals. The physical adsorption of RHA is due to its porous structure and high surface area.11 
SBA is a by-product sugarcane industry. In addition to this SBA are a low-cost absorbent and high 
availability. After crushing and extracting the sugarcane juice, a fibrous residue from the sugarcane stalks 
remains.12 Which we call SBA. SBA is a form of industrial waste that contains 50% cellulose, 25% 
hemicellulose, and 25% lignin.13 These agricultural wastes pave the path to use as low-cost adsorbents 
which effectively reduce the cost of the process for reducing the wastewater contamination.14 Bagasse 
from sugarcane exhibits biosorption characteristics. Bio absorption is a kind of adsorption that can be 
used to remove contaminants from biological materials that are not metabolically active.7 The biosorption 
process has several advantages over traditional treatment methods, including cheap cost, high efficiency, 
reduced chemical use, no need for extra nutrients, biosorbent regeneration capacity, and metal recovery.12 
Sugarcane bagasse ash has a porous character due to its specific gravity, structure, and vesicular 
consistency.15 

EXPERIMENTAL 
Sample Collection 
Samples were collected from the Cow milk plant (CMP) Kannauj, U.P. (India). After sample collection, 
the discharge rate of wastewater was also measured from the dairy plant's outlet. The flow rate of 
wastewater from the plant was measured by a differential pressure flow meter. The sample was collected 
in a sterile 5L container from the identified site. The container was washed with alcohol and distilled 
water and dried in a hot air oven for 15 minutes at 30oCand was allowed to cool at room temperature. 
After sample collection, the cap of the container was tightly locked and placed below 4oC to avoid any 
physicochemical change in the effluent.16 An antibiotic (Chloramphenicol 500 mg/L) was added to the 
influent to inhibit bacterial growth and incubated for 3 days at room temperature (27oC).17  
 
Preparation of Rice Husk Ash 
Rice husk ash was obtained from a local rice mill of Kannauj, Uttar Pradesh, India. It was washed with 
distilled water, dried for 2 hours at 600C, washed again with acetone and NaOH (0.3M) to remove dirt 
and other impurities, and then dried for 4 hours at 600C.18 RHA was obtained by heating rice husk 
samples at 5000C for 6 hours in a muffle furnace. Obtain RHA was grey in color because it was 
completely burned. The average particle size of RHA is 0.20mm and has a specific gravity of 2.10.19      
 
Preparation of Sugarcane Bagasse Ash 
Sugarcane was obtained from a mill in Sitapur, Uttar Pradesh, India. It was cleaned with distilled water to 
remove dirt and suspended impurities, then dried for 2 hours at 80°C, cooled, then washed again with 
acetone and distilled water to remove any remaining contaminants, and dried for 4 hours at 100°C to 
remove moisture. After drying, 250g bagasse was burned in a muffle furnace at 1200oC for 5 hours to 
generate SBA.20 The average particle size of SBA is 0.30mm, and the specific gravity is 1.95.21 
 
Chemicals and Instrumentation 
Analytical reagent grade (AR) chemicals were used in this study. Chemical oxygen demand (COD) was 
analyzed with COD Digestion Unit, KHERA KI-162, BOD by BOD Incubator KHERA KI-216, double 
beam UV–visible spectrophotometer (Systronics 2203), FTIR spectrophotometer (Perkin-Elmer RX1) as 
KBr pellets and pH by digital pH meter. 
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General Procedure 
The adsorbent dosage for each batch of RHA and SBA was changed between 200mg/L to 1000mg/L at 
27oC for each experiment. In 1000 mL of dairy wastewater, the desired amount of adsorbent was added. 
At 27oC, this mixture was shaken at a constant speed of 150 rpm in a temperature-controlled shaker for 
the necessary amount of time. At the end of the set time interval, the absorbent was filtered from treated 
water and Physicochemical parameters were analyzed.18 For data consistency, all experiments were 
repeated twice. In all of the experiments, the standard deviations for duplicate experiments were less than 
5%. The characteristics of the effluent and treated water are shown in Table-1. The percentage of removal 
was calculated using the following formula:   
 

% Removal Efficiency =   
େ୧ ି େ୲

େ୧
𝑥 100                                           (1) 

 
Where Ci is the initial concentration of waste water, Ct is after ‘t’ time concentration. 
 

RESULTS AND DISCUSSION 
Characterization of Dairy Wastewater 
Initial sets of experiments were performed with untreated dairy wastewater and obtained results of 
physicochemical parameters and percentage of removal were summarized in Table-1. The untreated 
wastewater was light grey in appearance with an unpleasant odor, after adsorbent treatment water was 
clear without odor. Some variation in color and odor of the effluent is due to the biosorption property of 
rice husk ash or bagasse ash, which plays an important role in the removal of impurities. 
 
Characterization of Treated Dairy Wastewater 
The experiments were carried out using two selected adsorbents RHA and SBA for the treatment process. 
The contact time of wastewater and adsorbent was taken as 12 hrs. The obtained values of the 
Physicochemical parameter of treated dairy wastewater are summarized in Table-1. RHA and SBA as 
adsorbents leads to the removal of total suspended solids and consequently in the color reduction22. The 
treated water was used for the characterization of the Physicochemical parameters. Results show that the 
color and value of other Physicochemical parameters of dairy effluent were changed. This change may be 
attributed to the biosorption of organic materials by the adsorbents. 
 
Characterization of Adsorbents 
The absorption bands for such adsorbent materials are usually broad and diffuse, according to IR spectra 
studies of rice husk ash and Sugarcane bagasse. It was determined which chemical groups matched the 
wavenumber of bands cm-1. The Sugarcane bagasse has an OH group in cellulose (1261 cm-1) and a 
presence of β-glycosidic linkage (910 cm-1) in addition to the normal bands ester carbonyl (l730 cm-l ) 
groups, while in rice husk had (3400 cm-1) OH groups, 2926 cm-1 (C-H groups), and 1641–1738 cm-1 (C = 
O) groups were observed. 
 
Adsorbent Dosage 
The experiments were done under Constant temperature (27°C), agitation speed (250 rpm), constant pH 
approximately 6.0, and varying adsorbent dosage (200, 400, 600, 800, and 1000 mg/L) were used. As 
seen in figure1, the percentage removal of parameters varies with adsorbent dosage. It was observed that 
as the dosage was increased the percentage of removal was also increased. The release of soluble organic 
molecules contained in plant products may be responsible for the growth in COD, BOD and other 
parameters value. In RHA, the percentage removal was fairly high, reaching 800 mg/L after 4 hours, 
whereas in SBA, it was only 600 mg/L. After that, up to 1000 mg/L, there was no more decline. It should 
be mentioned that trials were carried out for dosages of more than 1000 mg/L, yet adsorption and 
desorption did not change. Although these adsorbent materials are porous in nature, the porous volume is 
coupled with multiple minute pores, resulting in extra diffusion resistance and a reduction in removal. 
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pH 
The pH of the effluent is an important parameter that determines the effectiveness of bioadsorption 
investigations. This affects not only the surface charge of the biosorbent, but also the type and 
concentration of organic molecules in effluent solution, as well as the degree of dissociation of functional 
groups in the active site of the adsorbent. The pH was changed between 6.6 and 7.81 in the range from 
acidic to strongly alkaline, while other parameters were maintained such as the dosage of the adsorbent 
from 200 mg/L to 1000 mg/L, temperature 27° C and rotation speed 250 revolutions per minute. 
Removals of organic components from the samples were increased with increasing pH. This shows that 
the removal of organic products is more effective at more than 7 pH. The adsorbent surface is negatively 
charged at higher pH values due to the dissociation of functional groups, while at lower pH values it has a 
net positive charge. The surface of the rice hulls and sugarcane bagasse ash protonate and become 
positive at low pH values, and the surface is linked by hydrogen ions, which represent the interactions 
between organic molecules and binding sites through attractive interactions. 
 
Total Dissolve Solid   
SBA has a higher total dissolved solid removal power (88.15%) than RHA (87.10%). The presence of 
organic and inorganic compounds in the effluent produces high amount of TDS.  Water contains a large 
number of solids, as we all know. Both RHA and SBA have Oxygen atoms in various forms, each with a 
lone pair of electrons. Hardness is caused by the presence of cation in water. The interaction of these 
cations with the negative charge of adsorbents helps in the removal of TDS. 
 
Turbidity   
The removal efficiency of RHA and SBA were tested after 2hrs. and 4 hrs. of treatment by the filtration 
process. It was observed that after the addition of RHA and BSA, turbidity drastically changed with the 
increased amount of dosage as shown in Table-1. For the observation of turbidity, various amounts of 
adsorbents were used such as 200mg, 400mg, 600mg, 800mg,1000mg in 250mLof effluent at 6.37 pH 
which was the original pH of the effluent. The turbidity of RHA and SBA treated water was observed 
with different dosages and time and it was found that SBA treated water has more % removal efficiency 
(87.28%) with a dose 600mg at 7.52 pH after 4 h, while in RHA treated water % removal efficiency 
(80.21%) with dose 600mg at 7.1 pH after 4 h which was less than SBA. The Turbidity Removal 
Efficiency of sugarcane bagasse is high due to the presence of high-grade fibres and surface area, while in 
RHA physical adsorption occurs due to porous structure and surface area.23-25 
 
COD 
The COD of dairy wastewater samples treated with two different adsorbents RHA and SBA is calculated. 
It indicates a continuous removal of organic pollutants by adsorption on the surface of rice husk ash and 
sugarcane bagasse ash. Table-1 showed that the COD concentration decreased with adsorbent dosage. 
Equation-1 was used to compute the percentage of COD removed. Table-1 shows that the % removal 
increases gradually as the time and the dosage increase. It can be attributed to the fact that greater time (4 
h) becomes available for the organic substances to stick with the adsorbent surface, as well as surface 
adsorption increases with dosage. At the 27oC, the maximum percentage removal in COD using RHA and 
SBA were found to be 89.12%, 83.17%, respectively. RHA was found to be highly efficient for removing 
organic pollutants from dairy wastewater. The percentage removal of 89.12% within 4h using a dose of 
800mg/L was obtained at 7.4 pH. 
                                                                                                                                                                           
BOD   
Figure-1 shows the effect of adsorbent dose on the reduction of BOD. It may be seen that the % of BOD 
removal efficiency an increases with increase in the adsorbent dose up to some extent and thereafter for 
further increase in the adsorbent dose for 4 h contact time. The % removal of BOD was higher in the case 
of SBA(89.20%) followed by RHA(73.11%) due to their Physicochemical adsorption properties and high-
grade fibers. The removal of BOD by SBA has sharply increased from 36.33% to 89.20% with an 
adsorbent dose from 200mg to 1000mg. However, with a further increase in the adsorbent dose, there was 
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no appreciable increase in the BOD removal. Maximum BOD removal by SBA, RHA was found to be 
89.20%, 73.11%, respectively with an adsorbent dose of 800mg/L. Hence SBA has great ability to 
remove the BOD of dairy wastewater. 
 

 
 

Fig.-1:  % RHA's Removal Efficiency for BOD, COD, and TDS is measured in % 
 

 
 

Fig.-2: SBA's Removal Efficiency for BOD, COD, and TDS is measured in % 
 

Table-1: Analysis of Physicochemical Parameters of Dairy Effluent Control and after Treatment 

Parameters pH 
Turbidity 

(NTU) 
TDS 

(mg/L) 
TSS 

(mg/L) 
BOD3 COD 

Control 
Grey in 
Color 

6.37                      
± 0.08 

1147.37                       
±  1.12 

1706.08                      
± 0.80 

736.24                 
± 0.41 

1093.24                     
± 0.68 

2318.59                            
± 0.05 

Doasage 
(mg.) 

Time              
(Hrs.)  

 (RHA) Adsorbent  + Effluent   (Removal Efficiency in % Except pH)   

200mg. 
2 6.6 68.84 71.23 72.1 48.66 70.19 
4 6.8 70.01 74.81 75.1 53.23 75.26 
6 6.8 70.1 74.81 76.12 53.2 75.21 

400mg. 
2 6.9 73.85 68.71 70.21 58.23 76.78 
4 7.1 77.25 70.23 74.23 60.1 80.21 
6 7.1 77.4 70.38 74.2 61.89 80.2 

600mg. 2 6.9 79.32 73 76.18 63.28 82.32 
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4 7.1 80.21 76.21 77.18 68.72 85.1 
6 7.1 80.21 76.78 77.2 69.21 86.21 

800mg. 
2 7.4 81.43 83 85.1 68.72 86.2 
4 7.4 81.56 87.15 90.2 73.11 89.12 
6 7.39 81.52 87.15 90.12 73.1 89.01 

1000mg. 
2 7.2 80.01 73.02 78.02 68.7 84.98 
4 7.3 79.56 73.02 79.18 72.12 85.78 
6 7.31 80.12 73.1 80.01 72.12 86.13 

     (SBA) Adsorbent  + Effluent   (Removal efficiency in % Except pH)   

200mg. 
2 7.81 73.21 79.93 72.18 36.33 75.98 
4 7.9 75.26 79.23 73.28 38.72 76.28 
6 7.89 75.32 80.1 73.25 37.85 77.21 

400mg. 
2 7.56 77.24 70.12 70.2 51.78 78.72 
4 7.71 79.58 69.23 74.23 55.32 79.12 
6 7.66 79.5 69.2 74.21 55.32 79.1 

600mg. 
2 7.48 74.51 76.2 75.23 64.21 76.48 
4 7.52 87.28 76.23 77.18 64.18 80.12 
6 7.5 86.32 74.52 77.21 64.19 80.11 

800mg. 
2 7.3 66.11 86.5 80.1 76.01 77.23 
4 7.37 65.72 88.15 82.12 78.17 81.23 
6 7.35 65.85 88.14 81.89 78.1 81.19 

1000mg. 
2 6.9 62.71 71.78 72.28 80.38 72.01 
4 7.1 62.12 73.21 78.31 89.2 83.17 
6 7.11 62.12 73.21 78.31 89.2 83.17 

 

CONCLUSION 
The results obtained after using the RHA and SBA adsorbent for the treatment of dairy wastewater 
showed certain points in this investigation. The results reveal that SBA and rice husk may be utilized 
efficiently as adsorbents for the treatment of dairy effluents, as they can remove up to 89.2% and 73.11% 
of BOD3 respectively, using an adsorbent dose of 800 mg/L, pH 7.37-7.4 at 27°C. This treatment method 
can be a very cost-effective and efficient way to handle CMP wastewater. The results also suggest that it 
is the best treatment after filtering, as all of the specified parameters have been significantly reduced. The 
pH regulates the electrostatic interactions between adsorptive-adsorbent, which have a significant impact 
on the adsorption process. 
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Abstract: 
The present paper deals with a mathematical model of blood flow through narrow circular tube. The model 
consists of a core region of suspension of all the erythrocytes assumed to be a power law fluid and a peripheral 
cell-depleted layer of plasma as a Newtonian fluid. The system of differential equations has been solved 
analytically. The expressions for velocity profile, Bluntness parameter, flow rate, the ratio of core hematocrit to 
discharge hematocrit (Hc/HD), apparent viscosity (µapp), and the ratio of tube hematocrit to discharge 
hematocrit (HT/HD) and shear stress at the wall have obtained. Some of them have been discussed through 
graphs. 
Key words: Two-phase blood flow, cell-depleted layer, Bluntness, Hematocrit, apparent viscosity. 
 

I. Introduction: 
Blood is composed of two major components; 

the cellular component and the plasma component. 
In an average adult, the blood volume is 
approximately 5 litre of which approximately 55% 
to 60% is plasma and the remaining portion is 
cellular. More than 99% of the cellular component is 
composed of red blood cells. The most common 
way to quantify the percent of blood that is cellular 
is by quantifying the packed red blood cell volume, 
which is termed the hematocrit. Hematocrit or red 
blood cell (RBC) concentration and the shear rate 
are the principal independent variables for 
describing the apparent viscosity of blood and other 
RBC suspension. The formation of RBC aggregates 
at low shear rates may affect blood flow in the 
microcirculation. The experimental evidence 
suggests that hematocrit distribution in the 
microvasculature is not uniform: RBCs tend to 
concentrate near the center of the vessel, thus 
forming and RBC-depleted plasma layer near the 
wall. RBCs are non-uniformly distributed not only 
within, but also among the micro vessels. The 
heterogeneous distribution of RBCs and other blood 
cells has important implications for microvascular 
hemodynamic and molecular transport. 

The two important mechanisms that cause non-
proportional distribution of RBCs and plasma in the 
microcirculation are "cell screening and "plasma 
skimming". The cell screening mechanism 
(Cokelet,s 1976 [1]; Pries et al., 1981 [2]), involves 
direct cell-cell and cell wall-fluid mechanical 
interactions near the orifice of a side branch. 

These interactions cause the RBC trajectories to 
deviate from the fluid stream lines; which would 
exist in the absence of the cells. The plasma 
skimming mechanism is related to the non uniform 

distribution of RBCs at the inlet cross- section of 
arteriolar bifurcations, in particular the formation of 
a cell-depleted layer near the vascular wall (Tateishi 
et al., 1994 [3]; Yamaguchi et. al, 1992 [4]). For 
the "ideal" plasma skimming case, when the flow 
fraction in the branch is less than 0.5 the discharge 
hematocrit in the branch becomes lower than in the 
parent vessel. 

When blood flows through tubes, the two-phase 
nature of blood as a suspension becomes important 
as the diameter of the red blood cell (RBC) becomes 
comparable to the tube diameter. The following are 
some of the effects observed in vitro and in vivo: 
(i) Fahraeus - Lindqvist effect: dependence of 

apparent viscosity on tube diameter; 
(ii) Fahraeus effect: dependence of tube or 

vessel hematocrit on tube diameter; 
(iii) Existence of a cell-free or cell-depleted 

layer near the wall; 
(iv) Blunt velocity profile; 
(v) Phase separation effect: disproportionate 

distribution of red blood cells and plasma 
at vessel bifurcation. 

 

Fournier [5] have been developed several 
models to interpret these effects. Pries et al. [6] 
reviewed biophysical aspects of micro-vascular 
blood flow in vivo as well as in vitro. 

Nair et. al. [7] used a two-phase model for the 
blood in modeling transport of oxygen in arterioles. 
They considered a cell-rich cone surrounded by a 
cell-free plasma layer. 

In the cell-rich core, the radial hematocrit 
distribution was expressed as a power law profile 
with maximum at the center of the tube. The 
thickness of the cell-free layer was chosen on the 
basis of geometrical consideration in terms of RBC 
size and radius of the tube. However, the 
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dependence of the thickness on the cell free layer on 
hematocrit was not taken into account. Seshadri 
and Jaffrin [8] modeled the outer layer as cell-
depleted having a lower hematocrit than in the core. 
The apparent viscosity and the mean tube hematocrit 
were taken from the measurements obtained in glass 
tubes. The concentration of RBCs in the cell-
depleted layer was assumed to be 50% of that in the 
core. Gupta et. al., [9] divided the outer layer into a 
cell-free plasma layer and cell-depleted layer. In 
both these studies, the velocity profile in the core 
was assumed to follow a power law. Pries et al. 
[10,11,12] derived empirical relationship of the 
relative apparent viscosity and mean tube hematocrit 
as parametric functions of tube diameter and 
discharge hematocrit from in vitro Pries et al. 
[10,12] and in vivo Pries et al. [11] data. 

Numerical modeling can provide information 
for various hematocrits. Hematocrit is known to 
affect the viscous properties of blood (Merril, E.W. 
[13] and Chien, S. et. al. [14])   and physiological 
abnormalities in hematocrit are associated with 
diseases which alter the blood composition ( Chien, 
S. et. al. [14]; Halvorsen, S.[15]; Skovborg, R. 
[16] and Leblond, P.F. et. al. [17])  . For example, 
over production of red blood cells (policythemia) 
increases whole blood viscosity, while iron 
deficiency (anemia) decreases blood viscosity. 
Changes in blood composition may influence wall 
shear stress patterns in the arterial system, which 
may in turn play a role in the sequence of arterial 
diseases. Effect of hematocrit on wall shear rate in 
oscillatory flow has been studied by Kathleen and 
John [18] and found that increase in hematocrit 
produced a decrease in the peak wall shear rate in 
both the straight and curved artery models and a 
corresponding decrease in wall shear rate reversal 
on the inside wall of the curved artery model. 

Das et al., [19] considered the effect of 
nonaxisymmetric hematocrit distribution on non-
Newtonian blood flow in small tubes. Eccentric 
hematocrit distribution is considered such that the 
axis of the cylindrical core region of red cell 
suspension is parallel to the axis of the blood vessel 
but not coincident. Human blood is described by 
Quemade's rheological model and cat blood is 

described by Casson's model. Velocity distribution, 
shear stress, apparent viscosity and Fahraeus effect 
have been calculated numerically. These are 
strongly influenced by the eccentricity factor, the 
core radius and the tube hematocrit. Maithili 
Sharan and Popel [20] proposed a two-phase 
model for flow of blood in narrow tubes with 
increased effective viscosity near the wall. The 
model consists of a central core of suspended 
erythrocytes and a cell-free layer surrounding the 
core. A system of nonlinear equation is solved 
numerically to estimate bluntness, core radius and 
core hematocrit. Variation of apparent viscosity and 
tube hematocrit with the tube diameter and the 
discharge hematocrit in vitro have been discussed. 
Davod Alizadehard et al., [21] investigated the 
deformation of RBCs in micro vessels for a variety 
of vessel diameter (8-50m), Hematocrit     (20-
45%) and shear rates (20-150S-1) and comparing the 
apparent viscosity with experimental results.  
 The aim of the present investigation is to 
study the flow of blood as a two-phase model. The 
behavior of blood is considered as power law in core 
region and cell-depleted layer as Newtonian fluid. 
Analytical expressions for velocity profile, 
bluntness parameter, flow rate, ratio of core 
hematocrit to discharge hematocrit (HC/HD), 
apparent viscosity and ratio of tube hematocrit to 
discharge hematocrit (HT/HD), shear stress at the 
wall have obtained. The results are discussed 
graphically. 
 

II. Mathematical Analysis: 
The geometry of the model is shown in Fig.1. 

The steady laminar two layer model for the blood 
flow within a cylindrical tube of radius R consisting 
a central core of radius rh and effective viscosity µc 
which contains an erythrocyte suspension of 
uniform hematocrit Hc and a cell-free layer outside 
the core containg plasma with an effective viscosity 
µo. The blood is considered as non-Newtonian 
power law fluid in core region and plasma is 
Newtonian fluid in cell free layer. 
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Fig.1. Geometry of the flow model 
 

2.1 Governing equation and boundary conditions:- 
 The constitutive equation of motion for incompressible steady fully developed flow in a tube reduces 
to: 
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for the cell-free layer, where uC and u0 are the velocities in the cone and plasma layer respectively, p is the 
hydraulic pressure and r and z represent the radial and axial direction in the tube. 
 The boundary conditions are: 
(a) the velocity gradient varnishes along the axis of the tube: 

 )3(00 


rat
or

uc  

(b) No slip condition is assumed at the wall; 
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(c) The velocity and shear stress are continuous at the interface of plasma and the core: 
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2.2 Solution of the problem 
 The solution of equation (1) and (2), subject to the boundary conditions (3) - (6) is given by 
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The parameter B is the bluntness of the velocity profile. When n = 1 and 1̀
0c

 Bthen  

which give the velocity profile becomes parabolic throughout the entire cross-section of the tube and fluid in 
both layer in Newtonian. 

The volumetric flow rate of the blood is given by 

 






0

1

0
2

c
2 (12)d)(uR2d)(uR2Q  

 The expression for the flow rate Q is obtained as the evaluation of integrals in (12) with the velocity 
equations (7) and (8) as: 
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 Mass balance of the cells in the tube is defined as: 

   
1

0
(14)dξξhξξ22ππDHQ u    

 Where HD is the discharge hematocrit and h () is hematocrit function related to core hematocrit  HC as: 
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Using (7) and (8) in (14) with (15) we obtain  
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The ratio HC/HD can be obtain from equations (13) and 16) as: 
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Equation (13) can be written as: 
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Where app   is the apparent viscosity of total tube flow given by 
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The tube hematocrit HT is defined as:  
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Using equation (15) in (20), we get 
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The average velocity of the blood 






 

U  is given as 
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From equation (10) and (22) the maximum velocity Umax can be expressed as: 
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The shear stress at the wall is defined as 

(24)R
z

p

2

1
w




  

 Using equation (18), and (22) in (24), the expression for the shear stress at the wall is obtained as 

(25)
R

U4
w
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 Equation (17), (19) and (21) express CH , app   and TH  in terms of λ, 0, DH and C .  

 
III. Results and Discussion:- 

In order to discuss the results of the theoretical model proposed in the study, the analytical expression for 

velocity profile, Bluntness parameter, flow rate, the ratio of core hematocrit to discharge hematocrit  DC /HH , 

apparent viscosity, the tube hematocrit to discharge hematocrit  DT /HH  and shear stress at the wall have 

been obtained. It may be noted that if we put n=1 in present model the results are obtained for both layer is 
Newtonian. 

 To discuss the problem, the Bluntness, B; ratio 
D

H
c

H / ,apparent viscosity, µapp and ratio 

D
H

T
H / obtained analytically in equation (11), (17), (19) and (21) respectively have been plotted in Figures 

2 to 8. For numerical calculations we take 

.2.1,8.3,/1075,100 0
33 cPcPcmdynex

z

p
mR C 




   

 The parameters B in equation (11) is the bluntness of the velocity profile in core. The parameter 
depends on the thickness of the cell-free layer. Figure 2 show the variation of bluntness parameter with tub 
radius R for n = 3/4 and n = 5/4. It is observe that the numerical values of B for n=5/4 are less than that for n = 
3/4. Bluntness parameter B is plotted in Figure 3 with λ for different values of non-Newtonian parameter. For n 
= 3/4 bluntness parameter B first decreases upto λ= 0.2 and then increases upto λ = 0.6 and again decreases upto 
λ = 1.                     
 Bluntness parameters profile is near about similar for n = 1, and n= 5/4 but the values for n = 1 in 
greater than that of n =5/4. 

 Figures 4 and 5 show are variation of ratio DC /HH  with λ and with R for different values of n. 

DC /HH decreases with λ fastly upto λ= 0.4 and then decreases slowly for n = 1 and n = 5/4 but increase upto 

λ=0.5 then decrease fastly upto λ = 0.6 and again increase. From figure 4 it is observe that when n < 1 the 

character in very different. Figure 5 shown that DC /HH increases fastly upto R= 125m and then slow effect is 

obtained for n = 3/4 whereas DC /HH  decreases very slowly for n = 5/4. Numerical values for n= 5/4 of 

DC /HH are greater than that for n = 3/4. 
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 The variation of apparent viscosity (µapp) with λ for different value of non-Newtonian parameter n is 
shown in figure 6. Mapp increase slowly with λ upto 0.6 and fastly for n = 1 and n = 5/4 but the character is very 
different for n = 3/4. The trend of figure are same for n = 1 and n = 5/4 but numerical values for n = 5/4 for 
different λ are greater than that of n = 1.     

 From figure 7, it is observed that the ratio DT HH /  increase with λ for n = 1 and n = 5/4 in similar 

trend but increases fastly upto λ= 0.4 then decreases upto λ= 0.7 and again increases. 

 Effect of tube radius R on  DT HH / is plotted in Figure 8 for n = 3/4, 5/4. DT HH /  increase with R 

for n = 3/4 and decreases with R for n = 5/4. Numerical values for n = 5/4 of  DT HH /  are greater than that for 

n = 5/4. 
 

 
 

Fig. 2: Variation of Bluntness parameter (B) with R 
 



S.R. Verma Int. Journal of Engineering Research and Applications                                www.ijera.com 
ISSN : 2248-9622, Vol. 4, Issue 12( Part 6), December 2014, pp.01-10 

 www.ijera.com                                                                                                                                 7 | P a g e  

 
Fig.3: Variation of Bluntness parameter (B) with λ 

 

 
 

Fig.4: Variation of HC/HD with λ 
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Fig. 5: Variation of HC/HD with R 

 

 
Fig. 6: Variation of apparent viscosity (µapp) with λ 
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Fig.7: Variation of HT/HD with λ 

 

 
Fig. 8: Variation of HT/HD with R 
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Abstract—This literature gives worldwide, technical overview of circularly polarized (CP) antennas for numerous packages in wireless 
communication, highlighting on the current trends within the outlet work. The object additionally affords a relative take a look at of diverse studies 
reported within the open composition, with a goal to emphasize the contribution of CP antenna systems in the progressive evolution of the wifi 
communication technology. The number one motive of this evaluate is to (i) highlight the modes used by extraordinary researchers to represent and 
examine the wonderful attributes within CP antennas locate their appeals in present scenario of wifi conversation, (ii) supply a sensible perspective 
of the succeeding range of the take a look at, based upon the sooner and current kingdom of art studies trends and (c) deliver a notional and realistic 
assist to present-day antenna creators to help the manner of promoting of revolution and numerous system combination. In conclusion, the article 

additionally casts a few light upon the succeeding scope of research in the grip of CP antenna contributions.
Key Words— Circular polarization (CP), End-fire, Helix Shaped Antenna, Low Profile, Antenna Array. 

I. INTRODUCTION

Circular-separated horns (CP) received positive size comments in the wi-fi agreement considering they could turn off the multi-street 
screen, avoid friction and separation, and aid in ductile flexibility of receiving and moving horns. Many CP antennas tested over the 
following decagons include a helical antenna [1], [2], a winding antenna [3], a patch antenna [4], [5], disconnected -dipole antenna 
[6], etc. Among those CPs mounted horns, tail horns can emit CP stop-fire radiation, high gain, and wide bandwidth [7], which are 
in great command to display a space tracking package. However, conventional radio horns are not suitable for over-designed and 
space-intensive needs, as their profiles are generally high. 

Numerous attempts have been made to map company and coffee-outlines helical antennas. In [8], a low pitch angle and small wide 
variety of turns had been operated in a helical antenna to note a low-profile ordering. In [9], a hemispherical helical antenna changed 
into provided to benefit a thick length, low profile in addition to CP radiation over a huge angular range. Further, twist line become 
hired in a executed helical antenna to perish the full duration of the antenna [10]. Although the profiles may be adeptly perished, 
these antennas are not planar systems, which may additionally outcome in aerodynamic pulls out if they may be leaded up.Way of 
considering something, a planar helix which is being considered for a role on the surfaces of the attachments, and place of pass phase 
may be either square or rectangular. Square helical antennas were informed circular polarization with stop-hearth radiation [11]–[13]. 
In [13], a square helical antenna was joined into a semiconductor silicon layer, reaching desirable CP production whilst supporting 
the layer big of 0.22λ0 at the center repetition. In general, the square cross section can destroy the profile of the helical antenna. The 
square planar helix has made many demands on the creation of lazy waves [14] - [16] and brightly colored horns [17], [18], but little 
research has been done on the antennas of existing fire stations. It is well known that in an effort to see the division around, two 
electric fields with the same proportions and phase difference are 90◦. In rectangular square helicopters, two electric fields can be 
formed by currents running along the right sides of the helix, respectively. It has been predicted for miles that if one rectangle is too 
long for the other, the size of the two electric fields would be at odds with the original levels. As a result, a summons remains to be 
obtained for the CP radiation to stop the operation of the low-level rectangular helical antenna cables, which may be required to 
obtain a low-level condition. 

In this presented article, a rectangular helical antenna is mounted with fast-featured connectors made through hole-hole holes, which 
are lower and can reach the CP of the fire-end radiation. Apart from the limiting currents in the clean holes and outside the helix that 
form a direct and indirect separation, respectively, the modern day on the inner edges of the plane of the plane plays a major role in 
reducing the amplitude of a well-constructed electric horizontal edge. Installation, small helix and side wall handling work inside the 
antenna to increase axial bandwidth (AR) bandwidth and radiation association. The proposed planar helical antenna has the 
subsequent advantages:  

(1) The antenna can advantage vast impedance and AR bandwidths. Marvelous CP performance with give up fire place emission is
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completed over a 34% frequency band.  
(2) The antenna has a completely low profile, which is only 0.11λ0 at the center frequency. It is far convenient to be scaled on the 
wings of the modified towering organs and aircraft.  
(3) The structure is very simple, spacious and low cost. It can be easily constructed using the recorded circuit board 
technology 
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Fig. 1. Layout of the planar helical antenna. (a) Perspective view; 
(b) top; and (c) bottom layers of the substrate [14]. 

II.ANTENNA Layout

The layout of the presented planar helical horn is shown in Fig. 1. The helix has a rectangular flow section, which focuses on the 
use of engraved strips with straight connected parts made using composite holes. As shown in Fig. 1 (a), the length and width of the 
antenna are prominent L and W, respectively. ∈𝑟𝑟and h form dielectric flexibility and substrate density, respectively. The thru-hole 
width of the helix is dv, and the pitch angle between the upper and lower points is α. The diameter of all the uniform strands is 
uniform, that passes through 𝑊𝑊𝑠𝑠. The time line in the bottom layer of the layer is indicated with the help of 𝐿𝐿𝑠𝑠𝑠𝑠 (i = 1, 2, 3, 4) with 
the helix tip. To improve AR and radiation development, the helix is decreased in line with the subsequent ratio: 

  r =
𝐿𝐿𝑠𝑠2
𝐿𝐿𝑠𝑠1

=
𝐿𝐿𝑠𝑠3
𝐿𝐿𝑠𝑠2

= 𝐿𝐿𝑠𝑠4
𝐿𝐿𝑠𝑠3

            (1) 

Commonly speak me, a wide handling aircraft which is vertical to the axis of the helix have to be united in the helical antenna to 
achieve a good CP radiation ultimately-fireplace radiation. In this two metal plates are duplicated on both top and bottom substrates 
of the layer to shape the horizontal floor planes. 

III.ANTENNAAUDIT

A. Normal mode helix
A standard mode helix test is established on the separation date that currently provides the helix length. In addition, the helix can
be installed as a series of small loops and fast dipole antennas. The width of the short dipole is the same as the order between the
turns of the helix, as the width of the loop is the same as the width of the helix. Because the helix scales are much smaller than the
wavelength, the sample path is freed from the rotation distance. It is possible to calculate the total value of the long helix method
by using a combination of small loop fields and a short pole connected to a series. In doing so, the effect of electrical discipline is
displayed as:

𝐸𝐸𝜙𝜙=ղ ∗
𝑘𝑘2𝐼𝐼𝐷𝐷2

16𝑟𝑟
∗ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 ∗ sin 𝜃𝜃 𝜃𝜃�

𝐸𝐸𝜃𝜃 = 𝑗𝑗𝑘𝑘ղ ∗
𝐼𝐼𝐼𝐼

4𝜋𝜋𝑟𝑟
∗ 𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗 sin 𝜃𝜃𝜃𝜃�

The axial ratio becomes 

𝐴𝐴𝐴𝐴 = �𝐸𝐸𝑎𝑎
𝐸𝐸𝑏𝑏
�= 2𝑆𝑆𝑆𝑆

𝜋𝜋2𝐷𝐷2

 Normal mode helix can be split in a circular manner once the condition AR = 1 is satisfied. This condition is satisfied when the 
helix width and the space between the points are associated with 

𝐶𝐶 = √2𝐼𝐼𝑆𝑆 

It is miles expressed that the polarization of this mode is as in all guidelines debarring alongside the z-axis in which the field is zero. 
It is also visible from the equation that the maximum radiation takes place at θ=90ᶱ, that is, in a plane normal to the helix axis. 

B. Axial-Mode Helix
Compare the helix case of normal mode, the simple logical functions of the axial synthetic helix no longer work. Thus, the effects
of radiation and the spread of modern technology are being achieved by using new and limited, logical and numerical techniques.
Modern release of standard axial-mode helix. As it is written, today's issue can be divided into two regions. Near the feed circuit,
the cutting edge ended uniformly to a small, at the same time as the current size of the continuous helix is particularly smooth. Since 
the field adjacent to the feed is slightly limited until the helix period, the current can be like a moving wave of constant amplitude. 
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Using this measurement, the identification of the axial-mode helix remote field can be calculated automatically. There are two 
remote field research techniques. In the first method, the N-flip helix is considered to be a group of N elements with a spacing equal 
to S. The field design is obtained by repeating the formation of a single turn of the helix with an array factor. The result is 

𝐹𝐹(𝜃𝜃)=𝐶𝐶0 cos 𝜃𝜃
sin(𝑁𝑁Ѱ

2)

sin(Ѱ2)
 

 
Where 𝐶𝐶0is a constant coefficient and Ѱ=kScos 𝜃𝜃+𝛼𝛼,Here, αis the phase shift between successive elements and is given as 
 

𝛼𝛼 = −2𝜋𝜋 −
𝜋𝜋
𝑁𝑁

 

In the above equation cosθ is the element pattern and 
sin(𝑁𝑁Ѱ

2)

sin(Ѱ2)
 is the array factor for a smooth arranging of N-equally-spaced elements. 

The Hansen-Woodyard condition is satisfied. This situation is compulsory so that it will acquire harmony between the calculated 
and calculated sketches. In a second approach, the entire field is immediately planned by connecting the contributions of the current 
components from one end of the helix to another. The current is examined to be a travelling wave of fixed amplitude. The current 
distribution at an arbitrary point on the helix is written as 
 

𝐼𝐼(̅1) = 𝐼𝐼0𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗𝐼𝐼 
 
In the above equation,1=the length of wire from the starting of the helix to a random point. 

 

𝑔𝑔 =
𝜔𝜔𝐿𝐿𝑗𝑗
𝑝𝑝𝑝𝑝𝜑𝜑𝑚𝑚

 

     𝐿𝐿𝑗𝑗 =the total length of the helix  
p=phase velocity of wave propagation along the helix relative to the velocity of light c.  

    φ = azimuthal coordinate of an arbitrary point 
𝐼𝐼=unit vector along the wire 
𝐼𝐼 = −𝑥𝑥 sin𝜑𝜑 + 𝑦𝑦�𝜑𝜑 + �̂�𝑧 sin𝛼𝛼 

   According to Hansen-Woodyard condition, 
 

𝑝𝑝 =
1

sin𝛼𝛼 + �2𝑁𝑁+1
𝑁𝑁

� ∗ 𝑆𝑆 cos 𝛼𝛼
𝐶𝐶

= 2𝜋𝜋𝑁𝑁 

 
C. Experimental Relations for Radiation Properties of Axial-Mode Helix 
Approximate statements for radiation effects of an axial-mode helix have also been obtained experimental. A synopsis of the 
approximate formulas for radiation attributes is marked out below. These formulas are valid when 12ᶱ<𝛼𝛼<15ᶱ and ¾<C/𝑆𝑆<3/4 and 
N>3. 
The terminal impedance of a helix radiating in the axial mode is almost resistive with values between 100 and 200 ohms. Lesser 
values, even close to 50 ohms, may be completed by way of well properly drawing the feed. Approximate statements, primarily 
based on a huge wide variety of measurements, have been carried out, and they are used to manipulate some of parameters. The 
input impedance (purely resistive) is obtained by 

 

𝐴𝐴 ≅ 140(
𝐶𝐶
𝑆𝑆

) 

Which is accurate to about ±20%, the half-power beam width by 

𝐻𝐻𝐻𝐻𝐻𝐻𝑊𝑊(𝑑𝑑𝑒𝑒𝑔𝑔𝑟𝑟𝑒𝑒𝑒𝑒𝑑𝑑) ≅
52𝑆𝑆

3
2

𝐶𝐶√𝑁𝑁𝐼𝐼
 

The beam width between nulls by 

𝐹𝐹𝑁𝑁𝐻𝐻𝑊𝑊(𝑑𝑑𝑒𝑒𝑔𝑔𝑟𝑟𝑒𝑒𝑒𝑒𝑑𝑑) ≅
115𝑆𝑆

3
2

𝐶𝐶√𝑁𝑁𝐼𝐼
 

The Directivity is given by 

𝐷𝐷 ≅
15𝑁𝑁𝐶𝐶2𝑑𝑑

𝑆𝑆3
 

The axial ratio (for the condition of enlarged directivity) by 
 

𝐴𝐴𝐴𝐴 =
2𝑁𝑁 + 1

2𝑁𝑁
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IV LITERATURE REVIEW 

The3-detail introduction will want to break the strength into three qui-amplitude alerts with 0◦, 120◦, and 240◦ segment flow. The 
proposed established order is accumulated of three similar additives which are in addition assigned around a vital axis. A ground 
aircraft with a disk or binomen shape is with the aid of nature extra healthy for this solution. The disk shape is supplied as a way to 
come to be bigger the antenna frequency bandwidth. Then, the antennas are constructing on a pinnacle PCB, as shown in Figure 2. 
By using a vertical interchanged F antenna phenomenon, those radiating elements are seeded on the edges of the disc with the 
nourishing lines gusting out from the disk middle. The pinnacle layer is attached to the ground plane at the bottom membrane by 
means of 1mm diameter metal wires. The antenna is duplicated and upgraded with a three DEM. For readability and in view of the 
make up uniformity, most effective S11 and S21 are allotted. A maximum coupling between the upgrading ports of eight dB is 
duplicated. Considering that the three assisting ports are cater with a 120◦ segment shift, power will be dissipated, because of the 
riposting. Nevertheless, the loss will cling at the manner the two blended signals may be recombined at the third port. 

 

 

 

 

 

 

 

 

Figure 2 Top, side and 3D view of the radiating structure [23] 

Frame Working and Calculations 

Frame Work Creation 

The presented notion has been forged on a low cost membrane that is 1.6 mm-thick FR4 Epoxy with the ∈𝑟𝑟 = 4.4 and tanδ = 0.02. 
The exceptional factors of the antenna are provided in Figure 3. The keeping apart elements are positioned on the top beam that 
combine to the reproducing circuit and the floor plane at six points by means of the use of the 1mm diameter metallic wires. The 
three inner factors hyperlink to the three output ports of feeding circuit, whilst the three outer factors are incised to the floor plane. 

 

Figure 3: Picture of Prototype [24] 

 

Antenna Measurement 

The reflection co-efficient of the prototype was estimated. Because of the design matter, the bandwidth of the computation results 
was much smaller than the replica. Nevertheless, considering a −10 dB, a 27 MHz frequency bandwidth from 860 to 887 MHz was 
accomplished this is exceptional for the utility. The 3D radiation layout became computed the use of close to field superstar Lab 
station from Satimo. The antenna had a total efficiency of−1.7 dB at 868 MHz. The computation suggests a peak RHCP gain of three 
dBic at 868 MHz and a 50 MHz (844–894 MHz) −three dB RHCP Gain frequency bandwidth. Moreover, a 14MHz−3dB axial ratio 
bandwidth was performed in the censure direction. 

 

 

Circularly polarized wearable antennas for ISM band applications 
A plethora of circularly polarized wearable antenna designs has been reported in the literature recently aimed for (2.4–2.4835 GHz) 
industrial–scientific–medical(ISM) band applications. Hertleer et al. [23] introduced a truncated patch antenna to be exploited in 
protective garments of firefighters. The thickness of the antenna is 3.94 mm using foam as a substrate. Circularly polarized radiation 
is generated by cutting the corners of the patch radiator and deflecting the feed point slightly off the patch diagonal. The geometry is 
simple and hence easy to realize utilizing textile materials. To achieve an optimal performance, the authors recommend to use a 
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ground plane at least 1.5 times larger than the patch. It is also found that some bending directions cause more deterioration to the 
antenna performance than others, hence, such positioning must be avoided. 
Another design of a wearable circularly polarized ISM band antenna is reported by Luiet al. [24]. The design is aimed for power 
transmission in a wirelessly powered, battery-less temperature sensor system to communicate over a distance of1.7 m with 50 mW 
transmitted off a base station. The reported antenna is based on a two-layered patch with no ground plane. To achieve a reasonable 
performance inthe vicinity of human body, the optimal height is selected as 10 mm. The handedness 
of circular polarization is found to be depending on the bending direction, which must be taken into account when aligning the 
antenna. 
Tronquo et al. [25] have developed a nearly circularly polarized wearable patch antenna for ISM band applications. Instead of 
truncating the corners, a rectangular slot in the centre of the radiator is introduced to excite the two orthogonal current modes. Fleece 
is used as a substrate material and FlecTron fabric is chosen for the ground plane and the radiator. All layers are sewn together while 
the antenna is fed by a Sub Miniature version A (SMA) connector. The effect of bending over 3.75and 6 mm radii is analysed in 
terms of return loss measurements. 
Kuhjani and Neshati [26] have proposed a dual-band circularly polarized wearable antenna for 2.4 and 5.7 GHz bands. The antenna 
is fed by a microstrip via an aperture in the ground plane. The substrate under the patch radiator is based on a2.56-mm thick fleece 
fabric with a permittivity close to 1. Altogether, the antenna consists of four textile layers and the total thickness is approximately 3.7 
mm. The dimensions of the radiator are 43 mm43 mm. The two frequency bands with circular polarization are achieved by truncating 
the corners and cutting several symmetrical grooves on the rectangular radiator. The authors found that the higher band of the antenna 
is more sensitive to bending than the lower band and that bending increases back lobe radiation. However, SAR values remained 
below EU limit levels even when the antenna is bent. Locher et al. [27] have investigated the design of wearable Bluetooth antennas 
for the 2.4–2.4835 GHz ISM band. The authors presented an elaborate analysis on the properties of substrate and conductive materials 
in addition to attachment methods. The advantages and drawbacks of probe and microstrip feeding methods are also presented. 
Detailed measurement results and analysis are provided for a truncated corner circularly polarized antenna on a 3.5-mm thick felt 
substrate and a linearly polarized antenna on a 6-mm thick spacer fabric. Measurement results show that the circularly polarized 
antenna is more sensitive to bending over a radius of 37.5 mm than in a linear one. It is worth noting that bending changes the effective 
dimensions of the radiator and consequently affects the two orthogonal current modes of the circularly polarized antenna. The 
thickness might change slightly during operation which in turns affects the effective permittivity of the substrate. Consequently, the 
beam-width of the circularly polarized antenna is narrowed down, and the purity of the circular polarization is degraded. The 
degradation level depends on the bending direction extent. As Kellomaki et-al. noted in [28], the main lobe direction may vary with 
frequency, and hence the angle information is needed. 
 
Circularly polarized wearable Antennas for Personal Satellite 
Communication and Navigation 
In addition to ISM-band antennas, other popular applications of circularly polarized wearable antennas are GPS and satellite 
communication. Some solutions include dual-band operation for both navigation and personal communication. Elliot et al. [29] used 
a hybrid with two fabric feed lines to generate circular polarization in their wearable dual-band antenna deign. The design consists of 
a stacked patch antenna for GPS at 1,575 MHz and global navigation satellite systems (GNSS) at 1,227 MHz. The thickness of the 
antenna is 3.9 mm, length and width are 91 mm × 91 mm. The authors found that multilayer textile patch and 
especially the feed-line structure is challenging to realize. However, it allows placing a low noise amplifier (LNA) for the receiver 
end closer to the antenna and hence losses and noise due to long cabling can be minimized. Circular polarization is estimated by 
LHCP and RHCP gain radiation patterns. 
A patch antenna with a central rectangular slot aimed for Iridium satellite phone communication is reported by Kaivanto et al. [30]. 
The substrate of the antenna is based on Cordura fabric sheets, while the radiator and the ground plane are based on woven conductive 
textiles with electric conductivity close to that of copper foil. Circular polarization is generated by adjusting the dimensions of the 
slot and the radiating element. Deflecting the feed point slightly from the diagonal of the radiator is another design parameter. The 
antenna is fed by an SMA connector. The 
effect of bending is studied by measuring the antenna bent on a cylinder of 50-mmradius in four layouts. Results show that changing 
the bending directions affect the antenna performance differently. Hence in practice, the worst cases can be avoided by placing the 
antenna in a way where bending in the undesirable direction is improbable. 
Another design reported by Kaivanto et al. [31] based on a circularly polarized dual-band antenna for personal satellite 
communication at iridium band (1621.35–1626.50 MHz), and for navigation at L1 band (1,575 MHz). To excite a wide band circular 
polarization, the slot at the centre of the rectangular patch is shaped as a polygon. The substrate layer consists of two different 
dielectric textile sheets: Cordura and a ballistic textile. The ground plane and patch radiator are twisted using silver and copper plated, 
low-loss nylon fabric. To retain the design as bend able as possible and to avoid losses caused by adhesives, the layers are sewn 
together. The effect of four defined bending directions on the antenna performance is investigated as described in the previous section. 
It is worth mentioning that no significant changes in total efficiency or RHCP gain were observed, whereas one bending direction 
remarkably degraded the circular polarization purity. An active wearable dual-band antenna for L1 GPS (1,575 MHz) and iridium 
(1616–1626.5 MHz) satellite phone is reported by Dierck et al. [32]. Enhanced signal reception with over 25 dBi gain is achieved by 
applying a LNA underneath the radiating element. The authors proposed a method of enlarging the bandwidth of circular polarization 
by using a discrete hybrid coupler, which fixes 90° phase difference between feed lines. As the circular polarization is generated by 
the coupler instead of radiator reshaping, the antenna is found to be less sensitive to bending effects and fabrication inaccuracies. The 
reported probe-free planar patch antenna is fed by two perpendicular feed lines, which are coupled to the radiator via an aperture. A 
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GPS antenna intended for rescue workers is reported by Vallozzi et al. [33].As the antenna is required to tolerate harsh environmental 
conditions, fire-resistant and water-repellent materials are picked. The antenna is based on a truncated corners patch with a ground 
plane. In addition to free space, an evaluation of a real life scenario performance of the antenna integrated within a rescue worker 
jacket is conducted. 
Kellomaki et al. [28] have conducted a comparative study by investigating bending effects on different GPS antenna topologies. In 
addition to circularly polarized truncated corner patch antenna fed by a microstrip line, a linearly polarized dipole, an elliptically 
polarized inverted-F antenna, and a wideband circular slot antenna are compared. According to return loss measurements, the last 
two types are found to be virtually immune to bending effects, whereas the dipole antenna is found to be the most sensitive. 
In [42], a low-CPW-powered CPW antenna output a 2.45 GHz (ISM band) antenna was introduced with wireless biomedical 
applications. The small introduced antenna produced the maximum impedance bandwidth and axial ratio bandwidth compared to 
other reported structures. Price simulations are performed with parametric studies and it is found that the measured antenna results 
are consistent with the simulation. The antenna is powerful with a variety of tissue delivery. Antenna connecting margins are also 
calculated to show its wireless communication capability. In addition, SAR distributions are still being distributed at an acceptable 
level. Therefore, the proposed antenna is very durable, economical, easy to build, well-built and will occupy very little space in IMD. 
In [43] a quadrilateral-shaped antenna shaped UWB CPW presented (CP) was introduced. An antenna model was developed, with its 
calculated results presented, which are applicable to modern communication systems. The results show that the antenna has wideband 
circular polarization (CP) with 56.64% fractional ARBW and ultra-wideband (UWB) IMBW (𝐼𝐼11) of 137.1%. In addition, the 
components of a single antenna are arranged in a detailed sequence with a systematic arrangement of 1*2 and 2*2 objects and their 
performance with comparison. The performance of the proposed antenna (one item) has been compared to the performance of recently 
released functions and is shown to be attractive. Compared to well-classified value antennas, the proposed antenna has a combined 
size, with better impedance comparisons with bandwidth of 3 dB axial ratio. The introduced antenna is useful for C-band, In band 
and X-band satellite communications. 
In [44] reliable mathematical analysis and rigid design of circular horns were presented using limited follow-up. In [44], the method 
is easy to use and allows for a significant reduction in computer costs compared to standard analysis conducted by EM Monte Carlo. 
In the example of a compact microstrip CP antenna, the improvement in yield (considering the same distribution of production 
resistance) from 63.5% in small construction to 99% in improved production construction was achieved with about 300 full antenna 
EM antenna simulation. 
In [45] the UWB CP antenna an unspecified novel with a solid size based on tapered slot element material. The UWB tapered slot 
radiation object was first designed and discussed to improve bandwidth performance, respectively, with a tapered slot structure. Next, 
a compact dual-feed network is used to entertain the fallen harbors. Finally, a round metal wire was introduced to improve the low-
level radiation feature. In order to ensure the composition, a certain type was made and measured. The measured results show that 
the corresponding bandwidth of 10-dB impedance bandwidth and 3-dB axial ratio (AR) bandwidth is 105.8% (1.85 GHz ~ 6 GHz), 
with a maximum gain of 8 dBic available. Compared to other recently reported CP antennas, the proposed one not only has the largest 
operating bandwidth, but also has stable and consistent radiation patterns with a combined volume of 0.33 λ × 0.33 λ × 0.3 λ. All of 
that fits makes it ideal for modern wireless systems. 
In [46] Three UWB CP slot antennas for UWB door mounting systems and other related applications are suggested in this paper, 
including a bidding antenna, a solid light antenna, and a meshed display antenna. By using a curved and slightly curved square 
structure, these antennas detect wave mode, and thus display the wideband feature. The "unlimited balun" offers the simplest and 
wideband features in the feed structure. The meshed reflector structure helps to achieve UWB-directed CP radiation with a low-level 
structure. And the shape of the space also leaves a completely complete plane of the plane that offers the opportunity to combine 
other elements, e.g. filter or amplifier, in the antenna to save space for the whole system. The results show that the horns presented 
show the desirable features of low cost, low cost, high bandwidth, and easy construction, making these antennas suitable for UWB 
wireless applications, such as in-door installation systems. 
 
In [47] an ultra-wideband circular antenna is proposed and investigated in this paper. To improve the FBR, a composite hole is 
inserted. The proposed antenna has a CP bandwidth of 96.6% and a standard 30dB FBR within its range of operating frequency, 
making the antenna very promising for wireless systems. 
In [48] a compact UWB circular separated by an Archimedean spiral antenna was introduced and its properties investigated. Extended 
arms and illuminated opponents are used to reduce the size of the antenna, and cross-spacing of the cross enhances the circular 
material. The results show that the proposed antenna has a wide bandwidth ranging from 2 GHz to 6 GHz (VSWR <2.5 and AR <3) 
with a combined size of 36 × 36 × 20 𝑚𝑚𝑚𝑚3 (0.24𝑆𝑆2𝐺𝐺* 0.24𝑆𝑆2𝐺𝐺* 0.24𝑆𝑆2𝐺𝐺). The results indicate that the proposed antenna is suitable 
for wireless communication systems and low-visibility applications. 
In [49] a circular UWB antenna is proposed and used. UWB performance is available in two patches. The two orthogonal modes of 
RHCP radiation are enhanced by using a double-Y-shape coupling slot. By reducing radiation exposure, AR bandwidth is also 
enhanced. The size of the proposed antenna is limited to 28 × 28 × 15 𝑚𝑚𝑚𝑚3. Both the resulting and measured results show that the 
gain of the proposed UBW horn is better than 8.5 dB. 50% AR range and 71% IBW are available. Alternatively, the diameter of the 
antenna power beam is about   70 °, cross-polarization l. 
In [50], a modified line of annular ring planar monopole antenna fed with a line of tapered microstrip was successfully applied and 
measured. A monopole antenna is constructed with a base slot and a stub that produces a rotating current of the CP wave radiation at 
a wide frequency range. The current surface around the clock side was confirmed by this design and LHCP was observed. 
Measurement results reveal that the proposed antenna receives a 10-dB loss bandwidth of 120.86% (2.96-12 GHz) and a 3-dB AR 
bandwidth of 81.42% (4.02-9.54 GHz) in the Z direction. In addition, high stable radiation efficiency (> 88%) is achieved with a 
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good broad spectrum of LHCP pattern. Percentage of the UWB frequency range covered by the ARBW of the proposed antenna is 
72%, which is wider than other CP antennas presented in open literature. This antenna is a good member of the broadband CP 
application within the UWB frequency range. 
In [51], a new bandwidth consolidation process, not available in any existing wideband method, is proposed according to mode 
analysis. By adjusting the position and size of the short loading structure, the high frequency mode (𝑇𝑇𝑀𝑀20 − 𝑇𝑇𝑀𝑀50)  has been reduced 
and combined with the high frequency antenna duplicate mode (𝑇𝑇𝑀𝑀10). These five methods form a broad band of performance. This 
network can be added to the proposed patch antenna to implement the UWB CP patch antenna. The patch size is only 0.5𝑆𝑆0× 0.5𝑆𝑆0, 
and the height is only 0.1𝑆𝑆0 (𝑆𝑆0, the center frequency size in the free space). Compared to other reported patch antennas, the integrated 
feature of the patch antenna is maintained and the bandwidth is very wide. Compared to other types of UWB antennas, the size is 
significantly reduced and the radiation pattern is not as functional and uniform. This proposed new method, with various parameters 
to increase bandwidth in all other ways, makes the integration of more than 3 channels accessible to the clip antenna. Depending on 
the method proposed in this paper, an unlimited number of modes may also be included. These results provide a guide to designing 
UWB CP patch antennas and provide CP antenna design with a much wider bandwidth than existing antennas. 
 

 
Wearable Circular Antenna for Personal Satellite Communication and Navigation 
 
The first step after deciding on the type of antenna is to choose the right antenna item according to the design requirements. When 
choosing a dielectric substrate, one needs to show the electrical and mechanical properties of the object. 
 
Table 1: Electrical Parameters of Dielectric substrate fabrics 
 

Fabrics 𝜀𝜀𝑥𝑥 𝜀𝜀𝑦𝑦 𝜀𝜀𝑧𝑧 tan𝛿𝛿𝑥𝑥 tan 𝛿𝛿𝑦𝑦 tan 𝛿𝛿𝑧𝑧 
Ballistic 
textile 

1.46 1.46 1.38 0.003 0.003 0.002 

Cordura 1.88 1.91 1.67 0.009 0.010 0.005 
 
For some common electro-textiles, the electrical properties are documented and available. In many other cases, however, the 
permittivity and loss tangent of the textile are unknown and hence need to be characterized. When determining the electrical 
parameters, it must be taken into account that textiles are often an isotropic, and hence the parameters of interest need to be determined 
separately in three orthogonal directions. 
The dielectric materials used for the antenna discussed here are Cordura and a ballistic textile. Their electrical parameters are listed 
in Table 1. The conductive material is a low-loss, woven nylon fabric, plated with copper. The surface resistance of this fabric is 0.03 
Ω/^2. 
The next step is to optimize the antenna dimensions. Now a days, numerical simulations are widely used, as most simulation packages 
provide a fast and reliable solution. However, in the case of a textile antenna, the designer needs to be more careful as the anisotropic 
textiles are often challenging to model. Moreover, inaccuracies are inevitable in the manufacturing process of textile antennas, and 
hence it is often common to end up with measurement results diverged from simulation ones. It is also worth noting that 100% realistic 
setups cannot be simulated such as wrinkles, air gaps, or stretching that might occur during bending. Hence, it is always advisable to 
confirm the simulated results by measurements. The proposed antenna is first simulated using CST Microwave Studio and followed 
by prototype fabrication once the optimized dimensions are obtained. The required operational bandwidth is 51 MHz to cover a 10 
dB return loss between the start of L1 band and the upper end of iridium band. It is also recommended to achieve larger bandwidth 
than the required one to compensate for possible frequency shifts caused by operational and environmental variables. The geometry 
and layout of the proposed antenna is depicted in Fig. 4. The measurements of the radiator is approximately 65 mm × 65 mm, and 
the coordinates of the feed point in milli-meters are x = 3, y = 11.5, where the origin is at the center of the antenna. 
 

 

Figure 4: The structure of the circularly polarized antenna [26] 
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Figure 5: The manufactured antenna prototype [27] 

 
To avoid any additional losses due to glue or other adhesives and to ensure durable attachment of the antenna structures, all fabric 
layers are sewn together. The fabricated prototype is shown in Fig. 5. 

The next step is to determine the return loss and bandwidth for measurements (S11). The antenna is first measured with a space 
arrangement in the free space, then twisted to x and y above the Rohacell half cylinder with a radius of 50 mm. The directions for 
bending and setting are 6 and 7 figs, respectively.  

 

Figure 6: The antenna bent in y-direction (left) and in x-direction (right).[28] 

Table of Parameters Considered For Helix Shaped Antenna 
 

Ref .no. Feed  Shape Methodology Size(𝑚𝑚𝑚𝑚3) Impedance 
B.W. 

ARBW 

42 CPW Circular Asymmetric 
square slots in 
ground 

120*120*75 99.25% 
2.4-2.5Ghz 

63.56% 
2.4-2.5Ghz 

43. CPW Quadrilateral Asymmetric 
ground plane 

Linear array of 1*2 and 2*2 137.1% 3.1-
17.5 

56.64% 
5.91-10.58 

45 Dual feed 
network 

2 crossed printed 
tapered slot 

Dial shaped 
parasitic metallic 
strip 

53*53*48 108% 
1.8-6 Ghz 

107% 
1.8-6 Ghz 

46 Microstrip Circular Elliptical shaped 
slots in ground 

75*75*0.5 110% 
2.94-10.06 
Ghz 

89% 
3.19-8.26Ghz 

47. Single feed T shaped  Composed 
cavity 

------ 106.5% 
0.9-2.95 

96.6% 
1-2.87 

48. Tapered 
wideband 
balun 

Spiral Planar 
Archimedean 
spiral antenna 

36*36*20 
 

 
1.9-8.5Ghz 

 
2-6Ghz 

49 microstrip Rectangular Four layers with 
different 
parasitic patches 

28*28*15 71% 
3.28-
6.76Ghz 

49.8% 
3.61-6.05Ghz 

50 Tapered 
microstrip 

Rectangular Annual ring 
patch and 
rectangular slot 
in ground 

30*34*1.6 120.86% 
2.96-12Ghz 

81.42% 
4.02-9.54Ghz 

51. Coaxial  Quarter printed 
ring 

Open ends with 
curved delay line 

55*55*1.6 50.2% 
1.99-
3.22Ghz 

27% 
2.3-2.9Ghz 

52. Sequential 
phase feeding 

Square ring 
double layer 

stacked patches 0.88λ*0.88λ*0.12 λ 43.2% 
4.65-
7.21Ghz 

26.5% 
4.9-6.4Ghz 

53. Coaxial Conical Tapered metal 
strip rolled in 
conical shape 

40*40*40 
 

81% 
2.1-5Ghz 

58% 
2.4-4.36Ghz 
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Figure 7: Antenna measurement set-up.[31] 

A Dual Frequency Microstrip Patch Antenna for High-Precision GPS Applications 

The antenna described is a quadruple feed stacked shorted annular circular patch antenna operating at L1 and E5a-E5b bands of 
Galileo. In this geometry, to shorted circular annular patches are side by side printed on two assembled membranes discriminated by 
an air gap. The main characteristic of this antenna is that the radiation pattern can be altered by differing the relation between the 
external and internal radii. Furthermore, the stacked shorted circular circular patch can be designed to avoid surface wave emissions 
diminishing back and lateral radiations and improving efficiency. In the following point the coaxial feeding is described in order to 
better understand the achieved results in the simulation. 

Coaxial feeding Feed/Probe Coupling 

One of the basic implements of conveying electricity to a micro-strip spot is by means of the use of a probe surpassed thru the 
membrane and fused to the spot. This probe can be the internal conductor of the coaxial line or a strip line through an aperture in the 
ground plane. The position of the notch needs to be at the factor where the great impedance match is completed. The coupling of the 
feed contemporary current Jz to the Ez field consequences in excitation in the patch. The coupling may be obtained by the following 
equation: 

𝐶𝐶𝐶𝐶𝐶𝐶𝑝𝑝𝐶𝐶𝐶𝐶𝐶𝐶𝑔𝑔 = ∭ 𝐸𝐸𝑧𝑧𝐽𝐽𝑧𝑧𝑣𝑣 𝑑𝑑𝑑𝑑 ⩭ cos(𝜋𝜋𝑥𝑥0
𝐿𝐿

) 

Where  𝑥𝑥0is the aperture balance from the edge of the spot. It can be seen that the coupling is maximum at the threshold of the patch. 

 
 

II. CONCLUSIONS 

The given work furnishes a better overall performance in RHCP gain and bandwidth for a smaller most dimension. It have to also 
be pointed that the use of a higher fee and lower-loss fabric (tanδ = 0.001) would boom the antenna benefit by 0.6dB. The PRMS 
antenna outlines the use of an opening antenna and MS is provided. Antenna segmentation can be automatically restored to LHCP, 
RHCP and LP by rotating the MS in the center relative to the opening. The polarization re-configurable belongings has been 
inspected and reported the use of the identical circuit. There produced and computed performances in terms of polarization re-
configurability, performance, advantage and radiation sample, have been provided.  

 
REFERENCES 

 
[1] H. A. Wheeler, “A helical antenna for circular polarization,” Proc. IRE, vol. 35, no. 12, pp. 1484–1488, Dec. 1947. 
[2] J. M. Tranquilla and S. R. Best, “A study of the quadrifilar helix antenna for global positioning system (GPS) applications,” IEEE Trans. Antennas Propag., vol. 
38, no. 10, pp. 1545–1550, Oct. 1990. 
[3] H. Nakano, H. Oyanagi, and J. Yamauchi, “A wideband circularly polarized conical beam from a two-arm spiral antenna excited in phase,” IEEE Trans. Antennas 
Propag., vol. 59, no. 10, pp. 3518–3525, Oct. 2011.  
[4] J. Huang, “Microstrip antenna developments at JPL,” IEEE Antennas Propag. Mag., vol. 33, no. 3, pp. 33–41, Jun. 1991.  
[5] Y. M. Pan, S. Y. Zheng, and B. J. Hu, “Wideband and low-profile omnidirectional circularly polarized patch antenna,” IEEE Trans. Antennas Propag., vol. 62, no. 
8, pp. 4347–4351, Aug. 2014.  
[6] J. W. Baik, K. J. Lee, W. S. Yoon, T. H. Lee, and Y. S. Kim, “Circularly polarised printed crossed dipole antennas with broadband axial ratio,” Electron. Lett., 
vol. 44, no. 13, pp. 785–786, Jun. 2008. 
 [7] D. J. Kraus and R. J. Marhefka, Antennas: For All Applications, 3rd ed. New York, NY, USA: McGraw-Hill, 2002.  
[8] H. Nakano, H. Takeda, T. Honma, H. Mimaki, and J. Yamauchi, “Extremely low-profile helix radiating a circularly polarized wave,” IEEE Trans. Antennas 
Propag., vol. 39, no. 6, pp. 754–757, Jun. 1991.  
[9] H. T. Hui, K. Y. Chan, and E. K. N. Yung, “The low-profile hemispherical helical antenna with circular polarization radiation over a wide angular range,” IEEE 
Trans. Antennas Propag., vol. 51, no. 6, pp. 1415–1418, Jun. 2003. 
[10] M. G. Ibambe, Y. Letestu, and A. Sharaiha, “Compact printed quadrifilar helical antenna,” Electron.Lett., vol. 43, no. 13, pp. 697–698, 2007.  
[11] H. L. Knudsen, “Radiation field of a square, helical beam antenna,” J. Appl. Phys., vol. 23, no. 4, pp. 483–491, Apr. 1952. 
 [12] J. P. Casey and R. Bansal, “Square helical antenna with a dielectric core,” IEEE Trans. Antennas Propag., vol. 30, no. 4, pp. 429–436, Nov. 1988.  
[13] N. Somjit and J. Oberhammer, “Three-dimensional micromachined silicon-substrate integrated millimeter-wave helical antennas,” IET Microw. Antennas 
Progag., vol. 7, no. 4, pp. 291–298, Jan. 2013.  

PENSEE ISSN: 0031-4773

VOLUME 51 1943 ISSUE 3 2021



   

[14] C. Chua, S. Aditya, and Z. Shen, “Planar helix with straight-edge connections in the presence of multilayer dielectric substrates,” IEEE Trans. Electron. Devices, 
vol. 57,no.12,pp.3451–3459,Dec.2010. 
[15] S. Aditya and R. K. Arora, “Guided waves on a planar helix,” IEEE Trans. Microw. Theory Tech., vol. 27, no. 10, pp. 860–863, Oct. 1979.  
[16] C. F. Fu, Y. Y. Wei, W. X. Wang, and Y. B. Gong, “Dispersion characteristics of a rectangular helix slow-wave structure,” IEEE Trans. Electron. Devices, vol. 
55, no. 12, pp. 3582–3589, Dec. 2008.  
[17] H. Ma and H. Y. D. Yang, “Miniaturized integrated folded helical antennas,” in Proc. IEEE Antennas Propag. Soc. Int. Symp., Jul. 2011, pp. 753–756. 
[18] D. Seo, Y. Yu, S. Jeon, and J. Choi, “An integrated two-wire helical antenna for Bluetooth application,” in Proc. IEEE Antennas Propag. Soc. Int. Symp., Jun. 
2007, pp. 3552–3555.  
[19] D. Deslandes and K. Wu, “Accurate modeling, wavemechanisms, and design considerations of a substrate integrated waveguide,” IEEE Trans. Microw. Theory 
Tech., vol. 54, no. 6, pp. 2516–2526, Jun. 2006. 
 [20] L. C. Kuo and H. R. Chuang, “A study of printed dipole antennas for wireless communication applications,” J. Electromagn. Waves Appl., vol. 21, no. 5, pp. 
637–652, Jan. 2007. 
 [21] K. G. Thomas and G. Praveen, “A novel wideband circularly polarized printed antenna,” IEEE Trans. Antennas Propag., vol. 60, no. 12, pp. 5564–5570, Dec. 
2012. 
[22] C. A. Balanis, Antenna Theory Analysis and Design, 3rd ed. Hoboken, NJ, USA: Wiley, 2005. 
[23] Hertleer, C., Rogier, H., Vallozzi, L. & Van Langenhove, L., A textile antenna for off-body communication integrated into protective clothing for firefighters 
IEEE Transactions on Antennas and Propagation, 57(4), pp. 919–925, April 2009. 
[24] Lui, K.W., Murphy, O.H. &Toumazou, C., A wearable wideband circularly polarized textile antenna for effective power transmission on a wirelessly powered 
sensor platform. IEEE Transactions on Antennas and Propagation, 61(7), pp. 3873–3876, July 2013. 
[25] Tronquo, A., Rogier, H., Hertleer, C. & Van Langenhove, L., Robust planar textile antenna for wireless body LANs operating in 2.45 GHz ISM band. Electronics 
Letters, 42(3), pp. 142–143, 2006. 
[26] Kuhjani, A. &Neshati, M.H., Design investigation of a dual-band circularlypolarized wearable antenna. Second Iranian Conference on 
EngineeringElectromagnetics (IECCM), 8–9 January 2014. 
[27] Locher, I., Klemm, M., Kirstein, T. &Troster, G., Design and characterization of purely textile patch antennas. IEEE Transactions on Advanced 
Packaging,29(4),pp.777–788,November2006. 
[28] Kellomaki, T., Heikkinen, J. &Kivikoski, M., Effects of bending GPS antennas. Asia-Pacific Microwave Conference APMC, pp. 1597–1600, 12–15 
December 2006. 
[29] Elliot, P.G., Rosario, E.N., Rama Rao, B., Davis, R.J. & Marcus, N.M., E textile microstrip patch antennas for GPS. IEEE/ION Position Locationand Navigation 
Symposium (PLANS), pp. 66–73, 23–26 April 2012. 
[30] Kaivanto, E., Lilja, J., Berg, M., Salonen, E. &Salonen, P., Circularly polarized textile antenna for personal satellite communication. Proceedings of theFourth 
European Conference on Antennas and Propagation (EuCAP), pp. 
1–4, 12–16 April 2010. 
[31] Kaivanto, E., Berg, M., Salonen, E. & de Maagt, P., Wearable circularly polarized antenna for personal satellite communication and navigation. IEEE 
Transactions on Antennas and Propagation, 59(12), pp. 4490–4496, December 
2011. 
[32] Dierck, A., Rogier, H. &Declercq, F., A wearable active antenna for global 
positioning system and satellite phone. IEEE Transactions on Antennas and Propagation, 61(2), pp. 532–538, February 2013. 
[33] Vallozzi, L., Vandendriessche, W., Rogier, H., Hertleer, C. &Scarpello, M.L., Wearable textile GPS antenna for integration in protective garments. Proceedings 
of the Fourth European Conference on Antennas and Propagation 
(EuCAP), pp. 1–4, 12–16 April 2010. 
[34] H. Oraizi and R. Pazoki, ‘‘Wideband circularly polarized aperture-fed rotated stacked patch antenna,’’ IEEE Trans. Antennas Propag., vol. 61, no. 3, pp. 1048–
1054, Mar. 2013. 
 [35] J. Wu, Y. Yin, Z. Wang, and R. Lian, ‘‘Broadband circularly polarized patch antenna with parasitic strips,’’ IEEE Antennas Wireless Propag. Lett., vol. 14, pp. 
559–562(2015) 
[36] S.-P. Pan, J.-Y. Sze, and P.-J. Tu, ‘‘Circularly polarized square slot antenna with a largely enhanced axial-ratio bandwidth,’’ IEEE Antennas Wireless Propag. 
Lett., vol. 11, pp. 969–972, 2012. 
 [37] Y. He, W. He, and H. Wong, ‘‘A wideband circularly polarized cross-dipole antenna,’’ IEEE Antennas Wireless Propag. Lett., vol. 13, pp. 67–70, 2014. 
 [38] Z. Chen and Z. Shen, ‘‘Planar helical antenna of circular polarization,’’ IEEE Trans. Antennas Propag., vol. 63, no. 10, pp. 4315–4323, Oct. 2015. 
 [39 X. Tang, B. Feng, and Y. Long, ‘‘The analysis of a wideband strip-helical antenna with 1.1 turns,’’ Int. J. Antennas Propag., vol. 2016, Jan. 2016, Art. no. 
5950472. 
 [40] S. Fu, Q. Kong, S.-J. Fang, and Z. Wang , ‘‘Optimized design of helical antenna with parasitic patch for L-band satellite communications,’’ Prog. Electromagn. 
Res. Lett., vol. 44, pp. 9–13, 2014. 
[41] V. Kaim, B. K. Kanaujia, S. Kumar, H. C. Choi, K. W. Kin and K. Rambabu, “Ultra miniature circularly polarized CPW-fed implantable antenna design and its 
validation for biotelemery applications” springer nature in (2020)[10:6795]. 
[42] Prashant Chaudhary,  Ashwani Kumar, “Compact ultra-wideband circularly polarized CPW-fed monopole antenna” international journal Electronics 
communication (AEIJ) 107 (2019)  137-145. 
[43]  Slawomir Koziel, Adrian Bekasiewicz, “Statical analysis and robust design of circularly polarized antennas using sequential approximate optimization” warsaw 
university of technology 2018:978-83-949421-1-3. 
[44] X. Ding, Z. Zhao, “A compact unidirectional ultra wideband circularly polarized antenna based on cross tapered slot radiation element” Dec.21,2017,IEEE, NNSF 
China ( Nos 61571086, 61721001 and 61727803). 
[45] Yong sheng pan and Yuan dan Dong, “Low profile low cost ultra wideband circularly polarized slot antennas” 30 oct 2019, “ IEEE/Access 2019.2950521.” 
[46] L. Zang, Steven Gao, Qi Leuo, “ Single feed ultra wide band circularly polarized antenna with enhanced front to back ratio” IEEE DOI 10.1109/TAP 2015.2501844  
[47] Y.W.Zhong, G. M. Yang, J.Y. Mo and L. R. Zheng “Compact circularly polarized Archimedean spiral antenna for ultra wideband communication applications” 
DOI: 10.1109/LAWP.2016-2560258,IEEE. 
[48] Jia Wei, Xing Jiag and Lin Peng “ultra wideband and high gain circularly polarized antenna with double Y shape slot”  DOI:10.1109/  LAWP. 2016.2647318, 
IEEE. 
[49] M. Midya,  S. bhattacharjee,  M.Mitra “ Circularly Polarized planar monopole antenna for ultra wideband applications” International journal of RF and microwave 
computer aided engineering , 4 july 2019. 
 [50] Chao Sun et al “ A design of compact ultra wideband circularly polarized microstrip patch antenna” DOI: 10.1109 / TAP. 2019.2922759; IEEE.  
[51] Y.He, W.He,  H.Wond,  “A wideband circularly polarized cross dipole antenna” vol.13,2014 , IEEE 2014  pages-67-70. 
[52] Kang Ding, Yan jie wu et al, “ A stacked patch antenna with broadband circular polarization and flat gains” IEEE 2017.       
[53] ] J. N. Mei, D. W. Ding, and G. Wang, ‘‘Design of compact wideband circularly polarized conical helix,’’ in Proc. Int. Conf. Comput. Inf. Syst. Ind. Appl., 2015, 
pp. 139–141. 

PENSEE ISSN: 0031-4773

VOLUME 51 1944 ISSUE 3 2021



  
 

 

PENSEE ISSN: 0031-4773

VOLUME 51 1945 ISSUE 3 2021



Vol 26, No. 8;Aug 2019

59 office@multidisciplinarywulfenia.org

A Review of Sizing, System Security and Reliability, Controller 
Design and System Stability of Integrated Renewable Energy 

Source 
 

Chandra Prakash Varma 

Department of Electronics Engineering, Dr. Ambedkar Institute of Technology for Handicapped (U.P.), Awadhpuri, Kanpur, India  

Tel: 0-800-549-5175   E-mail: cpvermaaith2007@gmail.com 

Yaduvir Singh 

Department of Electrical Engineering, Harcourt Butler Technical University, Nawabganj, Kanpur, India  

Tel: 0-708-130-0508   E-mail: dryaduvirsingh@gmail.com 

Abstract  
The development of IES technology resolves issues of energy safety, improve social efficiency, and renewable energy 
sources. There are many potential benefits associated with IES technologies. It is being known now as an important 
strategic research direction in the field of international energy. Renewable energy sources play an important role in the 
modern energy system. Rapid adoption of distributed generation sources and micro grids powered by renewable sources 
like photovoltaic, wind, tidal, fuel cells is being reported as one of the major results of increasing global demand for 
energy all over the world. Two types of sizing methods viz. iterative method and artificial intelligence method are being 
used. Modern techniques, based on single artificial intelligence (AI) algorithms, are more popular than classical 
algorithms owing to their capabilities in solving complex optimization problems. Optimal sizing of a stand-alone 
integrated renewable energy system (IRES) which may be comprised of micro hydro power (MHP), biogas, biomass, 
solar,  wind energy etc. is an important research problem. It is modelled as a demand response (DR) strategy based on 
energy consumption scheduling of appliances. Multi-objective optimization with stochastic modelling becomes necessary 
to correctly identify the trade-offs between cost and reliability. Other technical issues are system stability, voltage at 
point of common coupling (PCC) and system integrating distributed generation. Integrating hybrid distributed generation 
in a distribution network requires an advanced controller, which is critical for ensuring high quality and stability of 
voltage at PCC and frequency of the power system. For controlling voltage at PCC and for controlling system frequency 
and making system stable, controller is used for Proportional-Integral (PI) & Proportional-Integral Derivative (PID) 
controllers are being considered for investigation. Pareto-based approaches are more efficient way to obtain good 
solutions close to global optimum. Stand-alone Hybrid Renewable Energy Systems (SA-HRES) contains more than one 
objective function and many constraints. Reliability assessment helps in assessment by power system operators, planners, 
designers and engineers. Reliability assessment optimizes the power outage cost. A Non-linear robust control technique 
using improved particle swarm optimization (IPSO) control is reported to have been implemented as a master control 
technique for the control of interlinking converter (IC) between AC and DC micro grids. 
Keywords   
Demand Response, Distributed Generation, Firefly algorithm, Optimization, Point of Common Coupling.  
 
1. Introduction  
 
Electrical power is considered as one of the most commonly sought commodities of mankind. 
HRESs are being used in the standalone mode for individual houses or in microgrids (MGs) in 
remote areas [4,5]. The energy demand is increasing in islands and remote areas in recent years. 
Therefore, standalone HRES or MGs with RES is reported as a promising and sustainable solution to 
supply the growing population and industries in remote areas and islands with clean and cost 
effective electrical power [7,8]. The optimal design of HRESs is observed as a complicated task 
since the optimal configuration depends on the knowledge of environmental conditions, energy 
sources, technical specifications, and load profiles [9]. An overview of some of the sizing algorithms 
and has also been discussed the optimal sizing process of two HRESs. Few single artificial 
algorithms for standalone and grid-connected applications have been discussed. Optimal sizing of 
different hybrid system combinations for standalone and grid-connected applications have been 
discussed which covers some of the artificial and classical sizing methodologies. Hybrid energy 
systems based on solar, wind and fuel cell energy sources covering only multi-objective optimization 
algorithms have been discussed. The feasibility analysis, control, and modeling of HREs with some 
artificial optimization techniques have also discussed [10].   
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The main function of a power system is reported to supply electricity to its customers at optimal 
operating costs with the assurance of a reasonable quality and continuity at all times [11]. Reliability 
is being reported as the probability that a power system will perform its functions adequately without 
any failure within a stipulated period of time [12]. The reliability study can be utilized to assess the 
performance of the distribution system based on the availability of suitable input component data and 
the configuration of the system. The reliability assessment could also be used to identify the 
malfunctional components that need urgent replacement in the distribution system as well as 
recommending the numbers of new components that should be incorporated in order to improve the 
reliability of the networks. The reliability technique has been accepted as a benchmark for power 
system design and operation at all phases of the power system, i.e. conceptual, design, planning and 
operational phases owing to these technical and economic attributes. This review work explored 
renewable energy resources to ameliorate the reliability of the distribution system and to reduce the 
cost that is associated with the power outage. Renewable DG units can enhance reliability of the 
distribution system in order to optimize greenhouse gas emissions and also the fuel consumption cost 
of the conventional power systems [13–15]. The reliability assessment of the distribution system in 
the presence of wind turbine generation (WTG), energy storage system (ESS) and photovoltaic (PV) 
have been drawn the attention of many researchers. The impact of renewable DG and battery storage 
units on the reliability of a conventional distribution system have been studied in [16]. 
The power network is no more passive, as such, the power flow and voltage profile are being 
determined by both generation and load with the high penetration of renewable generations (RGs) in 
the distribution network (DN). Many approaches based on control strategies are being proposed. The 
review of proposed voltage control strategies is presented in order to accommodate the voltage 
variation due to RG penetration [17]. 
Energy resources are very important economically and politically for all countries. Optimization of 
hybrid renewable energy systems might be complicated due to difficulties like the use of many 
energy resources, the sizing and high investment costs required. A variety of optimization models 
have been developed or investigated by many researchers such as renewable energy models, 
emission reduction models, energy planning models, energy supply and demand models, estimation 
models and control models [18-20]. An integrated energy system (IES) is being reported as a 
custom-designed configuration of different renewable technologies. The term IES is being referred to 
the interactions and interdependencies of energy supply systems, e.g. combined electricity and 
district heating systems; combined electricity and gas systems; and combined electricity, gas, and 
district heating systems. The development of IES technology is help a resolve issues of energy 
safety, improve social efficiency, and promote the development of new energy resources and 
renewable energy sources. There are so many potential benefits associated with IES technologies, it 
is being known now an important strategic research direction in the field of international energy. 
Much of the recent energy research in IESs has been demonstrated the use of multi-energy 
complementary technology in the operational analysis of IESs. Combined heat and power (CHP) 
technology is being reported as one of the basic concepts of multi-energy complementarily, and 
could be provided electrical power and thermal energy for space heating, cooling, domestic hot 
water, industrial processes, and so on. Previous studies have shown that there are various types of 
IES uncertainty problems caused by the multitude of intermittent RESs and stochastic energy loads. 
As research into these uncertainties continues, the dependencies between multiple energies have 
been identified and modelled using a copula-based approach [21-22]. The uncertainty and limited 
storability of wind and photovoltaic power could be due to output fluctuations and power 
curtailment, which severely impedes the utilization of renewable energy [23]. The modelling 
constraints could be divided into three categories: resource type, station type, and grid type [24-26]. 
Renewable energy sources play important role in the modern energy system with rapid development. 
Rapid adoption of distributed generation sources and micro grids powered by renewable sources like 
photovoltaic, wind, tidal, fuel cells are being reported as one of the major results of increasing global 
demand for energy all over the world. The integration of these energy sources to form a hybrid 
system is being considered as an excellent option for distributed energy production. Grouping a few 
distributed energy resources, a storage system and loads together is being formed a small grids or 
micro grids. This concept has been proposed to well manage the local DG units and loads with 
higher capacity and more control flexibility compared to a single DG system. There are being several 
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ways to integrate different alternative energy sources to form a hybrid system. These methods could 
be generally classified into two categories: AC coupling and DC coupling; the main two types of 
micro-grids namely AC micro grid and DC micro grid. A hybrid alternative energy system could be 
either be stand-alone or grid-connected if utility grid is available. Control of hybrid AC/DC micro 
grid under island operational conditions is being investigated [27]. A novel hybrid centralized and 
distributed control of a hybrid AC-DC micro grids is presented. A hybrid centralized master 
controller using IPSO based on the control of modified interlinking converter that utilizes Three 
Level Neutral Point Clamped Converter (3LNPC2) has been reported [28]. 
  
2. Sizing methods 
Accurate dynamic performance of solar and wind energy system are not being represented by these 
methods. Hence, it is necessary to develop a unit sizing method which avoids complexity in 
designing the system and explains perfectly frequency response of the system in dynamic 
performance criteria. It is necessary to develop centralized and multilevel controlling technique 
which avoids the potential complexity of communication system and large computation as burden 
which is subjected to single point failure. Cournot, Stackelberg, Bertrandduopoly concepts are used 
to find out the exact system cost and salvage value of integrated system in view of increased day by 
day installation of HRES [1]. 
Due to the increasing cost and harmful emissions of fossil fuels, hybrid renewable energy systems 
(HRESs) is the growing trend to use standalone source. Intermittency and high net present cost are 
being the challenges associated with solar and wind energy systems. In this context, optimal sizing is 
being told as a key factor to attain a reliable supply at a low cost through these standalone systems. 
Therefore, a growing interest has been reported to develop algorithms for size optimization in 
standalone HRESs. The optimal sizing methodologies can be broadly categorized as classical 
algorithms, modern techniques and software tools. Modern techniques, based on single artificial 
intelligence (AI) algorithms, are more popular than classical algorithms owing to their capabilities in 
solving complex optimization problems [10].  
Optimal sizing of a stand-alone integrated renewable energy system (IRES) which may be comprised 
the resources of micro hydro power (MHP), biogas, biomass, solar,  wind energy etc. A demand 
response (DR) strategy is modelled based on energy consumption scheduling of appliances. Using 
integer linear programming (ILP), a DR strategy based on energy consumption scheduling of 
appliances can be modeled. The different combinations of system components without and with DR 
strategy are being considered and optimized for power reliability criteria of 0% and 5% unmet load. 
For 0% unmet load, the optimum size of IRES with the suggested DR strategy consists of 50 kW 
MHP system, 50 kW biogas system, 40 kW biomass gasifier system, 12 numbers of 4.2 kW rated 
small wind turbine, 17 numbers of 235Wp rated PV module, 89 numbers of 150 Ah rated battery and 
50 kW converter. It has been found that significant amount of savings in system sizes and costs are 
obtained with DR strategy compared to system without DR. It has been found that reduction of 1.82 
kW and 23 kW in peak hourly energy consumption during summer and winter seasons respectively 
are obtained with DR strategy in comparison of system without DR. Size optimization of the 
proposed IRES without and with DR strategy can be performed using discrete harmony search 
(DHS) algorithm [2]. In recent years, hybrid algorithms are being used for optimization over single 
algorithm. Hybrid algorithms provide better optimization results over single algorithm. Modern 
methods such as artificial algorithms and hybrid algorithms provide more accurate optimization 
results than software tools as they have the ability to solve multi-objective optimization problems 
[10]. 
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Fig. 1. Overview of the size optimization techniques [10]. 
 
3. System Security and Reliability 
 
The ability of the system to respond to disturbances and maintain stable operating conditions is being 
termed as system security [20]. Reliability assessment is one of the key indicators to measure the 
impact of the renewable distributed generation (DG) units in the distribution networks and to 
minimize the cost associated with power outage [16].  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Reliability estimation and improvement [16]. 
Two stage approach is used for off-grid mining operations for analysis of variability effects on the 
optimal design and reliability of an integrated energy system. Solutions of deterministic non-linear 
programming (NLP) optimization problem creates various possible energy system designs. Capital 
cost for a number of input scenarios is minimised. Two measures of reliability are  loss of power 
supply probability (LPSP) and energy index of reliability (EIR). These two measures are being 
evaluated for each design. It is based on the minimization of the external energy that is required to 
satisfy load demands for variety of input conditions. Measures of reliability should consider the 
frequency and extent of demand satisfaction. It is being reported that range of system capacities and 
capital cost increase with increased variability, with demand satisfaction worsening. Multi-objective 
optimization with stochastic modeling becomes necessary to correctly identify the trade-offs between 
cost and reliability [3]. Markov model can be developed to access the stochastic characteristics of the 
major components of the renewable DG resources as well as their influence on the reliability of a 
conventional distribution system [16]. 
Some of the most common used indices in the power generation (hybrid renewable energy) system 
reliability assessment are termed as loss of load expectation (LOLE), loss of energy expectation 
(LOEE) and Loss of Power Supply Probability (LPSP). 
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The expected number of hours for a year when the load exceeds the available electric generation 
capacity is termed as LOLE (h/year). It is given as 
 

 =


H

h icS ii TP
1

 = LOLE  

where S: all loss of load states of the system, Pi: probability the system encountering state i, Ti: time 
(hour) of load exceeds the production capacity, and H: annual time period considered 8760 h. 
 
b) Loss of energy expected (LOEE) 
 
The expected value of energy that hasn't been supplied is termed as LOEE. It occurs when the 
available electric generation capacity can not meet the hourly load demand. It is given as 

 =


H

h icS ii LOEP
1

 = LOEE  

where S: all loss of energy states of the system, Pi: probability the system encountering state i, and 
LOEi: amount of loss of energy (kWh) when the system couldn't be supply expected energy at time 
step  h. 
 
c) Loss of power supply probability (LPSP) 
 
LPSP is given as  

 =
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where LD (kWh): load demand (kWh) at time step h. 
 
d) Deficiency of power supply probability (DPSP) 
 
DPSP is given as  
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DPS (power supply fault) is a condition that occurs when the main power generation components 
and/or backup units of the hybrid renewable energy system can not meet the load demand. Esist(h) 
(kWh/year) means supplied energy by the hybrid renewable energy system at hour t. 
 
e) Loss of Load probability (LLP) 
 
It is given as  
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where ES(t): power shortage (kWh) at the hour. 
 
First order reliability method (FORM) can be estimated the failure probabilities. They are crucial for 
ensuring the reliability of the gas supply and surplus power absorption. FORM optimization model 
can be solved by Hasofer Lind and Rackwitz Fiessler (HLRF) algorithm. A mathematical case has 
been reported to demonstrate the use of the FORM in the estimation of failure probability, and the 
results are being validated using the Latin hypercube sampling theories, including the Iman and Stein 
methods. The results of a failure probability analysis for an ideal IES are also provided.  The failure 
probability can be used to improve IES operation and planning to ensure better reliability. In contrast 
to Monte Carlo methods, the FORM method does not require many samples  [22]. 
 
 
4. Controller Design  
 
Several technical issues, especially system stability like voltage at point of common coupling (PCC) 
and system can be caused an integrating distributed generation to power systems. Current exiting 
power systems should be upgraded to the advanced power grid in order to complete address the 
issue. There is need to make a controller for power grid become ‘advanced’, particularly in terms of 
stability and flexibility. The controller is capable to control the above issue after integration of hybrid 
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distribution generation system into the utility grid. Different energy sources in the system are being 
integrated through a DC bus into the utility grid. The firefly algorithm for optimization of controllers 
of several classical controllers such as Proportional-Integral (PI) and Proportional-Integral-
Derivative (PID) in grid connected hybrid Wind/PV distributed generation system are being 
successfully applied and it has been concluded that the designed value of optimum gain of several 
controllers for control the voltages at PCC and system frequency by FA Technique are robust 
because they perform well in both condition i.e. nominal operating condition as well as in fault at 
work. Optimum values of KP, KI and KD of PID controllers used for frequency control and voltage 
control are obtained at nominal operating conditions for various disturbances and fault occurrences. 
The overall control strategy of grid connected hybrid energy system should be robust and work well. 
Integrating hybrid distributed generation in a distribution network requires an advanced controller, 
which is critical to ensuring high quality and stability of voltage at PCC and frequency of the power 
system [29]. 
 
5. System stability and other technical issues  
 
Investigations have been carried out on a grid connected hybrid Wind/PV distributed generation 
system as shown in Fig. 3 consisting of a permanent magnet synchronous generator (PMSG) based 
variable speed wind energy conversion of a 6 KW, PV array 1 KW & utility grid. Hybrid system is 
connected through utility grid & load through command dc link and DC-AC convertor. A single 
switch three-phase switch-mode rectifier is being used which is being controlled to extract maximum 
power from the fluctuating wind. Individual dc–dc boost converters have been used to control the 
power flow to the load through dc link in PV system. A simple and effective control with dc–dc 
converters is being used for maximum power point tracking and hence maximum power extracting 
from and the solar photo voltaic systems. For controlling voltage at PCC & for controlling system 
frequency and making system stable, controller has been designed. Proportional-Integral (PI) & 
Proportional-Integral Derivative (PID) controllers are being considered for investigation. 
 
 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

Fig. 3. Schematic diagram of proposed grid connected hybrid wind/PV distributed generation system [30]. 
 
Firefly algorithm is used for optimization of different controller’s parameter of the presented 
system. The cost function used in the hybrid distributed generation system is reported as the 
integral squared error (ISE) given by Eq. (7): 
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Flow chart of Firefly Algorithm for voltage regulation and frequency control at PCC has been 
shown in Fig. 4. There are two issues in FA. As reported, there is variation of light intensity and 
formulation of the attractiveness. The attractiveness of a fire fly is determined by its brightness 
or light intensity which in turn is associated with the objective function. For maximization 
problems, the brightness I of a fire fly at a particular location x can be chosen as I(x)/f(x). It 
should be seen in the eyes of the be holder or judged for relative attractiveness  by the other 
fire flies. Thus, it should vary with the distance rij between fire fly I and fire fly j. As light 
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intensity decreases with the distance from its source and light is also absorbed in the media, so 
it should allow the attractiveness to vary with the degree of absorption. A detailed investigation 
on dynamic and transient characteristics of a typical microgrid system containing dispatchable and 
non-dispatchable power sources and energy storage device is being reported. Based on all main 
features of dynamic and transient voltage and current, a fast-scalable-adaptable fault protection 
algorithm was developed to enhance reliability operation of microgrid for both the grid-connected 
and island modes [32]. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

Fig. 4. Flowchart of firefly algorithm for voltage regulation and frequency control [30].  
 
6. Result and discussions 
 
As most standalone hybrid energy systems are being used for remote and rural areas, in many 
cases, the load profile data are unavailable. The accuracy of load profile immensely influenced 
the size optimization results. Therefore, more research is required in the field of load profile 
estimation and forecasting to establish and construct more accurate predictions for the load 
profile. The new technique not only focuses on the variables of technical and climate 
specifications in forecasting process but also being included social factors. The peaks of solar 
irradiation and wind speed influence the size optimization solutions. Therefore, usage of 
hourly annual solar and wind data rather than daily or monthly data is being recommended as 
hourly data contain the troughs and peaks of solar irradiation and wind speed.  Based on the 
review studies, the manufacturing costs of hybrid system components are being reported as 
the main reason of the high initial costs of HES, which require a significant reduction to lessen 
initial system cost. This reduction will be decrease payback time and increase return on 
investment which will eventually increase social acceptance and human development index. 
Optimization of hybrid renewable energy systems designed to be remote from the grid (SA-HRES) 
might be reported as single-objective optimization problems including optimization of system 
elements sizes to minimize total costs, but might be also comprised multi-objective optimization 
problems including targets such as system management, control or environmental optimization. As 
observed in the results of studies evaluating optimization problems as single or multiple objective 
problems, for single-objective optimization problems in addition to classic methods such as the least 
squares method, linear programming and iterative optimization techniques, meta-heuristic methods 
such as PSO and genetic algorithms might be applied. For multiobjective optimization techniques, in 
addition to classic methods, Paretobased optimization approaches such as PSO and MOPSO, 
evolutionary algorithms, genetic algorithms and NSGA-II are being frequently used. Paretobased 
approaches could be provided Pareto-front which contains a few solutions according to domination 
relations. Result of this, Pareto-based approaches are being more efficient way to obtain good 
solutions close to global optimum. SA-HRES is being contained more than one objective function 
and many constraints. This situation is being expanded solution space and computational 
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requirements. Alternatively, while using Pareto-approaches, SA-HRES multi objective optimization 
problem could be divided to sub problems as a solution way to overcome these difficulties. The main 
differences between the simulation results and real or other applications are being reported as the 
model parameters and probability distributions, which depend on the operating  characteristics and 
geographical environment. 
The most popular hybrid combination for islands and remote rural areas are the solar, wind, diesel 
generator, and battery storage based hybrid energy system as it provides more reliable and 
continuous power supply. Finding the optimum size of each element is to reduce the cost while 
maintaining the reliability and social acceptance. Hybrid algorithms have recently been extensively 
applied for the sizing optimization of standalone solar and wind hybrid system. Moreover, software 
computer tools are also used widely for sizing and designing of standalone solar and wind system. 
However, using modern methods such as artificial algorithms and hybrid algorithms are more 
accurate optimization results than software tools as they have the ability to solve multi-objective 
optimization problems. The reliability assessment technique applied in this paper is being told as one 
of the key performance indicators to assess the impact of using the WTG, PV and ESS in the 
conventional distribution system. Reliability technique is being reported one of the key performance 
indicators to measure the impact of renewable DG resources in the conventional power distribution 
system. It could be deduced from the results obtained from the simulation that the power utilities 
should encourage the integration of renewable energy into their distribution systems as an alternative 
way to increase the reliability of their networks. This work could be extended to evaluate the effect 
of renewable energy resources on a large distribution system. In addition, reliability assessment 
could be assisted the power system operators, planners, designers and engineers to optimize the 
power outage cost in a conventional distribution system with the application of renewable energy 
resources. 
Voltage control derived from power flow as a result of high penetration of RG in the DS is being 
reported as one of the major concerns of the DNOs. Feeder voltage needs to be maintained within the 
permissible range against RG connection so that voltage variation is not being affected consumer 
voltage supply quality and reliability. The paper is being reviewed the impact of RG on DS with 
voltage control strategies and presents the aspect of smart grid technologies in voltage control as the 
most appropriate voltage control at varying wind speed and PV irradiance. Mitigation of voltage 
imbalances as a result of voltage fluctuation and intermittency could be provided if the voltage and 
reactive power control equipment are being operated based on smart grid technologies, especially at 
the demand side integration and energy storage. The combination of electrical energy storage and 
demand side measures one operating from the supply side (Energy Storage), the other from the 
demand side (DSI), would be potentially allowed generation plant, both traditional and renewable, to 
operate in a more cost effective manner. Co-ordination of voltage control devices and RG for voltage 
profile improvement could further be investigated. 
 
7. Conclusions 
 
Realistic solutions, the SA-HRES problem requires multi-objective solutions that each function 
could be grouped in different optimization classes. Each solution has been reported trade-off between 
total system cost, reliability, environmental aspects and so on. Furthermore, for each type component 
design and/or selection variables also could be grouped in positive continuous, integer, and 
combinatorial selection variables. A method is presented for estimating the failure probability of an 
IES based on a first order reliability method, and considers the issues of gas supply shortage and the 
limited capacity of the grid to absorb it. To calculate the failure probabilities in an IES, the stochastic 
behaviours, dependencies, and limits of multiple energy sources might be considered. The FORM 
method, solved by HLRF theory, is being used to calculate the failure probabilities of a gas supply 
shortage and the absorption limits of the grid. 
The relationship between power generation and output fluctuations should be further discussed under 
various resource situations. The constraints of the power grid should be refined. The detailed 
coordinated operation of multi-energy should be explored.  Compensating for wind power and 
photovoltaic power with hydropower is being reported to be an effective solution for output 
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fluctuations and power curtailment. Establishing a model for a hydro-wind photovoltaic power 
system is necessary to investigate the mechanisms underlying the coordinated operation of diverse 
energies. A hybrid centralized and distributed control technique for a hybrid renewable energy 
system consisting of AC/DC micro grids is proposed. The models of the DER and coordination 
control schemes are being proposed for the all embedded converters to maintain stable system 
operation. The control schemes power flow between AC and DC micro grids. This is being achieved 
the proper power sharing and enhances operational reliability. Various salve control methods have 
been incorporated to harness the maximum power from DC and AC sources and to facilitate 
coordination of the power exchange between DC and AC grid. A Non-linear robust control technique 
using improved particle swarm optimization (IPSO) control is being implemented as a master control 
technique for the control of interlinking converter (IC) between AC and DC micro grids. 
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Abstract  
Optimal Power Flow (OPF) is being used to dispatch available generation in such a way that 
minimizes a particular objective function. The need for new transmission and/or generation 
capacity, improving load following, the potential benefits of grid-integrated storage 
technologies is being included decreasing, providing spinning reserve, correcting frequency, 
voltage, and power factors, as well as the indirect environmental advantages gained through 
facilitating an increased penetration of RERs. Differential search algorithm (DSA) is being 
stated as a recent literature described application of state-of-the-art evolutionary algorithm 
(EA). Success history based parameter adaptation technique of differential evolution 
(SHADE) is being employed for the optimization problem. Optimal scheduling contains 
Equality and inequality constraints and Real time optimal power flow (RT-OPF) model. Indirect 
soft linking approaches is being required the construction of new dedicated sectoral models and  
more challengingly handling the interface between the two models in order to arrive at consistent 
results. The direct integration methodologies for ESOMs that improve the technical representation 
directly increase the optimality of solution. 
 
Keywords   
Generator rate constraints, Integrated Renewable Energy Source, Optimal power flow, Solar 
Energy System, Variable renewable energy.  
 
1. Introduction  
 
By Optimal Power Flow (OPF) method, the operation of power systems has 
been informed for a long time. It is being used to dispatch available 
generation in such a way that minimizes a particular objective function. It 
could be represented the network and nodal power balance equations. It is 
also being maintained the limits on bus voltage, branch power flows, and 
generator's active and reactive power outputs [2,3]. The needs for new 
transmission and/or generation capacity, improving load following, the 
potential benefits of grid-integrated storage technologies are being included 
i.e. decreasing, providing spinning reserve, correcting frequency, voltage, and 
power factors, as well as the indirect environmental advantages gained 
through facilitating an increased penetration of renewable energy resources 
RERs [4]. For the wind-solar-storage generation system considering the 
correlation among wind power output, solar PV power output and load 
demand, an optimal scheduling approach is being proposed [5]. The various 
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aspects of hybrid renewable energy system including the pre-feasibility 
analysis, optimum sizing, modeling, control aspects and reliability issues, a 
comprehensive review are being presented [1,6]. 
Differential search algorithm (DSA) is being stated as a recent literature 
described application of state-of-the-art evolutionary algorithm (EA) where a 
few standard objectives in OPF are being optimized for IEEE bus systems 
with thermal generators [8]. Standard group search optimization algorithm is 
being reported as improved with adaptive group search optimization (AGSO) 
to perform similar study on OPF [9]. As reported by Chiab AE et al (2016), it 
is being performed OPF calculation with more complex objectives of multi-
fuel options and considers valve-point effect in thermal generators in 
applying backtracking search optimization algorithm (BSA) [10]. As reported 
by Bouchekara HREH et al (2016), improved colliding bodies optimization 
(ICBO) algorithm is being used where number of colliding bodies are 
increased in each iteration to enhance performance of the algorithm when 
applied to the problem of OPF [11]. As reported by Mohammed AAA (2017), 
moth swarm algorithm (MSA) on numerous objectives of OPF for various bus 
systems is being applied effectiveness of the algorithm in terms of fast 
execution time and quick convergence [12]. Independent System Operator 
(ISO) is being reported as to bear the penalty cost as surplus power goes 
wasted if not utilized. On contrary, overestimation is the scenario when the 
generated power is being reported as less than the scheduled power. To 
mitigate power demand, ISO is being needed to keep spinning reserve which 
adds up to the operating cost of the system. Success history based parameter 
adaptation technique of differential evolution (SHADE) is being employed for 
the optimization problem. SHADE is being combined with an effective 
constraint handling technique called superiority of feasible solutions (SF) [8]. 
In economic and societal wellbeing, electricity has been reported a crucial role. In 
the form of electricity, the global energy consumption was 18% in 2013. In 
addition, electricity power generation and transmission has been contributed to 
climate change through greenhouse gas emissions. With generation of electricity, 
a quarter of global emissions are being associated. From electricity generation, 
there are being reported various national and international targets for reducing 
greenhouse gas (GHG) emissions. The power sector has been considered a crucial 
role, as it is responsible for 31.8% of the global GHG emissions. The considered 
objectives are being included economic as well as environmental measures. They 
have been reported the particle swarm optimization PSO algorithm to be very 
efficient in finding the Pareto optimal solutions, establishing the trade-off between 
the competing objectives [13-15]. It is being expected to require the transition to a 
low-carbon energy system the electricity sector to integrate large amounts of 
variable renewable energy sources (VRES) [17]. To bridge this gap, numerous 
methodologies have recently been developed [18-21]. A review of prominent 
methodologies is being developed in this paper to better capture the economic and 
technical challenges related to the integration of VRES in two families of long-
term planning models, namely long-term energy system optimization models 
(ESOMs) and Integrated Assessment Models (IAMs), which focus on global long-
term scenarios. The users of long-term planning models are being allowed this 
analysis to select a methodology (or combination of methodologies) to suit their 
needs. Additionally, the analysis is being exposed the needs for further research 
[16].  
 
2. Optimal Scheduling 
 
As reported in a comparison between the deterministic and stochastic scenarios, it 
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is being suggested that the economic performance of the stochastic (i.e., more 
realistic) model is superior to the average deterministic scenario [13]. The 
simulation results for various IEEE 30 and 300 bus test systems etc. with Genetic 
Algorithm (GA) and Two-Point Estimate Method (2PEM) are being reported 
which test the effectiveness of optimal scheduling strategy. Results for sample 
systems with GA and two-point estimate based optimal power flow, and GA and 
Monte Carlo Simulation (MCS) can be obtained to ascertain the effectiveness of 
method. The interior Point method is being compared also with some of the 
results [1].  
The objective function is formulated as, 
Minimize 
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where NG: number of thermal generators, NW: number of wind generators, 
and NS: number of solar PV generators  
The first term is the fuel cost of conventional thermal generators, and it is 
expressed as, 
CGi(PGi) = ai + bi PGi + ci P2Gi        (2) 
PGi: scheduled power output from ith conventional thermal generator in MWs, 
CGi(PGi): fuel cost function of conventional thermal generators, and ai, bi, and 
ci fuel cost coefficients of ith conventional thermal generating unit.  
A linear cost function is used for the scheduled wind power and it is 
expressed as, 
CWj(PWj) = dj PWj          (3) 
PWj: scheduled wind power generation from jth wind farm in MWs, CWj(PWj): 
cost function of wind energy generator, and dj: direct cost coefficient of jth 
wind farm/generator.  
A linear cost function is being expressed as the use for the scheduled solar PV 
power, and it is, 
CSk(PSk) = tk PSk          (4) 
where PSk: power output from kth solar PV plant (MW), and tk: direct cost 
coefficient of kth solar PV plant.  
A quadratic real time adjustment cost function is used to calculate the mean 
adjustment cost (MAC), and is given by 
CRTi (PDev;i)  = CRTi (│PDA - PRT│)  

         = xi + yi PDev;i +zi PDev;i2     (5) 
where PDev,i: deviation power from ith conventional thermal generator, and 
xi, yi and zi the cost coefficients of ith conventional thermal generator in real-
time. 
 
2.1 Equality and inequality constraints 
The equality and inequality constraints are presented here. 
a) Nodal power balance constraints 
The sum of power generated by conventional thermal generators, wind farms 
and solar PV modules is equal to the sum of the total demand and losses in 
the system. 
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PDi and QDi are the load active and reactive power, respectively. Yij = Gij + j 
Bij: ijth entry of the nodal admittance matrix. Gij and Bij: transfer conductance 
and susceptance between bus i and bus j, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 1. Flowchart of solution procedure for optimal scheduling with RERs and storage [1]. 

 
b) Generator constraints  
The minimum, maximum limits and generator rate constraints (GRC) of 
power is being restricted to the output power of each thermal generator, is 
restricted by their. 
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The power output of each wind generator is restricted by, 
0 ≤ Pwj ≤ Prj   j = 1, 2,............. NW       (9) 
where Prj is submitted as part of the wind producer energy offer. In DA 
scheduling, the wind power (Pwj) varies in the following range  
0 ≤ Pwj ≤ Pwf ;j        j = 1,2,................ NW        (10) 
where Pwf,j is the forecasted wind power from jth wind generator, which is 
obtained from the forecasted wind speed. 
The maximum penetration of solar PV to system is given by, 
│PSk │≤ Pmax Sk       k = 1, 2,..............NS        
 (11) 
where PS (MW) is the solar PV active power generation 
(unknown), and Pmax S (MW) is the available maximum active 
power generation (known) subject to solar irradiation and 
temperature.   
Generator voltage magnitudes (VG), generator reactive power (QG) are 
restricted by their lower and upper limits, and they are represented by 
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These constraints include the limits on load bus voltage magnitudes (VDi), 
line flow limits (Sij) and transformer tap (TTt) constraints. 
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where Nl: number of load demands, Sij: MVA (mega-volt ampere) flow, Smax 
ij: maximum thermal limit of line between bus i and bus j. TTt: transformer 
tap settings, and NT: number of transformer taps 
2.2 Real time optimal power flow (RT-OPF) model 
Probabilistic RT-OPF is being used to calculate the mean adjustment cost 
(MAC), and the two-point estimate OPF is used to solve this RTOPF problem. 
This two-point estimate method (2PEM) uses deterministic OPF. The 
deterministic and probabilistic RT-OPF models are formulated next: 
2.2.1 Deterministic RT-OPF model 
In this model, the objective is to minimize the deterministic mean adjustment 
cost (MAC), and is formulated as, 
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Subjected to equality and inequality constraints. 
2.2.2 Probabilistic RT-OPF model 
In this model, the objective is to minimize the MAC due to uncertainty in 
wind generation, solar PV power and load demand forecasts. For 
probabilistic RT-OPF, the uncertain random variable is due to uncertainties 
in wind generation, solar PV power and load demand at real time. Hence,  
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where
P
RT

Gi

 is a random variable. Subjected to equality and inequality 
constraints. This problem is being solved using two-point estimate OPF. In 
real time (RT), if the scheduled wind power (PWj) varies in ±x %, then 
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Therefore, in real time optimal power flow (RT-OPF), 
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and the similar expressions are valid for solar PV power generation also.  
2.3 Wind energy system 
Weibull Probability Density Function (PDF) is being used for the wind speed 
and then, transformed to the corresponding wind power distribution for use 
in proposed optimal scheduling model.  
For a given wind speed input, the wind power output is expressed as, 
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where p is power output of wind energy generator in MWs, v is the wind 
speed (in m/sec), and vi, vo, vr are the cut-in, cut-out and rated wind speeds, 
respectively. 
2.3.1 Uncertainty modeling of wind energy system 

(22) 
for v < v1 and 
v > vo 
for v1 ≤ v ≤  vr 
for vr ≤ v ≤ vo  
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The wind speed is modeled by using Weibull Probability Density Function 
(PDF), and is expressed as, 
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For the Weibull PDF, the corresponding Cumulative Distribution Function 
(CDF) is expressed as, 
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If it is assumed that the wind speed has a given distribution, such as the 
Weibull, it is then necessary to convert that distribution to a wind power 
distribution. For a linear transformation, in general, such as that described as 
below 
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The wind generation output in the continuous range (vi ≤ v ≤ vr) is given by, 
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According to the theory for function of random variables, Eq. (26) will take 
the form, 
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where h = (vr/vi)-1 is an intermediary parameter. The wind power output in 
discrete range can also be considered. The sum of the probability of discrete 
and continuous function should be 1. 
2.3.4 Solar energy system 
In the presence of battery storage, the power output of solar PV cell (PPV) and 
the power output of solar energy system (PS) are being different. The power 
balance in solar energy system is represented as, 
PS = PPV (G) + PB - PU        (29) 
It is assumed that there is being no spillage power (PU(MW)) from PV. The 
effect of spillage power of the aggregated battery is also governed. The solar 
PV power output can be controlled by the power tracking  control scheme or 
to be charged into the batteries. Hence, the maximum penetration of solar PV 
to system is  

PSSP
max

          (30) 

It is assumed that the battery voltage remains constant during the scheduling 
period. The maximum charge and discharge capacity of battery is being 
represented by Eq. (31). However, this limit depends on the rating of the 
battery. PB is the power charge/discharge to/from battery (MW). PB is 
positive for discharging and negative for charging. 

BBB PPP           (31) 
where PB is the aggregated discharging power limit (positive) for all batteries 
(MW), and PB is the aggregated charging power limit (negative) of all 
batteries (MW). The effect of spillage power of the aggregated battery is 

(24) 

(27) 
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being ignored. 
If Cinit and C are aggregated battery state of charge of all batteries (kAh) at the 
beginning and the end of the scheduling period (say 1 h). The contribution of 
solar PV module to the grid during interval 't'(1h) is 

t

VCC
GPP

B

Binit
PVS



−
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)(         (32) 

where VB: battery voltage, B: efficiency during the charging period (75%), 
and PPV(.): solar irradiation to energy conversion function of the solar PV 
generator or power output from solar PV cell, and is given by  
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Solar PV cell temperature is ignored.  
where, G: Solar irradiation forecast (W/m2), Gstd: In the standard 
environment, the solar irradiation is set as 1000 W/m2, Rc: A certain 
irradiation point set as 150 W/m2, Psr : Rated equivalent power output of the 
solar PV generator, and PB: Power charge/discharge to/from the battery 
 
2.3.4.1 Uncertainty modeling of solar PV system 
The power output of solar PV generator mainly depends on irradiance. The 
distribution of hourly irradiance at a particular location usually follows a bi-
modal distribution, which can be considered as a linear combination of two 
uni-modal distributions. The uni-modal distribution functions can be 
modeled by Weibull, Beta and Log-normal PDFs. The Weibull probability 
distribution function is expressed as, 
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where  is weight parameter in the range between 0 and 1 (0 <  < 1). k1, k2 
and c1, c2 are the shape and scale factors, respectively. 
2.3.4.2 Normal distribution for load demand uncertainty 
The future system load demand is uncertain at any given period of time. 
Normally used two probability density functions (PDFs) for modeling load 
demand uncertainty are Normal and Uniform PDFs. The PDF of normal 
distribution for uncertain load ‘l’ is given by 
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where L and L are the mean and standard deviation of the uncertain load, 
respectively. 
2.4 Optimal Power Flow 
Optimal power flow problem is being formulated with all relevant system 
parameters including generator outputs and solved subsequently to obtain the 
optimal settings. Weibull and lognormal probability distribution functions are 
being used for forecasting wind and solar photovoltaic power output respectively.  
The objective function is being considered reserve cost for overestimation and 
penalty cost for underestimation of intermittent renewable sources. Emission 
factor is also included in objectives. Success history based adaptation technique of 
differential evolution algorithm can also be adopted for the optimization problem. 
The algorithm thus combined and constructed can give optimum results satisfying 
all network constraints. 
 

(35) 

(34) 
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Fig. 2. Flowchart for implementation of SHADE-SF[7]. 

 
State-of-the-art evolutionary algorithm, SHADE, is being employed for the 
optimization. Flowchart is given in Fig. 2. The algorithm is combined with an 
effective constraint handling technique, SF. Therefore, the use of proper constraint 
handling method in constrained optimization problems is being must. Besides, due 
to fast convergence of SHADE-SF algorithm to global optima, it can be applied 
successfully to other multimodal, highly non-linear, constrained optimization 
problems [7]. 
2.5 Comparison of modeling methodologies 
An overview of the different methodologies and their respective advantages and 
disadvantages is being presented in Table 1. Indirect soft linking approaches is 
being required the construction of new dedicated sectoral models and more 
challengingly handling the interface between the two models in order to arrive at 
consistent results. The direct integration methodologies for ESOMs that improve 
the technical representation directly increase the optimality of solution [16]. 
 
3. Result and discussions 
 
It is being proposed solution approach to optimal power flow (OPF) problem 
with stochastic wind and solar power in the network. Uncertainties of 
intermittent renewable sources are being modelled with different probability 
density functions. Integration method of all the sources is being discussed in 
detail. Generation cost incorporating all sources is being optimized and 
variation of generation cost with change in cost coefficients of uncertain 
sources is being studied. State-of-the-art evolutionary algorithm, SHADE, is 
being employed for the optimization. The algorithm is being combined with 
an effective constraint handling technique, SF. Violating physical or security 
constraints of network components may be compromised system safety, lead 
to excessive losses, malfunction and often failure of the component. So, 
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operating the network within defined limits is being pre-requisited for secure 
and correct operation. In ESOMs and IAMs, the aim of this paper was to review 
the current state of play with regards to how integration challenges of VRES. In 
future, a key motivator in this was to aid future research by presenting and 
contrasting these methodologies so that, energy system modellers can select and 
apply methodologies best suited to their situation. Failure to sufficiently capture 
the integration challenges of VRES leads to unrealistic assessment of the 
difficulties associated with achieving a low carbon energy system and thus leading 
to sub-optimal energy system planning. 
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Table 1: Tabular comparison of modelling methodologies [16]. 
Methodology  Strengths Limitations and challenges 
Soft-link to an 
operational 
power 
system model 

Uni-directional soft-link • Accurate assessment of 
operational costs, fuel consumption 
and greenhouse gas emissions 
• High level of temporal and technical 
detail allows assessment of power 
system reliability. 
• Good robustness check of energy 
system model Results 

• Need for a UCED model in addition to 
the ESOM/IAM 
• Does not increase the optimality of the 
solution: 
• Can possibly overestimate integration 
costs of VRES, because the ESOM  
investments are not adjusted to account for 
the UCED challenges 

Bi-directional soft-link • Allows for increased optimality of the 
solution 
• Iterative procedure has a lower 
computational cost than a single 
integrated ESOM/IAM with the same 
level of detail 
• Accurate assessment of costs, fuel 
consumption and greenhouse gas 
emissions 
• High level of temporal and technical 
detail allowsassessment of power 
system reliability. 
• Good robustness check of energy 
system model Results 

• Need for a UCED model in addition to 
the ESOM/IAM 
• Feedback to ESOM/IAM highly 
dependent on modeller skill and 
judgement 
• Optimality and convergence of the  
solution cannot be guaranteed 

Direct 
integration 
methodologies 
for 
ESOMs 

Semi-dynamic balancing 
using typical days with 
increased resolution 

• Allows for increased optimality of the 
solution 
• Ease of implementation 
• Retains chronology which allows the 
capture of the benefits associated with 
within-day storage systems and other 
types of flexibility 

• Averaging of VRES generation data of 
different days leads to smoothing of VRES 
output. 

• Reliable operation of the modelled power 
system in the short term (hourly) is difficult 
to assess 

• Endogenous determination of the value of 
flexibility requires to include additional 
constraints, which further increase 

computational cost 
• Computational complexity increases with 

an increasing number of time-slices 
 Integral balancing based 

on approximating the 
joint probability 
distribution of the load 
and VRES generation 

• Allows for increased optimality of the 
solution 
• The variability of the load and VRES 
generation can be captured relatively 
well using a limited number of time-
slices 
• The correlation between different time 
series is accounted for. This way, the 
RLDC will be approximated well for 
varying shares of VRES. 
• Ease of implementation 

• Chronology is lost making it impossible to 
assess the need for flexibility and the value 
of flexibility options 

• Reliable operation of the modelled power 
system in the short term (hourly) is difficult 
to assess 

 Semi-dynamic balancing 
using representative 
historical periods 

• Allows the strong increase of the 
optimality of the solution 
• The variability of the load and VRES 
generation can be captured well using a 
limited number of time-slices 
• The correlation between different time 
series can be accounted for. This way, 
the RLDC will be approximated well 
for varying shares of VRES. 
• Retains chronology which allows an 
endogenous determination of the value 
of flexibility options such as within-day 
storage. 

• Reliable operation of the modelled power 
system in the short term (hourly) is difficult 
to assess 

• Good selection of representative historical 
periods requires implementation of a 
specific selection algorithm/model 

• Difficult to capture the impact of medium-
term variations (e.g., periods of two weeks 
with almost no wind) 

• Endogenous determination of the value of 
flexibility requires to include additional 
constraints, which further increase 
computational cost 

 Using stochastic 
programming as a 
means to address 
modelling 
uncertainties 

• The requirement for back-up capacity 
is endogenous removing the need for a 
commonly used peak constraint. 
• Hedges against not having enough 
flexibility generation capacity in the 
power system. 
• Detailed quantification of uncertainty 
• Can be combined with methodologies 
that increase intra-annual time  
resolution 
• Can incorporate several historical RES 
profiles 
• Measures the costs of disregarding 
uncertainty 
• Measures the cost of eliminating 
uncertainty (and hence provides insights 
about the order of magnitude of 
supports required in investments in 
back-up capacity and storage options) 

• Strongly increases computational 
complexity 

• Stochastic modelling requires a 
representation of the uncertain parameters 
that are specific to the model used 

• Requires advanced scenario tree generation 
techniques and reduction algorithms 

• Requires a solid understanding of 
probability concepts and sampling 
techniques 

• Can impose difficulties in interpreting the 
results Obtained 
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 Stylized integration of 
operational 
Constraints 

• Allows for increased optimality of the 
solution 
• Ease of implementation 
• Allows to mimic the impact of 
different constraints with only a minor 
increase in computational complexity 

• Requires calibration using more detailed 
models 

• General validity cannot be guaranteed 

 Modelling ancillary 
services markets 
in long-term energy 
system models 

• Allows to increase the optimality of 
the solution 
• Captures the most influential technical 
constraint 
• Can be combined with a low level of 
temporal Detail 

• Uncertainties related to endogenous sizing 
the need for operating reserves over long 
time horizons 

• Requires using additional variables and 
constraints which increase computational 
complexity 

Direct 
integration 
methodologies 
for 
IAMs 

Parametrization of 
residual load duration 
curves 

• Allows for increased optimality of the 
solution 
• The correlation between different time 
series is fully accounted for. This way, 
the RLDC will be approximated well 
for varying shares of VRES 
• Only a requires a limited increase in 
computational complexity compared to 
a timeslice Approach 

• Chronology is lost, making it impossible to 
directly assess the need for flexibility and 
the value of flexibility options 

• Parametrization of the impact of short-term 
storage requires pre-processing of the 
RLDC using a more detailed model 

• The spatial aspect of VRE integration 
(effect of transmission grid on pooling 
variability) cannot be endogenously 
calculated, but rather needs to be included 
in the RLDC data ex-ante. 

• Reliable operation of the modelled power 
system in short-term (hourly) is difficult to 
assess 

 
 
4. Conclusions 
 
Due to fast convergence of SHADE-SF algorithm to global optima, it can be 
applied successfully to other multimodal, highly non-linear, constrained 
optimization problems. For future work on OPF front, the authors are being 
proposed possible integration of small hydro-generators with variable river 
flow, storage in the form of batteries or pumped hydro in the network with 
large number of buses. Accurate model of doubly fed induction generators for 
wind turbines, FACTS devices can also be incorporated for detailed study. 
The comparison between the deterministic and stochastic scenarios have 
been suggested that the economic performance of the stochastic (i.e., more 
realistic) model is superior to the average deterministic scenario. Indirect soft 
linking approaches require the construction of new dedicated sectoral models and 
– more challengingly – handling the interface between the two models in order to 
arrive at consistent results. 
 
References: 
 
[1] Reddy, S. Surender, (2017). Optimal scheduling of thermal-wind-solar 

power system with storage. Renewable Energy 101 1357-1368. 
[2]  Carpentier, J., (1979). Optimal power flows. Int. J. Elect. Power Energy 

Syst. 1 (1) (Apr. 1979) 3-15. 
[3]  Momoh, J.A. et al, (1997). Challenges to optimal power flow. IEEE Trans. 

Power Syst. 12 (1) (Feb. 1997) 444-447. 
[4]  Gayme, D. and Topcu, U., (2013). Optimal power flow with large-scale 

storage integration. IEEE Trans. Power Syst. 28 (2) (May 2013) 709-717. 
[5]  Yang, G., Zhou, M., Lin, B., Du, W., (2013). Optimal scheduling the 

wind-solar-storage hybrid generation system considering wind-solar 
correlation, IEEE PES Asia-Pacific Power and Energy Engineering 
Conference (APPEEC), pp. 1-6. 

[6]  Khare. V., Nema, S., Baredar, P., (2016). Solar wind hybrid renewable 
energy system: a review. Renew. Sustain. Energy Rev. 58 (May 2016) 23-
33. 



Vol 26, No. 8;Aug 2019

28 office@multidisciplinarywulfenia.org

[7]  Biswas, Partha P., Suganthan, P.N.  and Amaratunga, Gehan A.J. (2017). 
Optimal power flow solutions incorporating stochastic wind and solar 
power. Energy Conversion and Management 148  1194–1207. 

[8]  Kadir, Abaci and Volkan, Yamacli, (2016). Differential search algorithm 
for solving multiobjective optimal power flow problem. Int J Electr Power 
Energy Syst;79:1–10. 

[9] Narges, Daryani, Tarafdar, Hagh Mehrdad, Saeed, Teimourzadeh, (2016). 
Adaptive group search optimization algorithm for multi-objective optimal 
power flow problem. Applied Soft Comput;38:1012–24. 

[10] Chaib AE, Bouchekara HREH, Mehasni R, Abido MA. (2016). Optimal 
power flow with emission and non-smooth cost functions using 
backtracking search optimization algorithm. Int J Electr Power Energy 
Syst;81:64–77. 

[11] Bouchekara HREH, Chaib AE, Abido MA, El-Sehiemy RA. (2016). 
Optimal power flow using an improved colliding bodies optimization 
algorithm. Appl Soft Comput;42:119–31. 

[12] Mohamed AAA, Mohamed YS, El-Gaafary AA, Hemeida AM. (2017). 
Optimal power flow using moth swarm algorithm. Electric Power Sys 
Res;142:190–206. 

[13] Mahdi Sharifzadeh, Helena Lubiano-Walochik and Nilay Shah, (2017). 
Integrated renewable electricity generation considering uncertainties: The 
UK roadmap to 50% power generation from wind and solar energies. 
Renewable and Sustainable Energy Reviews 72  385–398. 

[14] Kornelakis A, Koutroulis E. Methodol Des (2009). Optim Econ Anal grid-
Connect Photovolt Syst IET. Renew Power Gen;3:476–92. 

[15] Kornelakis A., (2010). Multiobjective Particle Swarm Optimization for the 
optimal design of photovoltaic grid-connected systems. Sol 
Energy;84:2022–33. 

[16] Collins, Seán et al, (2017). Integrating short term variations of the power 
system into integrated energy system models: A methodological review. 
Renewable and Sustainable Energy Reviews 76 839–856. 

[17] Luderer G, Krey V, Calvin K, Merrick J, Mima S, Pietzcker R, et al. 
(2014), The role of renewable energy in climate stabilization: results from 
the EMF27 scenarios. Clim Change;123:427–41. 

[18] Poncelet K, Delarue E, Six D, Duerinck J, D’haeseleer W., (2016). Impact 
of the level of temporal and operational detail in energy-system planning 
models. Appl Energy;162:631–43. 

[19] Pietzcker RC, Ueckerdt F, Carrara S, de Boer HS, Després J, Fujimori S, 
Johnson N, Kitous A, Scholz Y, Sullivan P, Luderer G, (2016). System 
integration of wind and solar power in integrated assessment models: a 
cross-model evaluation of new approaches", Energy Econ, n.d., 
doi:http://dx.doi.org/10.1016/j.eneco.2016.11. 018. 

[20] Pfenninger S, Hawkes A, Keirstead J. (2014). Energy systems modeling 
for twenty-first century energy challenges. Renew Sustain Energy 
Rev;33:74–86. 

[21] Hidalgo Gonzalez I, RUIZ CASTELLO P, SGOBBI A, NIJS W, Quoilin 
S, ZUCKER A, et al. (2015). Addressing flexibility in energy system 
models. European Commission Joint Research Centre Institute for Energy 
and Transport; 2015, retrieved from 
〈HTTPS://SETIS.EC.EUROPA.EU/SITES/DEFAULT/FILES/REPORTS/
ADDRESSING-FLEXIBILITY-IN-ENERGY-SYSTEM-MODELS.PDF〉. 











S.R. Verma And Anuj Srivastava / International Journal of Engineering Research and 
Applications (IJERA)          ISSN: 2248-9622     www.ijera.com 

Vol. 3, Issue 4, Jul 2013, pp. 428-432 

428 | P a g e  

Effect Of Magnetic Field On Steady Blood Flow Through An Inclined 
Circular Tube 

 

S.R. Verma And Anuj Srivastava 
Department of Mathematics 

D.A-V.(P.G.) College, Kanpur(U.P.),India 
 

ABSTRACT 
The present paper is devoted to study 

the flow of an incompressible viscous, electrically 
conducting fluid (blood) in a rigid inclined 
circular tube in the presence of  transverse 
magnetic field. The blood is considered to be 
Newtonian fluid. The analytical expression for 
velocity profile and flow rate are obtained. The 
velocity profile and flow rate for various values 
of Hartmann number and inclination angle have 
been shown graphically. The bluntness appears 
in velocity profile and this bluntness decrease by 
increasing magnetic field. 
 
Keywords : Incompressible fluid, transverse 
magnetic field, Hartmann number. 
 

I. INTRODUCTION 
The study of the rheological properties of 

blood can allow a better understanding of blood 
circulation. This depends on numerous factors such 
as the driving force of the heart, the shape, as well 
as mechanical and physiological behaviour of the 
vascular walls. The experimental and theoretical 
studies of blood flow phenomena are very useful for 
the diagnosis of a number of cardiovascular diseases 
and development of pathological patterns in human 
physiology and for other practical applications. 

The study of magneto hydrodynamic flow 
problems through a tube has found an applications 
in many fields like MHD power generation, blood 
flow measurements, etc. The application of MHD 
principles in medicine and biology is of interest in 
the literature of bio-mathematics (Vardanyan [1], 
Sud et. al. [2], [3]). Blood can be regarded as a 
magnetic fluid appeared in which red blood cells, 
magnetic in nature due to iron oxide in it. The 
movement of blood in an externally applied 
magnetic field is governed by magneto 
hydrodynamic principles. By Lenz's law, the 
Lorentz's force will oppose the motion of 
conducting fluid.The MHD principles may be used 
to deaccelerate  the flow of blood in a human 
arterial system and therefore it is useful in the 
treatment of certain cardiovascular disorders 
(Korchevskii and Marochunik [4]) and in the 
diseases with accelerated blood circulation like 
haemorrhages and hypertension etc. 

Magnetic field interactions with blood flow 
have been studied by many workers. The idea of  

 
 

electromagnetic fields in medical research was 
firstly given by Kolin [5] and later Korchevskii and 
Marochunik [4] discussed the possibility of 
regulating the movement of blood in human system 
by applying magnetic field. Vardanyan [6] studied 
the effect of magnetic field on blood flow 
theoretically and obtained steady solutions for 
velocity profile and flow rate by neglecting the 
induced fields.  

A large number of theoretical and 
experimental attempts have been made in the 
literature to explain the blood flow behavior when it 
flows through the vessels of circulatory system of 
living beings. Many investigators have used single-
phase homogeneous Newtonian viscous fluid 
(Womersley [7], McDonald [8], Whitmore [9], 
Copley and Stainsby [10], Attinger [11], Fung [12], 
Lew and Fung [13].) 

Various mathematical models have been 
investigated by several workers to examine the 
behaviour of blood flow under the influence of 
magnetic fields (Chaturani and Bhartiya [14],Tiwari 
[15], Abdel Wahab M. and Salem S.I. [16], Sanyal 
et al [17], Verma, S.R. ([18],[19],[20]), Verma and 
Srivastava [21].) Chaturani and Bhartiya [14] 
studied two layered magneto hydrodynanic flow 
through parallel plates with applications to blood 
flow and noticed that magnetic field help in 
reducing the cell injury and the dialysis time. Sanyal 
et. al. [17] investigated the characteristics of blood 
flow in a rigid inclined circular tube with periodic 
body acceleration under the influence of a uniform 
magnetic field and point out that flow velocity 
deviates with various parameters and this deviation 
of flow velocity can be regulated by a proper use of 
magnetic field. Chaturani and Upadhya [22] studied 
the gravity flow of fluid with couple stress along an 
inclined plane with application to blood flow. Many 
researchers (Rathod and Thippeswamy [23], Leonid 
et. al.[24], Chen and Tzuoo [25], Astarita et. al. 
[26],  Verma, S.R. [27]) investigated the nature of 
blood flow in a inclined vessel or surface.                            

In the present paper, it is proposed to 
develop a mathematical model to study the 
characteristics of steady flow of blood through an 
inclined circular tube in the presence of transverse 
magnetic field. In the analysis we consider blood as 
a Newtonian fluid. The analytical expression of 
blood flow velocity and flow rate are obtained. The 
effect of magnetic field, inclination angle on blood 
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flow, flow rate of blood has been discussed. 
 

II. MATHEMATICAL FORMULATION 
AND ANALYSIS      

Let us consider a one-dimensional laminar 
steady blood flow through a uniform straight and 
inclined rigid circular tube in the presence of 
transverse magnetic field. The equations governing 
the flow in cylindrical polar coordinates as - 
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Here u is the axial velocity, 
 

is the 

density of blood,  is the coefficient of viscosity of 
blood, g is the acceleration due to gravity,   is 

inclination angle, 
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is pressure gradient, Bo is the 

transverse component of magnetic field and  is the 
electrical conductivity of the medium. 

The boundary conditions are  

u= 0  at 0Rr 
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where Ro is the radius of tube.    
Let us introduce the following 

transformation   
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Then the governing equation (3) becomes 
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Where  



00 RBM  is the Hartmann 

number. 
The corresponding boundary conditions (4) and (5) 
takes the form 

u = 0  at  y = 1            (8) 
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u
 at y = 0                                    (9) 

The expression for velocity u obtained as 
the solution of equation (7) under the boundary 

conditions (8) and (9) is given as 
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where 22 M and Jo is the Bessel's function of 
zero order. 
Volume flow rate Q is given by  

drruQ
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Using equation (10) in (11), the expression for flow 
rate is 
 obtained as 
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Where 1J  is the Bessel’s function of first order. 

 
III. RESULTS AND DISCUSSION 

The theoretical results such as velocity 
profile, flow rate for the effect of magnetic field on 
steady laminar flow of blood through a rigid 
inclined circular tube are obtained in this analysis. 
Numerical solutions of velocity profile and flow rate 
are shown through tables and graphs for different 
value of y, Hartmann number M and inclination 

angle . 

Velocity profile and flow rate equations 
(10) and (12) can be written as after neglecting 
higher order terms of small quantities as 
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For the purpose of computation of 

numerical results, we have made use of the 
following values : 
Ro = 100 x 104 cm, g = 980 cm/sec2,        

  = 1.06 gm/cm3,
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The variation of velocity profile with y for 
different value of M is shown in Fig.1. From the 

figure it is clear that the velocity for 030   
maximum velocity occurs for M = 0.0 and then 
gradually decreases as Hartmann number M 
increases. It is also clear that the bluntness appears 
in velocity profile and this bluntness decreases by 
increasing magnetic field.   

Fig.2 shows that variation of velocity 
profile with M for different value of y and 

030 , the velocity profile decreases as M 
increases and figure shows that velocity is 
maximum at the axis and decreases as y increases. 
The bluntness is same as Fig.1. 

For fixed y = 0.6, the variation of velocity 
with M and   are given through Table-1. From 
table it is clear that velocity increases as inclination 
angle   increases but very slowly for fixed M. 
Velocity profile decreases as M increases for any 
fixed  . 

Table-2 shows the variation of velocity 
with   and y for fixed Hartmann number M = 1.0. 
From numerical values, we can see that  velocity 
increases as   increases by decreases as y increases 
and back flow exist near the wall. There is no 
backflow when M = 0. 
In the absence of Magnetic field M = 0.0, the 
variation of velocity with   and y is computed and 
given through Table-3. From that we see that 
velocity decreases with y and become zero at the 
wall and increases as inclination angle   increases. 
There in no back flow at the wall in this case. 

The variation of flow rate with inclination 
angle   and Hartmann number M is given through 
Table-4. Flow rate increases with   for any fixed 
M but decreases with increasing M. Therefore by 
using an external magnetic field, a remarkable thing 
is that we can regulate the blood flow and treatment 
some of diseases such as bleeding and clotting. 

From above discussion it may be noticed 
that the transverse magnetic field effects largely on 
the axial flow velocity of blood and by taking 
appropriate value of M, we may regulate the axial 
flow velocity. By applying proper magnetic field 
attached with those instruments we can regulate the 
blood flow and enhance patient’s activities. 
Movement of hemoglobin in blood vessels is 
accelerated while calcium and cholesterol deposits 
in blood are decreased. Even the other unwanted 
materials adhered to the inner side of blood vessels, 
which provoke high blood pressure, are decreased 
and made to vanish. The blood is cleansed and 
circulation is increased. The activity of the heart 
increases and pains disappear.  
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Figure 1: Variation of u with y for different M at 
θ=30º 
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Table: 1 
Variation of u (cm/sec) with M and θ for y = 0.6 
    
θ 
  
M
 

00 150 300 450 600 

0.0 28.42 28.54 28.65 28.73 28.80 
0.5 27.213 27.321 27.42 27.51 27.57 

1.0 
23.020

7 
23.112

4 
23.197

9 
23.271

3 
23.327

6 

1.5 
14.141

0 
14.197

4 
14.249

9 
14.294

9 
14.329

5 

2.0 
-

2.1138 
-

2.1222 
-

2.1300 
-

2.1368 
-

2.1420 
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Table: 2 
Variation of u (cm/sec) with θ and y for M = 1.0 

    
θ 
  
y 

00 150 300 450 600 

0.0 36.023 36.167 36.300 36.415 36.503 
0.2 34.6022 34.7400 34.8684 34.9787 35.0634 
0.4 30.3036 30.4243 30.5367 30.6333 30.7074 
0.6 23.0207 23.1124 23.1979 23.2713 23.3276 
0.8 12.5228 12.5727 12.6192 12.6591 12.6898 
1.0 -1.4459 -1.4516 -1.4570 -1.4616 -1.4652 

 
Table: 3 
Variation of u (cm/sec) with θ and y for M = 0.0 
    
y
  
θ 
 

0.0 0.2 0.4 0.6 0.8 
1.
0 

00 
44.40

73 
42.63

10 
37.30

21 
28.42

07 
15.98

66 
0.
0 

15
0 

44.58
42 

42.80
08 

37.45
07 

28.53
39 

16.05
03 

0.
0 

30
0 

44.74
90 

42.95
90 

37.58
92 

28.63
94 

16.10
96 

0.
0 

45
0 

44.89
05 

43.09
49 

37.70
81 

28.72
99 

16.16
06 

0.
0 

60
0 

44.99
12 

43.19
92 

37.79
93 

28.79
95 

16.19
97 

0.
0 

 
Table: 4 
Variation of Q with θ and  M  
   
θ

  
M
 

00 150 300 450 600 

0.
0 

0.006
96 

0.006
99 

0.0070
2 

0.0070
44 

0.0070
62 

0.
5 

0.006
67 

0.006
70 

0.0067
3 

0.0067
5 

0.0067
7 

1.
0 

0.005
79 

0.005
82 

0.0058
4 

0.0058
6 

0.0058
8 

1.
5 

0.004
29 

0.004
31 

0.0043
3 

0.0043
4 

0.0043
5 

2.
0 

0.002
13 

0.002
14 

0.0021
48 

0.0021
54 

0.0021
6 
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Abstract: Medical images are ubiquitous images among all images around us. 
Due to the expansion in the use of medical images and growing resolution and 
size of medical images, medical image processing became the subclass of 
image processing and this field is continuously gaining the attention of 
researchers all around the world. There is a need to handle medical images for 
better diagnostic purposes and this gave rise to cope up with the techniques of 
image processing like data mining and machine learning together. Data mining 
and machine learning techniques gave rise to use the computer-based 
application in the diagnostic purpose for better, reliable and fast diagnosis of 
patient, detection of lesions, change detection and more important better 
therapy and diagnosis planning. In this paper various data mining and machine 
learning techniques are given which are used in the field of medical imaging. 

Keywords: medical imaging; machine learning; neural network; Bayesian 
classification; support vector machine; decision tree. 
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1 Introduction 

Information density for imaging studies has been greatly increased due to advancements 
in medical technology. This may result increased contrast resolution allowing evaluation 
of more subtle structures from previously possible, increased temporal image acquisition 
rate, increased spatial resolution facilitating greater anatomical detail. It is estimated that, 
Medical images will consists of one fourth of total amount of data stored electronically 
and this large data store widen the scope for data mining techniques. Data mining is 
carrying out interesting and hidden patterns stored in large data warehouse using the 
power of machine learning, statistics, artificial intelligence and DBMS techniques. 
Computer aided diagnosis (CAD) algorithms have ability to quantify bodily structures 
and various lesions, extract features automatically and create features that can be used for 
mining to discover new knowledge. CAD algorithms are also used for change detection, 
i.e., to automatically measure lesions inside the body, tumours from images at different 
time and point to determine whether lesions and tumour size has changed. These methods 
are also used for therapy monitoring and diagnosis. The proper use of data mining 
techniques can heighten the quality of diagnosis, prediction and disease classification. 
Data mining is one of the basic foundations of machine learning but it does not have 
capability to learn and apply knowledge on its own without human interaction. Data 
Mining is used as an information or knowledge source for Machine Learning and helps 
Machine learning to look at patterns and learn from them to adapt behaviour of patterns 
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to achieve better results for future incidents. With technological advancements in medical 
imaging such as tomosynthesis, positron emission tomography (PET), cone 
beam/multislice CT, electrical impudence tomography, diffuse optical tomography, 
digital radiography, computed radiography using film digitisers or storage phosphor 
imaging plates, diffusion-weighted magnetic resonance imaging, 3D ultrasound imaging, 
the demands for advance machine learning algorithms and applications in the medical 
imaging has increased. Tasks in medical imaging demand knowledge from patient data 
for prior knowledge to come out with the detection and diagnosis of abnormality in 
medical data. In Section 3 and 4, we described the role of data mining and machine 
learning in medical imaging and furthermore described the promising and effective 
techniques that are gaining much more attention before and now in this field to make 
medical and clinical task easy. 

2 Basic medical image processing system 

By the development of computing technologies, the essence of basics of image 
processing techniques in the field of computer assisted diagnosis is much more important 
to determine the understanding of physical nature, to understand the functional process of 
different parts of the human body for medical intervention and clinical analysis. Medical 
diagnosis based on digital images of human body helps to understand the nature of 
biological systems of human body. These images may be of organs or body parts. These 
Images, like any other information source, need to be analysed to better understand the 
disordered system to the internal and external level using radiology devices or modern 
observatory. In Figure 1, the medical image processing system is shown. Images are 
acquired using different modalities for different medical and clinical analysis and for 
diagnosis purposes. Mainly, medical images are of two varieties: projection images and 
slice images. Projection images show 3D human body projection on a 2D image and slice 
images show the measured value distribution in 2D slice. The main imaging techniques 
for digital images in medical are X-ray imaging (fluoroscopy, mammography, computed 
tomography), magnetic resonance imaging [MR angiography, blood oxygen level 
dependency (BOLD) imaging, perfusion imaging, diffusion imaging), ultrasound 
imaging, nuclear imaging (Scintigraphy, SPECT, PET), photography, electro 
encephalogram (EEG) and magneto encephalogram (MEG). Each of these techniques 
produces images that are used for further analysis. Information produced by each of these 
techniques is related to functional and physiological attributes; so, the selection is always 
intended to maintain this relationship. After acquisition of medical images, different 
techniques, mentioned in the Sections 5 and 6 are used to process these images for 
clinical and medical purposes. The step of processing is further subdivided into processes 
as in the figure. Preprocessing is one of the important steps in medical imaging due to 
inconsistent, incomplete and noisy data. MRI and CT images comprise ring, volume 
effect, staircase, equipment-based and patient specific artefacts. All of these are removed 
by preprocessing steps for further analysis. Widely used denoising approaches are Gabor 
filter, Adaptive median filter, morphological operations, Mean or average filter, Image 
normalisation, weighted median filter, Weiner filter and histogram equalisation 
(Jeyavathana et al., 2016). Segmentation is used to give greater knowledge than a medical 
image has. Dividing an image into regions with a few properties such as contrast, colour,  
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brightness, texture and grey level is called segmentation process. The input is digital 
image (grey scale) and the abnormalities are outputs in this process. Different methods 
are used for the segmentation of medical image regions are Pixel-based methods 
[thresholding (adaptive thresholding, OTSU’s thresholding)], edge-based detection 
methods (Gray histogram, gradient), region-based methods (region growing, region split 
and merge), model-based methods (deformable model, level set-based model),  
texture-based methods (statistical, structural), Artificial neural network-based methods, 
fuzzy theory-based methods and genetic algorithm-based methods (Song and Ying, 
2015). After this, abnormalities or lesions are detected using different advanced 
techniques and images are analysed for the treatment and diagnosis purpose. Image 
compression is one of the most important features in Medical Imaging. A hybrid Image 
compression technique is used for this purpose (Yadav et al., 2015) which can compress 
the images so that it can be easily transfer via some communication channel. 

Figure 1 Basic medical image processing system 

 

3 Data mining 

Data mining is a process of extracting patterns and useful information from large data set. 
It is also called knowledge discovery from databases (KDD process). Various techniques 
and algorithms like classification, clustering, association rules, regression, decision tress, 
genetic algorithm, nearest neighbour and neural network are used for different purposes 
in medical imaging. Pictures stored in picture-archiving and communication systems 
(PACS) or in other image databases give opportunities to learn about the temporal and 
specific features, such as lesions in images of the image objects and this gives the 
opportunity to use data mining that allow to discover the relevant knowledge from the 
database to analyse and diagnose images. Data mining helps to extract some additional 
knowledge of specific features of different classes and in the same way they are in the 
image. Data mining also used in the decision making and for other task that enables to 
create automatic image diagnose system that could be important in case of no knowledge 
for decision making (Perner, 2002). The high level features of an image can also be used 
to identify an infected medical image (Yadav and Kaushik, 2018). 
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4 Machine learning 

Machine learning is a branch of artificial intelligence and it enables to extract the 
meaningful patterns from examples, which is a factor of human intelligence. In the recent 
years, Machines has proved itself that they can learn and master tasks that were 
considered too complex for machines, showing that ML algorithms are useful 
components for decision support system and CAD. In some cases, ML algorithms enable 
computers to see the patterns that are out of human perception. A Rapid rise to adapt 
machine learning techniques to gain information from medical Images and in various 
radiological imaging tasks (such as detection, diagnosis, risk assessment, prognosis and 
therapy response, and in multi-omics disease discovery) has grown up with the 
advancements in both computers and imaging. Machine learning provides techniques, 
tools and methods that can help to solve various prognostic and diagnostic problems in 
various medical domains. Diagnostic parameters and their combinations are important for 
prognosis in analysis (for, e.g., extracting medical knowledge for the purpose of outcome 
research, therapy support and planning, predicting disease progression, and for patient 
management system) and for this purpose, ML is being used. ML is also promising in 
efficient and effective monitoring by intelligent alarming, to interpret uninterrupted data, 
data analysis such as regularities detection in the data. Medical image interpretation 
system based on computing applications consist of major applications area provides 
significant assistance in the field of medical diagnosis. Mostly, these systems are 
developed in consideration to emulate the expertise of doctor to identify the malignant 
regions in various minimally invasive imaging procedures (for, e.g., endoscopy, 
computed tomography, confocal microscopy, ultrasonography, MRI or computed 
radiography) (Magoulas and Prentza, 1999). Machine learning is providing an 
opportunity for the improvement in decision support in medical image interpretation 
(Giger, 2018). Machine learning algorithms-based CAD reduces interpretation times by 
helping physicians to interpret medical imaging findings. These algorithms performed 
well in some challenging tasks such as segmentation of pulmonary embolism with 
computed tomographic angiography, detection and diagnosis of breast cancer with 
mammography, segmentation of brain tumour with magnetic resonance imaging, and 
detect brain’s cognitive state with functional medical resonance imaging in diagnosis of 
neurological disease (Alzheimer disease) (Erickson et al., 2017). 

5 Classification 

Classification can play an important role in diagnosis purpose in medical image 
processing. Using both gray scale and colour medical images, there are many 
classifications created. Classification assigns an incident or physical objects into one of a 
set of predefined categories. Medical image databases containing images of different 
modalities used for image classification. Types of different classification techniques used 
in medical image processing are explained in this section. 
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5.1 Decision tree induction 

Decision tree methodology has been become popular in the area of medical research. 
Decision tree may use in the diagnosis of a medical condition from the symptoms pattern 
in which classes defined by the decision tree decide the type of diagnosis given to patient. 
Decision tree model are formed by selecting the most relevant input variables by decision 
tree methods and are used to formulate clinical hypothesis and inform subsequent 
research. After selecting the relevant variables, importance of variables is computed. 
Mostly, the importance of variable is calculated by the records it have. Decision tree 
analysis also plays an important role in handling missing values. Either missing values 
are classified as a separate category or variables are to be set for prediction and replace 
these missing values with the predicted values. It is usual to have many categories of one 
categorical variables or heavily skewed continuous data in medical research. In these 
conditions, decision tree models can help in deciding how ranges are formed by 
subdividing heavily skewed variables or how to form more manageable no. of categories 
by collapsing categorical variables. The decision tree, a powerful technique, is used for 
classification, interpretation, Prediction and data manipulation that involves various 
potential applications in the area of medical research. 

5.2 Bayesian classification 

Bayesian theorem is based on statistics and probability theory. The mathematical form of 
Bayesian theorem is 

( | ) ( | ) ( ) ( )P A B P B A P A P B  (1) 

where, P(A), prior probability, is initial degree of belief in A and, P(B), prior probability, 
is the initial degree of belief in B, P(A|B), the posterior, degree of belief in A, having 
accounted for B. 

Naïve Bayes Classifier appeals to physician because it requires little data for training 
in comparison to other classifiers. It is naturally robust to noisy and missing data. All the 
available information is used in the explanation of decision. This classifier is based on 
Bayes theorem. Attributes are independent, i.e., no dependency between all attributes. 
Karabatak (2015) proposed a simple weighted naïve Bayes classifier which detects the 
breast cancer. The accuracy of this proposed method is highest (98.54%) in comparison 
to C4.5 (94.74%), RIAC (94.99), LDA (96.80), SVM (97.20), NEFCLASS (95.60), 
neuro-rule, optimised LVQ (96.70), BIG-LVQ (96.80), SFC (95.57). Bayesian classifier 
is a very promising technique in medical image processing. Bayesian classifier takes  
7 min on an average for the segmentation of all types of tumour in comparison to fuzzy 
clustering. 

5.3 Neural network 

Neural network is a very promising technique in medical image processing. There are 
many types of neural network used in the different fields of medical image processing. 
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1 In the feed forward neural network, there are no cycles and loops exist. Information 
moves only in forward direction from the input nodes to the output nodes through 
hidden nodes (if any). It is widely used in $preprocessing, segmentation and 
recognition. 

2 A cellular neural network features a multi-dimensional array of neuron and local 
interconnections among the cells. Cellular neural network is widely used only for 
preprocessing (construction and restoration). 

3 Probabilistic neural network organises its operations into a multilayered feed forward 
network with four layers, i.e., input layer, hidden layer, pattern/summation layer 
output layer. It is often used in the segmentation and recognition. 

4 Fuzzy neural network is a multilayer feed forward neural network that uses learning 
algorithm inspired by neural network theory to determine its parameters by 
processing data samples. 

This neural network is used in preprocessing, segmentation and recognition. Other types 
of neural networks like Self organising feature neural network, convolution neural 
network, massive training neural network, neural ensemble and adaptive resonance 
theory neural network are used in one or more of the techniques (preprocessing, 
segmentation, registration, recognition) (Shi et al., 2009). 

5.4 Support vector machine 

The principle of structural risk minimisation is the basis of SVM learning. SVM performs 
well in case it applied to data outside the training set because it does not minimise an 
objective function based on training samples rather it attempts to minimise a bound on 
the generalisation error. It has been observed that in many applications, SVM-based 
approaches are able to outperform competing methods. Medical image processing plays 
an important role in the computer added diagnosis. In different diagnosis systems, SVM 
performed well in comparison to other classifiers and it has been using solely or with the 
combination of other techniques in the wellbeing of medical research. Zhou et al. (2006) 
proposed the one class SVM classifier technique based on query for image segmentation. 
This technique extracts the brain tumours from the clinical MR images. Selvaraj et al. 
(2007) proposed a classification technique which identifies the normal and abnormal 
brain slices from MRI data for identification of tumour. Chaplot et al. (2006) proposed a 
novel method by taking wavelets as input for neural network SOM and SVM for the 
classification of MR images of human brain as either normal or abnormal and it has 
shown that SVM performed well with the classification rate of 98% in comparison to 
neural network SOM with the classification rate of 94%. SVM also performs in the 
detection of objects from the medical images and it has been observed from different 
studies that SVM can perform well in object detection. Micro calcifications clusters are 
the early indicator of breast cancer in women and the early detection of MC clusters can 
prevent or help in diagnosis of breast cancer. El-Naqa et al. (2002) proposed a method 
which uses SVM in the detection of micro calcifications from mammograms. SVM is a 
promising technique in the different areas of medical image processing like classification, 
object detection, feature extraction. 
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5.5 Association rules 

Association rule is a process of data mining which finds correlations, frequent patterns or 
casual structures from data sets found in different kinds of databases such as transactional 
database, relational database and other information repositories. Many effective 
algorithms have been proposed, the most popular are FP tree growth and Apriori. Let, I = 
{i1, i2, …in}, called items, a set of n binary attributes and, D = {t1, t2, …, tn}, called 
database, a set of transactions Such that any transaction ti, where 1 ≤ i ≤ n, in D is a set of 
items in I. 

Association rules are widely used for feature selection, content-based image retrieval 
(CBIR) in medical domain, discover frequent patterns. Breast cancer is one of the main 
causes of deaths especially in the developing countries. Currently, there are no solutions 
to prevent breast cancer; the only solution is to detect it in the early phase. The most 
reliable method to detect cancer in the early phase is mammography. Digital 
mammograms are considered as the most difficult among medical images to be read due 
to differences in the tissues types and their low contrast. Antonie et al. (2002) proposed 
the classification system for digital mammograms with the accuracy of 80.33%. CAD 
systems and CBIR are widely used resources in medicine. CAD increases the accuracy of 
diagnosis and improves the consistency for interpretation of images with the use of 
second opinion (computer results). Ribeiro et al. (2009b) proposed the feature selection 
through association rules (FAR) method for continuous feature selection using the 
features of image and image categories to improve the CBIR system and also proposed 
the image diagnosis enhancement through association (IDEA) method to improve the 
CAD system to assist radiologist for diagnosis of medical images. Ribeiro et al. (2009a) 
proposed StARMiner algorithm that uses the statistical association rule to select the most 
relevant features of image in image dataset. In the discrimination of images, StARMiner 
performs well in comparison to relief-F and DTM algorithm. 

6 Clustering 

The process of identifying the objects of similar classes is called clustering. Clustering 
helps to identify sparse and dense regions in object space. It is an ‘unsupervised learning 
process’ that group together the samples of similar data, although, the classification 
criteria may differ from each other. It can discover correlations and overall distribution 
pattern among data attributes. Clustering techniques can be categorised because they are 
differing in various ways. These techniques are computationally complex and require 
dataset entries into the memory, that’s why these techniques do not find favour in the 
medical research field. Researchers have developed hundreds of clustering algorithms 
from a different scientific discipline. In this section, we’ll focus on the widely used 
clustering techniques in the medical imaging field. 

6.1 K-means clustering algorithm 

K-means algorithm, fall into the category of unsupervised methods, is a widely  
used technique because of its simplicity. It is suitable technique for the pixel-based 
medical image segmentation and the key issue in this algorithm is to select the feature  
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space. There are many improved versions of k-means clustering algorithms have been 
proposed for the better performance of the segmentation process for different  
purposes in computer-based medical diagnosis. Sulaiman and Isa (2010) proposed the 
adaptive-fuzzy-K-means clustering algorithm for image segmentation and conclude that 
this algorithm outperforms the moving k-means (MKM) and fuzzy c-means (FCM) 
algorithms in order to better segmented images. Numbers of modified k-means 
algorithms are proposed for the better segmentation purpose. Fuzzy k-means (FKM), 
fuzzy moving k-means (FMKM), adaptive moving k-means (AMKM) and fuzzy adaptive 
moving k-means (AFMKM) are the algorithms which are relatively accurate and fast in 
comparison to other segmentation methods. 

6.2 Fuzzy c-means clustering algorithms 

Fuzzy c-means algorithm is widely used in the application of medical image 
segmentation and it is more suitable for MR images because pixels are assigned to fuzzy 
clusters in this are without labels. The standard fuzzy c-means technique provides no 
filtering that’s why quality of Images remains poor. Many researchers proposed different 
modified fuzzy c-means algorithm for better segmentation process. Zhang and Chen 
(2004) proposed a robust clustering approach [kernelised fuzzy c-means (KFCM)] that is 
simple and computationally inexpensive for medical image segmentation applications. 
Szilagyi et al. (2003) proposed another approach to improve the speed of segmentation 
process of MR brain images; it is a useful tool for virtual brain endoscopy. 

6.3 Expectation maximisation (EM) algorithm 

This algorithm is widely used in reconstruction of medical images, especially in the 
tomography context like PET and single photon emission computed tomography 
(SPECT) for both purposes, to determine the maximum likelihood (ML) solution and as a 
framework by which algorithms can be developed and spawned. EM algorithm consists 
of two repetitive steps, i.e., expected distribution (E-step) and maximisation (Mstep). 
Probability distribution is created by an initial guess for model’s parameters and this 
probability distribution is pulled off to include the new data. These steps are repeated 
until stability is reached. EM algorithm borne the number of developments.  
space-alternating generalised expectation-maximisation (SAGE) algorithm, regularised 
EM algorithms (one-step-late algorithm, EMS algorithm, ICM-EM algorithm, and 
penalised SAGE algorithm) is the developments and advancements of EM algorithm 
(Kay, 1997). These algorithms are more commonly used for image reconstruction.  
De Pierro (1995) proposed a modified EM algorithm, which is a natural advancement of 
EM algorithm, to penalise likelihood estimation in tomography (emission tomography). 
Boudjelal et al. (2017) proposed a novel kernel-based regularisation technique, to 
reconstruct the image that is more robust and effective to remove background noise in 
comparison to standard MLEM. Approaches defined in Yan (2011), Teng et al. (2016) 
and Han and Xue (2015) are more efficient and robust algorithms for image 
reconstruction. 



   

 

   

   
 

   

   

 

   

    Role of data mining and machine learning techniques in medical imaging 349    
 

    
 
 

   

   
 

   

   

 

   

       
 

6.4 Hierarchical clustering 

Hierarchical clustering is a technique of cluster analysis which builds clusters hierarchy. 
The bottom-up approach is known as agglomerative clustering and Top down approach is 
known as divisive clustering. Michel et al. (2012) proposed a approach which uses 
hierarchical approach to infer brain states based on fMRI resulting in reduced technical 
difficulty to optimise the parcellation with respect to information spatial organisation 
within image. Hierarchical clustering is used solely or with the combination of other 
techniques for different purposes in medical applications. Pooshfam and Abdullah (2009) 
proposed a more accurate and effective method for brain image processing based on 
hierarchical clustering. This approach of brain mapping consists of four stages equating, 
registration, wrapping and rendering steps that promises physicians, researchers, and 
surgeon to work with more accuracy in brain. Segmentation based on hierarchical 
clustering is a generic unsupervised segmentation technique in which dissimilar regions 
in digital images are segmented. Selvan et al. (2017) described that how hierarchical 
cluster analysis helps to visualise the imaging data of different medical image modalities 
to help diagnosis. Hierarchical clustering is also an important approach for medical image 
segmentation. Segmentation approaches are presented in Ohkura et al. (1998), Galbiati  
et al. (2009) and Reddy et al. (2013) for medical images which show that this technique is 
more effective and reliable technique for segmentation process. 

7 Challenges in medical 

Imaging-dealing with large amount of data, i.e., Giga to Terabyte data is a challenging 
task regarding medical image data mining, image management, medical image 
visualisation, bioimaging and neuro-imaging. Medical image acquisition, difficulty in 
image content-based queries and its acceptance by physician, virtual reality in medical 
visualisation, CBIR (Yadav et al., 2016) and image content-based queries is also a 
difficult task in medical image processing, A lot of approaches have been proposed in 
this particular area but still it is not widely accepted by the physicians because of less 
reliability and less accuracy. Realistic applications for better CAD ranging from detection 
to diagnosis is still a challenging task which require more work to apply it in the real time 
for better, reliable and fast diagnosis. 

8 Conclusions 

Now a day’s medical imaging is a wide area of research and a lot of work has already 
been done in this area, still more is left. This paper presents the overview and 
functionalities of data mining and machine learning techniques for the clinical purposes 
from detection to diagnosis including prediction, data process description, therapy and 
treatment planning etc through medical imaging. Different approaches are performed 
better in different domains and their contribution in particular step for application 
development is discussed. 



   

 

   

   
 

   

   

 

   

   350 A. Agnihotri et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

References 

Antonie, M.L., Zaiane, O.R. and Coman, A. (2002) ‘Associative classifiers for medical images’, in 
Pacific-Asia Conference on Knowledge Discovery and Data Mining, May, pp.68–83, 
Springer, Berlin, Heidelberg. 

Boudjelal, A., Messali, Z. and Elmoataz, A. (2017) ‘A novel kernel-based regularization technique 
for PET image reconstruction’, Technologies, Vol. 5, No. 2, p.37. 

Chaplot, S., Patnaik, L.M. and Jagannathan, N.R. (2006) ‘Classification of magnetic resonance 
brain images using wavelets as input to support vector machine and neural network’, 
Biomedical Signal Processing and Control, Vol. 1, No. 1, pp.86–92. 

De Pierro, A.R. (1995) ‘A modified expectation maximization algorithm for penalized likelihood 
estimation in emission tomography’, IEEE Transactions on Medical Imaging, Vol. 14, No. 1, 
pp.132–137. 

El-Naqa, I., Yang, Y., Wernick, M.N., Galatsanos, N.P. and Nishikawa, R.M. (2002) ‘A support 
vector machine approach for detection of microcalcifications’, IEEE Transactions on Medical 
Imaging, Vol. 21, No. 12, pp.1552–1563. 

Erickson, B.J., Korfiatis, P., Akkus, Z. and Kline, T.L. (2017) ‘Machine learning for medical 
imaging’, Radiographics, Vol. 37, No. 2, pp.505–515. 

Galbiati, J., Allende, H. and Becerra, C. (2009) ‘Dynamic image segmentation method using 
hierarchical clustering’, in Iberoamerican Congress on Pattern Recognition, November, 
pp.177–184, Springer, Berlin, Heidelberg. 

Giger, M.L. (2018) ‘Machine learning in medical imaging’, Journal of the American College of 
Radiology, Vol. 15, No. 3, pp.512–520. 

Han, M. and Xue, Y. (2015) ‘Application of expectation maximization algorithm in magnetic 
induction tomography’, Biomedical Engineering Letters, Vol. 5, No. 3, pp.221–228. 

Jeyavathana, R.B., Balasubramanian, R. and Pandian, A.A. (2016) ‘Survey: analysis on 
preprocessing and segmentation techniques for medical images’, International Journal of 
Research and Scientific Innovation (IJRSI), June, Vol. III, No. VI, June, ISSN 2321-2705. 

Karabatak, M. (2015) ‘A new classifier for breast cancer detection based on Naïve Bayesian’, 
Measurement, Vol. 72, pp.32–36. 

Kay, J. (1997) ‘The EM algorithm in medical imaging’, Statistical Methods in Medical Research, 
Vol. 6, No. 1, pp.55–75. 

Magoulas, G.D. and Prentza, A. (1999) ‘Machine learning in medical applications’, in Advanced 
Course on Artificial Intelligence, July, pp.300–307, Springer, Berlin, Heidelberg. 

Michel, V., Gramfort, A., Varoquaux, G., Eger, E., Keribin, C. and Thirion, B. (2012) ‘A 
supervised clustering approach for fMRI-based inference of brain states’, Pattern Recognition, 
Vol. 45, No. 6, pp.2041–2049. 

Ohkura, K., Nishizawa, H., Obi, T., Yamaguchi, M. and Ohyama, N. (1998) ‘Hierarchical 
clustering method for the segmentation of medical images’, in Medical Imaging 1998: Image 
Processing, June, Vol. 3338, pp.1306–1314, International Society for Optics and Photonics. 

Perner, P. (2002) ‘Image mining: issues, framework, a generic tool and its application to 
medicalimage diagnosis’, Engineering Applications of Artificial Intelligence, Vol. 15, No. 2, 
pp.205–216. 

Pooshfam, H. and Abdullah, R. (2009) ‘A proposed method for brain medical image registration by 
hierarchical clustering algorithm’, in Modelling & Simulation, 2009, AMS’09, Third Asia 
International Conference on, IEEE, May, pp.315–319. 

Reddy, K.S., Basha, S., Prashanth, B. and Reddy, K.S. (2013) A Hierarchical Clustering Algorithm 
Based Computer Aided Molecular Modeling with Haematoxylin & Eosin Images of Colon 
Cancer. 

Ribeiro, M.X., Balan, A.G., Felipe, J.C., Traina, A.J. and Traina, C. (2009a) ‘Mining statistical 
association rules to select the most relevant medical image features’, in Mining Complex Data, 
pp.113–131, Springer, Berlin, Heidelberg. 



   

 

   

   
 

   

   

 

   

    Role of data mining and machine learning techniques in medical imaging 351    
 

    
 
 

   

   
 

   

   

 

   

       
 

Ribeiro, M.X., Bugatti, P.H., Traina Jr., C., Marques, P.M., Rosa, N.A. and Traina, A.J. (2009b) 
‘Supporting content-based image retrieval and computer-aided diagnosis systems with 
association rule-based techniques’, Data & Knowledge Engineering, Vol. 68, No. 12, 
pp.1370–1382. 

Selvan, A.N., Cole, L.M., Spackman, L., Naylor, S. and Wright, C. (2017) ‘Hierarchical cluster 
analysis to aid diagnostic image data visualization of MS and other medical imaging 
modalities’, Imaging Mass Spectrometry: Methods and Protocols, pp.95–123. 

Selvaraj, H., Selvi, S.T., Selvathi, D. and Gewali, L. (2007) ‘Brain MRI slices classification using 
least squares support vector machine’, International Journal of Intelligent Computing in 
Medical Sciences and Image Processing, Vol. 1, No. 1, pp.21–33. 

Shi, Z., He, L., Suzuki, K., Nakamura, T. and Itoh, H. (2009) ‘Survey on neural networks used for 
medical image processing’, International Journal of Computational Science, Vol. 3, No. 1, 
p.86. 

Song, Y.Y. and Ying, L.U. (2015) ‘Decision tree methods: applications for classification and 
prediction’, Shanghai Archives of Psychiatry, Vol. 27, No. 2, p.130. 

Sulaiman, S.N. and Isa, N.A.M. (2010) ‘Adaptive fuzzy-K-means clustering algorithm for image 
segmentation’, IEEE Transactions on Consumer Electronics, Vol. 56, No. 4. 

Szilagyi, L., Benyo, Z., Szilágyi, S.M. and Adam, H.S. (2003) ‘MR brain image segmentation 
using an enhanced fuzzy c-means algorithm’, in Engineering in Medicine and Biology Society, 
2003, Proceedings of the 25th Annual International Conference of the IEEE, September,  
Vol. 1, pp.724–726. 

Teng, Y., Sun, H., Guo, C. and Kang, Y. (2016) ‘ADMM-EM method for-norm regularized 
weighted least squares PET reconstruction’, Computational and Mathematical Methods in 
Medicine. 

Yadav, V. and Kaushik, V.D. (2018) ‘Detection of melanoma skin disease by extracting high level 
features for skin lesions’, International Journal of Advanced Intelligence Paradigms (IJAIP),  
DOI: 10.1504/IJAIP.2018.10012484. 

Yadav, V., Verma, M. and Kaushik, V.D. (2015) ‘A hybrid image compression technique for 
medical image’, IEEE International Conference on Computational Intelligence and 
Communication Networks (CICN-15), December, pp.222–227. 

Yadav, V., Verma, M., Kaushik, V.D (2016) ‘Content based image retrieval in medical image 
database’, IEEE International Conference on Advanced Computing and Software Engineering 
(ICACSE-2016), October, pp.73–77, pp.14–15, ISBN: 978-93-86256-05-8. 

Yan, M. (2011) General Convergent Expectation Maximization (EM)-Type Algorithms for Image 
Reconstruction with Background Emission and Poisson Noise, CAM report, pp.11–56. 

Zhang, D.Q. and Chen, S.C. (2004) ‘A novel kernelized fuzzy c-means algorithm with application 
in medical image segmentation’, Artificial Intelligence in Medicine, Vol. 32, No. 1, pp.37–50. 

Zhou, J., Chan, K.L., Chong, V.F.H. and Krishnan, S.M. (2006) ‘Extraction of brain tumor from 
MR images using one-class support vector machine’, in Engineering in Medicine and Biology 
Society, 2005, IEEE-EMBS 2005, 27th Annual International Conference of the, January, 
pp.6411–6414, IEEE. 



              INTERNATIONAL RESEARCH JOURNAL OF ENGINEERING AND TECHNOLOGY (IRJET)                   E-ISSN: 2395-0056 

              VOLUME: 07 ISSUE: 07 | JULY 2020                  WWW.IRJET.NET                                                                   P-ISSN: 2395-0072 

 

© 2020, IRJET      |       IMPACT FACTOR VALUE: 7.529      |       ISO 9001:2008 CERTIFIED JOURNAL       |     PAGE 5001 
 

SUSTAINABLE USE OF RECYCLED CONSTRUCTION AND DEMOLISHED 

CONCRETE/MASONRY AGGREGATES IN INDIA 

Er. S. K. Singh Gaur1 

1Sr. lecturer, Civil Engineering, A.I.T.H., Awadhpuri, Kanpur 
---------------------------------------------------------------------***-------------------------------------------------------------------------- 
Abstract - Many structures that were constructed during 1970 or before are now in need of either major repairs or possible 
replacement. This is because some of such structures are now reaching the end of their design life, or may not have been 
constructed according to the specifications or do not receive the required maintenance while in service. Demolition or 
maintenance work on such structures results in large amount of concrete and masonry rubbles. The advantages of recycling 
coarse aggregates from discarded old concrete and masonry include lower environmental pollution, reduction in valuable land fill 
space and savings in natural aggregate resource 

Key Words: Natural coarse aggregate NCA, recycled coarse aggregate RCA, recycled concrete RC, recycled coarse masonry RCM, 
construction and demolished aggregate CDA 

1. INTRODUCTION 

The construction industry in India is growing very fast at an annual rate of 10 % over last 10 years as against the world 
average of 5.5 % per annum .The built –up area is expected to increase almost five times from 21 billion sqft in 2005 to 
approximately 104 billion sqft in 2030 as per C.S.E. report. 

There was a tremendous increase in infrastructural development activities in last few decades due to overall development of 
country in all socio economic fields. As per up dates of Budget 2018-19, infrastructural proposed schemes & reforms are as 
under: 

 Railways, roadways, airways along rail and road linkages and defence and connectivity infrastructure received major 
emphasis. 

 Highest budget allocations for the rail, road and rural infrastructure including rural roads and rural housing. 
 A new scheme for revitalising school architecture by the year 2022, ‘Revitalising of Infrastructure and Systems in 

Education’ scheme launched. 
 Dedicated funding for affordable housing to make schemes like ‘Pradhan Mantri Awas Yojana’ more accessible. 
 1 crore houses to be built under PMAY out of which 50 lakh houses will be built in the urban area. 
 To attain the motto of ‘House for all’ by the end of the year 2022. 50 lakh more houses will be constructed in the urban 

areas.  
 Target to build 100 smart cities under the ambitious ‘Smart City’ project among which 99 cities have been selected. 

Emphasis will be on offering solar facilities, smart road and smart infrastructure. 
 Upgradation and renovation work to be conducted for the improvement of 600 railway stations in India. 
 New tunnel in Sera Pass will be built in order to promote tourism in India, especially in the north-eastern part of the 

country. 
 Target of constructing 2 crore more toilets under ‘Swachh Bharat Mission’ in this financial year.  
 Under road infrastructure, plans for completion of 9,000 km of National Highway and 3.7 lakh km rural road construction 

plan. 
 Plan to build 2 new planning & architecture schools for IITs and 1 Rail University in Vadodara for boosting railway 

operation. 
 Construction of 1 government medical college for every 3 parliamentary constituencies along with the improvement of 24 

district-level colleges. 
 Top 10 tourist sites in the country will be converted into exceptional tourist destinations through marketing, branding and 

private funding. 
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This immense surge in infrastructural development will need tremendous amount of energy, water & material , but they also 
create waste . This waste , generated in construction , maintenance and disposal phases of a building , is called construction 
and demolition ( referred as construction and demolition aggregates CDA) waste .This includes wastes from demolished 
structures , renovation in the real estate sector and construction and repair of roads, flyovers , bridges etc. along with debris 
produced from natural activities such as landslides & volcanic eruption etc. 

Globally, cities generate about 1.3 billion tonne of solid waste per year .This volume is expected to increase to 2.2 billion tone 
by 2025, says a 2012 report by the World Bank. Building materials account for about half of all materials used and about half 
the solid waste generated worldwide. 

But recycled construction and demolition aggregates (CDA) can be an invaluable source of construction material. In fact the 
recent controversy in India over sand mining has put the spotlight on the need to recycle and substitute naturally sourced 
construction material such as sand and stone aggregates. 

2. CONSTRUCTION & DEMOLITION WASTE GENERATED IN INDIA  

The Union ministry of forest and environment (MOEF) has agreed that there is no systematic database on C&D waste available 
in India. As per the estimates of Centre for Science and Environment (CSE), since 2005, India has newly constructed 5.75 
billion Sq m, of additional floor space with almost one billion Sq m in 2013 itself. If  

(according to the Technology Information, Forecasting and Assessment Council’s, TIFAC , thumb rule ) a new construction 
generates about 40 to 60 kg of CDA per sq m, then taking an average of 50 kg per sq m, India would have produced about 287 
MT of this construction and demolition waste. 

This estimate only account for new construction. Demolition and maintenance /repair related waste also generates additional 
waste. The waste produced per sq m of demolition is 10 times that generated during construction, as per TIFAC, about 288 MT 
of construction & demolition waste would have generated in year of study alone because of demolition work assuming 10% of 
building constructed till that time were demolished . 

TIFAC also says building repair or renovations must have produced an average of 155 MT CDA waste, in the year of study . 

 Thus, the total CDA waste generated in India just by buildings, in one year amounts to an amount approximately 530 MT, 
which is 44 times higher than the official estimates collected by different agencies in India. 

Not surprisingly, in India, if CDA waste is quantified, it will be more than all the other types of solid wastes put together. 

Where this all CDA waste is going? A lot of it being used illegally as landfill for water bodies and water lands around urban 
areas. The rest is just being dumped in open areas, thus affecting the environment adversely. 

Indian Construction Industry is highly employment intensive and accounts for approximately 50% of the capital outlay in 
successive 5-Year Plans of our country. The Projected investment in this industrial sector continues to show a growing trend. 

Construction activity leads to generation of solid wastes, which include sand, gravel, concrete, stone, bricks, wood, metal, glass, 
plastic, paper etc. The management of construction and demolition waste is a major concern for town planners due to the 
increasing quantum of demolition’s rubble, continuing shortage of dumping sites, increase in transportation and disposal cost 
and above all growing concern about pollution and environmental deterioration. 

Construction waste is bulky and heavy and is mostly unsuitable for disposal by incineration or composting. The growing 
population in the country and requirement of land for other uses has reduced the availability of land for waste disposal. Re-
utilization or recycling is an important strategy for management of such waste. 

Apart from mounting problems of waste management, other reasons which support adoption of reuse/ recycling strategy are- 
reduced extraction of raw materials, reduced transportation cost, improved profits and reduced environmental impact. Above 
all, the fast depleting reserves of conventional natural aggregate has necessitated the use of recycling/ re-use technology, in 
order to be able to conserve the conventional natural aggregate for other important works. 
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3. VARIOUS CONSTITUENTS OF CONSTRUCTION & DEMOLITION WASTE IN INDIA 

Waste is generated at different stages of construction process. Waste during construction activity relates to excessive cement 
mix or concrete left after work is over, rejection/ demolition caused due to change in design or wrong workmanship etc. 

Concrete appears in two forms in the waste. Structural elements of building have reinforced concrete, while foundations have 
mass non-reinforced concrete. Excavations produce topsoil, clay, sand, and gravel. This may be either re-used as filler at the 
same site after completion of excavation work or moved to another site. Large quantum of bricks and masonry arise as waste 
during demolition. These are generally mixed with cement, mortar or lime. Stone arises during excavations or by demolition of 
old buildings. 

Metal waste is generated during demolition in the form of pipes, conduits, and light sheet material used in ventilation system, 
wires, and sanitary fittings and as reinforcement in the concrete. Metals are recovered and recycled by re-melting. 
Timber recovered in good condition from beams, window frames, doors, partitions and other fittings is reused. However, 
wood used in construction is often treated with chemicals to prevent Termite infestation and warrants special care during 
disposal. 

 
Bituminous material arises from Road planning, water proofing compounds, breaking and digging of Roads for services and 
utilities. Other miscellaneous materials that arise as waste include glass, plastic material, paper, etc. 
The total quantum of waste from construction industry is estimated to be 12 to 14.7 million tons per annum. Quantity of 
different constituents of waste that arise from Construction Industry in India is estimated as follows (As per TIFAC 2000 
Report): 

Constituent Quantity Generated in million Tons 
p.a. (Range) 

% of Different Constituents  

Soil, Sand & gravel 4.20 to 5.14 35 
Bricks & Masonry 3.60 to 4.40 30 
Concrete 2.40 to 3.67 25 
Metals 0.60 to 0.73 5 
Bitumen 0.25 to 0.30 2 
Wood 0.25 to 0.30 2 
Others 0.10 to 0.15 1 

 

 

35% 

30% 

25% 

5% 2% 2% 1% 

Quantity Generated in 
million Tons p.a. (Range) 
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Contractor executes construction project on a labour contract basis or on turnkey basis. Small housing projects, executed by 
owners, are predominantly executed on labour contract basis and strict supervision is required to control waste generation 
during construction process. Typically, waste generation ranges between 5 to 7%. In larger projects, where execution is on 
turnkey basis or through one’s own team of professionals, material wastage is within 3%. 

Services of demolition contractor are taken when old building is to be demolished due to deterioration of the building or to 
make way for construction of a new building. Demolition contractor specializes in planned deconstruction so that recovery of 
good material can be maximized for re-use. Recovery rate varies from 25% in old buildings to as high as 75% in new buildings. 

4. RECYCLING OF CONSTRUCTION & DEMOLITION WASTE AS A REMEDY 

Recycling of demolition waste was first carried out after the Second World War in Germany to tackle the problem of disposing 
large amounts of demolition waste caused by the war and simultaneously generate raw material for reconstruction. 

Considerable research has been carried out in U.S.A, Japan, U.K, France, Germany, and Denmark etc. for recycling concrete, 
masonry & bricks, bituminous and other constituents of waste from Construction Industry. These studies have demonstrated 
possibility of using construction waste to substitute new materials of recycling. 

In view of significant role of recycled construction material and technology in the development of urban infrastructure, 
Technology, Information, Forecasting and Assessment Council (TIFAC) have commissioned a techno-market survey on 
‘Utilization of waste from Construction Industry. 

5. PRESENT STATUS OF PRODUCTION & REUSE OF CONSTRUCTION & DEMOLITION WASTE IN INDIA 

Management of solid waste is the responsibility of Municipal Bodies or health officers. They notify landfill sites for disposal of 
solid waste. Whereas responsibility of removing the construction & demolition waste is primarily of the builder or the owner, 
it is usually assigned to the demolition contractor. Items, that cannot be re-used, are disposed off to landfill site. 

Hard core material from demolition operation is required for land fill activities to provide daily cover over domestic waste, 
bulk fill capping, hard standings etc. Some Municipal Corporations require demolition waste for their landfill activities, while 
others want to minimize it to prolong useful life of landfill sites. However, all respondents are unanimous that in the long run, 
recycling of waste from construction industry is necessary in view of limited landfill space and increasing quantum of 
demolition waste. 

Different constituents of waste are not segregated prior to disposal. Municipal Authorities incur cost of Rs 60 to 80 per ton of 
waste, but presently no charge is levied by them on the owner or builders. 

Builders/ Owners bear the cost of transportation, which at present range between Rs. 250 to Rs 500 per truckload depending 
on the distance of demolition site from landfill area. Though directives exist for disposal of waste to landfill areas, presently 
penal action against violators is practically not taken. 

Presently management of waste from construction industry in India, comprise of the following elements: 

 Re-use of materials salvaged in good condition during demolition. 

 All metal items are sent for re-melting through scrap dealers. 

 Disposal of other items to low lying sites. 

According to findings of survey, the most dominant reason for not adopting recycling of waste from Construction Industry is 
"Not aware of the recycling techniques". While 70% of the respondents have cited this as one of the reasons, 30% of the 
respondents have indicated that they are not even aware of recycling possibilities. The response of industries, which can use 
the recycled product, indicates that presently, the specifications do not provide for use of recycled product in the construction 
activity. Sixty Seven percent of the respondents from user industry have indicated non-availability of recycled product as one 
of the reasons for not using it. Concrete and masonry constitute more than 50% of waste generated by the Construction 
Industry. Recycling of this waste by converting it to aggregate offer dual benefit of saving landfill space and reduction in 
extraction of natural raw material for new construction activity. 
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6. CONVENTIONAL METHODS OF RECYCLING & REUSE OF CONSTRUCTION & DEMOLITION WASTE IN INDIA 

Basic method of recycling of concrete and masonry waste is to crush the debris to produce a granular product of given particle 
size. Plants for processing of demolition waste are differentiated based on mobility, type of crusher and process of separation. 

There are three types of recycling plants Viz. Mobile, Semi-Mobile and Stationary plant. In the Mobile plant, the material is 
crushed and screened and ferrous impurities are separated through magnetic separation. The plant is transported to the 
demolition site itself and is suited to process only non-contaminated concrete or masonry waste. 

In the semi-mobile plant, removal of contaminants is carried out by hand and the end product is also screened. Magnetic 
separation for removal of ferrous material is carried out. End product quality is better than that of a Mobile unit. 

Above plants are not capable to process a source of mixed demolition waste containing foreign matter like metal, wood, 
plastic, hardbound etc. Stationary plants are equipped for carrying out crushing, screening as well as purification to separate 
the contaminants. Issues necessary to be considered for erection of a Stationary plant are: plant location, road infrastructure, 
availability of land space, provision of weigh-bridge, provision for storage area etc. 

Different types of sorting devices and screens are used for separating contaminants from end-product and grading the 
recycled product in various grain sizes. Vibrating screens, star screens or disc-separators are used for removal of impurities. 
Three main processes used for purification are: 

 Dry Process 
 Wet Process 
 Thermal Process 

Properties of recycled aggregate have to be compared to those of natural aggregate to evaluate its suitability for applications 
in construction industry. Density of recycled aggregate is lower and water absorption is higher than that of original aggregate. 
This is primarily due to mortar adhering to the concrete and higher porosity of bricks that are recycled.  

7. PROBABLE USES OF CONSTRUCTION & DEMOLITION WASTE IN INDIA 

Non awareness of recycling possibilities is one of the main barriers due to which waste is disposed to landfill. Absence of 
technology for recycling is another major hurdle for recycling of construction waste. 

Once technology is known, availability of feedstock in sufficient quantities and of requisite quality is another bottleneck for its 
widespread use. 

The acceptability of the recycled material is hampered due to poor image associated with recycling activity in India. Customer 
specifications do not permit use of materials recycled from Waste. 

Cost of disposal of waste from construction industry to landfill has a direct bearing on recycling operations. High dumping 
costs induce diversion of waste for recycling. 

The problem of dumping huge quantity of waste caused by a disaster and the difficulty in finding sufficient quantity of building 
material for reconstruction can be solved by recycling this waste. Usually, quick removal of debris is necessary to start the 
rehabilitation the waste can be reused for strengthening riverbanks or for producing aggregates for construction of road or 
building blocks. Experience of recycling operations at two disaster sites, have proven the feasibility of recycling demolition 
waste. In one of project, most of the debris had been transported and temporarily disposed off. Yet, recycling was carried out 
successfully. These experiences are relevant to India, in view of damage suffered in recent earthquake in Kumauni and 
Garhwali regions. 
 
The raw material for construction is costly in hills due to high cost of transportation. Similarly, cost of waste disposal is also 
high thereby making recycling an attractive proposition. However, present volume of concrete, bricks and masonry waste are 
low to justify investment in recycling units. 
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Technology for producing recycled aggregate from concrete, bricks and masonry is quite simple. A mobile unit is best suited to 
process demolition waste of uniform quality. It can be procured at low investment. It can be useful for low quantum of waste 
and can be moved to the demolition site avoiding cost of Waste transportation. A fixed recycling plant requires higher volumes 
of demolition waste to justify high investment in complex, screening and separation systems, which are necessary to process 
mixed demolition waste. It has to be located in a place, where large volume of waste is available and the market for recycled 
product is close by. Unless the market for recycled aggregate is developed, economic viability of such a unit would be 
questionable. Indian manufactures are producing crushers, which can be used with suitable modification in a recycling unit to 
break concrete, bricks and masonry. A comparative study shows that a jaw crusher or impact crusher may be used. 

Recycling of bituminous material by hot in-situ recycling technique is advantageous due to savings in consumption of asphalt 
and energy, avoidance of material transportation and possibility of using the technique for road maintenance and repairs. Cold 
in-situ technique is more suited to roads having lighter traffic, which appear less probable in Indian conditions. Hence, a 
thorough evaluation is warranted before its adoption. 

Recycled aggregate can be used as general bulk fill, sub-base material in road construction, fills in drainage projects and for 
making new concrete. 

While using recycled aggregate for filler application, care must be taken that it is free of contaminants to avoid risk of ground 
water pollution. Mixed debris with high gypsum, plaster, should not be used as fill. 

Use of recycled aggregate as sub-base for road construction is widely accepted in most countries. It is possible to use crushed 
concrete as coarse fraction of gravel in sub-base for road, but crushed brick is not suitable owing to its high bitumen 
requirement and high void content. 

For using recycled aggregate to make new concrete, water absorption of the recycled aggregate must be determined in the 
laboratory to decide the mix design. Use of fine recycled aggregate for concrete making is not recommended as it increases the 
water demand and lowers the strength and durability of concrete. Pre-soaking of recycled aggregate is suggested to take care 
of high water absorption so that concrete of uniform quality is produced. 

Concrete made from recycled aggregate has lower compression strength caused by the bond characteristic of recycled 
aggregate and the fresh mortar. Fraction of less than 2mm of recycled aggregate brings about the largest reduction in strength 
of recycled aggregate concrete (RAC). Fine aggregates also reduce frost resistance of recycled aggregate concrete. Drying 
shrinkage of recycled concrete is higher than that of concrete with conventional aggregate. Workability of concrete decreases 
with increased portions of demolition waste. Upto 30% of natural coarse aggregate can be substituted, by coarse recycled 
aggregate, without any impact on the quality of concrete. 

Feasibility analysis has been carried out for a 25000 tons/annum recycling plant to produce recycled aggregate from waste 
concrete and Masonry & bricks. The location of the recycling plant should be so chosen that there is (a) Availability of feed 
stock (b) Market for recycled product and (c) It is difficult to dispose of the waste by other means. Equipment like Crushers, 
conveyors, screens etc. can be sourced from Indian manufacturers, who supply similar machines to Natural aggregate 
producers. Necessary modifications for adapting the equipment for crushing concrete/ Masonry/ Bricks can be carried out. 
Due to marked preference of the customers to use natural aggregate, Recycled aggregates have to be marketed at a discount to 
achieve sale of 25000-tons/ year in 2/3 years time. The unit is viable but its operation is highly sensitive to fluctuations in sale 
price of recycled aggregate and capacity utilization of the plant. 

8. PROBLEMS ASSOCIATED WITH USE OF CDA WASTE 

Problem associated with use of recycled aggregate, for manufacture of new concrete, is the possibility of contaminants in 
original debris passing into new concrete. Such impurities reduce the strength of the concrete. Waste glass is a problem 
because it is alkali reactive with cement paste under wet conditions. Organic substances like wood, textile fabrics, paper and 
other polymeric materials are unstable in concrete. Paints may entrain air in concrete. 

Test results of aggregate properties and concrete properties prove repeatedly recycled concrete to be both durable and of 
good quality in all respects. Therefore, existing concrete structures, in addition to providing an aggregate source for the 
immediate future, may continue to generate an adequate supply of aggregate for concrete construction in the more distant 
future after once being recycled. 
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Recycled aggregate of best quality for concrete production is obtained when it is graded. Although there are no standards 
drawn up in India for recycled aggregate and recycled aggregate concrete, specification drawn in other countries are useful as 
a guideline. 

In Hot in-situ recycling, the upper layer of the road is pre-heated and the asphalt is loosened by milling devices. It is mixed 
together with recycling agent and the mixture is spread along the road and compacted. 
In India, recycling of bituminous material is not practiced. In developed countries, special purpose machine has been built, 
which carry out the total process of hot in-situ recycling. It is important that the project for recycling is properly evaluated to 
ensure that the potential benefits of hot in-place recycling are realized. 

9. MEASURES NEEDED TO PROMOTE THE USE OF CONSTRUCTION & DEMOLITION AGGREGATES 

Creating awareness & dissemination of information is essential to build public opinion and instill confidence in favor of 
recycling option. There is a need to create market for the recycled products by involving the Construction Industry to use 
recycled materials in their construction projects. 

Development of standards for recycled materials would provide producers with targets and users an assurance of quality of 
material. Standards formulated in other countries can be a guideline for development of specification in our country. 

Commissioning of a pilot plant as a demonstration unit can help in breaking barriers against recycling of construction & 
demolition waste. Imposition of charge on Sanitary landfill can induce builders and owners to divert the waste for recycling. 

Government support and commitment is vital for development of recycling industry. Development of policy supported by 
proper regulatory framework can provide necessary impetus. It will also help in data compilation, documentation and control 
over disposal of waste material. 

Low returns from investment in recycling units can be offset by providing suitable fiscal incentives by the Government for 
gestation period. These are warranted in the long-term interest of reducing pollution and conserving valuable resources. 

Environmental impact of recycling has both advantages and disadvantages. Advantages are reduced disposal of waste to 
landfill sites and reduced mineral extraction. Disadvantages are problems of Noise and Dust emission and risk of ground water 
pollution. The problem of noise can be managed by using silencers and providing acoustic enclosures while water spray is 
useful to control dust emission.  

Based on evaluation of the technology, review of Waste Management practices in India and other countries, and assessment of 
constraints to recycling option in the country, following recommendations along with implementation & action plan are 
proposed: 

There is a need to create awareness about the problems of waste management and the necessity to adopt reuse and recycling 
options for waste from Construction Industry. It is recommended that Seminars, Conferences and Workshops be held in 
different parts of the Country. Simultaneously, other media should also be exploited to create an environment in favor of 
Recycling. 

Interpretation on the above may result in bringing out publication/ brochures highlighting the short and long term benefits of 
recycling strategy and indicating case histories of utilisation of construction industry waste, especially in India. Circulation of 
these brochures especially in construction industry research departments, field/design organisations in Central/ State 
government may generate sufficient confidence for promotion/ adoption of recycling strategy for their works. Equally 
important is the need to generate sufficient Database regarding efficacy and field adoptability of the recycling strategy in the 
country. 
A coordinated action should be taken up by NGO’s, environmentalist, government offices and industry representatives. 
The recycling technology for construction waste has to be established on a pilot scale in India. It is recommended that pilot 
scale plant for producing recycled aggregates is established and application of recycled aggregates in different construction 
activities is demonstrated. Central Road Research Institute or Central Building Research Institute may be involved to put up a 
pilot plant and establish use of recycled aggregate in road and building construction. The most common application of recycled 
aggregate in other countries is its usage as sub-base material in construction of roads. At first, recycled aggregates should be 
tried for this application. Produce from Pilot plant should be evaluated by Central Road Research Institute for using it as sub-
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base for Road. Accordingly, specifications for Road construction should be modified so that recycled aggregate is used in this 
application. 

Manufacturers of Crushers, screens and separating equipment should be involved to provide necessary equipment for the 
recycling unit. Presently, manufacturers of such equipment in India are suppliers to Natural Aggregate Industry. Suitable 
modifications, as may be required, can be carried out by manufacturers to their product for processing Construction Waste. 
Manufacturers of Crushers, Screens and material Handling Equipment should take up this work. 
Quality standards/ codes of Practice regarding various aspects of product control and acceptance criteria for use of recycled 
aggregate in recycled aggregate concrete and other works should be formulated. This would help in setting a target product 
quality for producers and assure the user of a minimum quality requirement, thus encouraging him to use it. Specifications 
drawn in other countries like Japan, Netherlands, and Germany etc. can be a useful guideline. 

BIS in coordination with Construction Industry, Research Laboratories involved in producing recycled aggregate should take 
up this work. 

Government should formulate and implement policy for Management of waste from Construction and other Industries. It 
should clearly set out goals for recycling of Waste as a means of reducing pollution and conserving valuable resources. 
Government of India in consultation with State governments, Pollution Control Boards should formulate this plan. 

Such an elaborate system can be developed and implemented in two steps. In the short term, requirement of applying for 
permission for demolition process with mandatory requirement to provide details of the projected quantities, types and 
disposal routes can be introduced. In the long term, along with permission for demolition, commitment of segregation of 
constituents of waste and recycling should be submitted. Government of India should undertake this work in coordination 
with Construction Industry, Municipal Corporations and Pollution Control Boards. 

Based on success of demonstration unit, Municipal Authorities of Metropolitan cities should put up facility for recycling of 
construction and demolition waste adjacent to their landfill sites. The waste from Construction Industry can be used in this 
plant for making recycled aggregates. Charges should be imposed on disposal of construction waste to landfill site. This is to 
induce the builders/ owners to divert the waste to recycling.  

Municipal Corporation Authorities of Metropolitan Cities should take up this work under guidance of agency, which has put up 
the pilot plant. If necessary, assistance from foreign consultants/ experts may also be taken. 

Mobile recycling units should be used at sites where demolition waste of one type is being generated for example demolition 
of railway platform, airport runway, waste of prefabricated concrete structure etc. Once the concept of recycling is widely 
accepted, Mobile units can be owned by Organizations undertaking demolition work. Large scale construction companies who 
in their course of business have to frequently undertake demolition of structures can also have their own mobile recycling 
units. 
 
The builder/ owner must segregate different constituents of waste before its disposal to landfill site. In this respect, Municipal 
Authorities can impose a differential charge so that disposal of mixed waste is charged at a higher price than segregated waste. 
The builders/ owners/ demolition contractors should maximize segregation of waste constituents. Municipal authorities to 
introduce differential Landfill levy. 
 
To take care of the problem of noise and dust emission associated with recycling, suitable measure like erection of acoustic 
screening around the equipment, use of mufflers/silencers and water spraying equipment should be made mandatory in a 
recycling unit. 
 
Equipment manufacturers should ensure incorporation of these features in their machines. 

 In the initial phase, fiscal incentives should be provided by the Government to the recycling industry by way of: 

o Financing the purchase of equipment at lower interest rate 
o Tax exemptions/ holidays. 
o Subsidy during initial gestation period of the recycling plant. 
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 Government of India in coordination with State Governments should provide the Tax exemptions/ holidays. Municipal 
authority that will benefit should provide subsidy while Financial Institutes should provide assistance for purchase of 
equipment at lower interest rates. 

 Hot Recycling technique for recycling of bituminous material should be taken up for R&D. A small pilot plant should be 
established. Based on this experience, Hot In-situ technique should be developed. Alternatively, equipment available from 
abroad for Hot In-situ process may be evaluated for financial viability. Central Road Research Institute should undertake 
this exercise. 

 Estate developers and builders undertake demolition of old buildings in urban centers to develop new complexes for 
residential/ commercial use. They should be educated and involved in recycling activity so that the demolition waste 
generated is used at the same site, leading to substantial saving in cost as follows: 

o Reduction in cost of transportation of demolition waste for disposal. 
o Reduction in material cost by utilizing recycled aggregate produced from demolition waste. 
o Savings accruing in transportation cost of raw material. 
o Estate builders and property developers should take the initiative, since they are going to benefit by way of cost 

reduction in their new construction project. 
 Lot of demolition waste is caused by natural calamities and disasters like earthquake witnessed recently and few years 

ago in Kumauni/ Garhwali region. Possibility of recycling such waste for reconstruction locally should be explored with 
the help of International agencies having expertise in this field. Government of India/ State Governments should take the 
initiative and encourage local administration to explore such possibility by taking help of agencies experienced in carrying 
out this type of rehabilitation work. 

 Necessary R&D work should be taken up for developing technology for reconstruction of houses utilizing waste from 
construction Industry.  
 

Central Building Research Institute/ National Building Organization should take up this assignment. 
Time has arrived to accord priority to environmental pollution and sustainable development. Recycling of waste from 
Construction Industry achieves this objective. 

10. CONCLUDING REMARKS 

Though there has been extensive research carried out on recycled/ demolished waste yet there is neither simple and cost 
effective method nor any approved design mix theory available for use of construction and demolished waste .Though RCA can 
be used up to 25% to 30% replacement level of NCA without significant adverse effects on hardened, fresh and durability 
properties of concrete .Yet further investigations are needed to confirm the beneficial effects of RCA for more effective use in 
construction industry. After thoroughly reviewing the literature on RCA/RCM, the following research needs have been 
identified. 

 To study on the potential use of RCA in the production of high strength, high performance, light weight concrete. 
 To study the potential use of RCA/RCM on performance of concrete specimens by replacing coarse aggregate partially 

or fully. 
 To study the addition of super plasticizer in improvement of workability and strength of concrete specimens prepared 

with RCA/RCM as coarse aggregate. 
 To study the effect of aggressive chemical environment on concrete blended with RCA/RCM. 
 To investigate the effect of RCA/RCM on target concrete strength on durability and fire resistance of concrete 
 To study on the effect of RCA/RCM on the plastic shrinkage, rheological properties and segregation resistance of 

concrete. 
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Abstract : This study analyses the suitability of demolished concrete as coarse aggregate by

comparing the strength, durability and fire resistance of three different mixes MC-1,

MC-2, MC-3, with 20% , 40% and 100% replacement of natural coarse aggregate with

recycled coarse aggregate, for a constant water cement ratio (W/C) of 0.45 and a slump

of 100 ±20 mm, with mix M-1 made with natural aggregates (NA) and having a design

mix ratio of 1:1.76:2.28 as per IS 10262. It is observed that almost same strength and

durability as that of mix M-1, is obtained by mix MC-1 with 20% replacement of natural

coarse aggregate (NCA) by recycled coarse aggregate (RCA). Whereas mix MC-2(40%

RCA) has achieved the target strength but strength and durability reduces as the

percentage of RCA is increased beyond 40%.Recycled aggregate concrete up to 40%

replacement of NCA with RCA has got almost same resistance to severe weathering

environment of 10000 ppm MgSO4 solution at an age of 120 days curing in this

solution. Residual compressive strength of recycled aggregate concrete (RAC) at

elevated temperatures was satisfactory and comparable with the control mix.
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INTRODUCTION
Conventionally, sand and coarse aggregate used as

concrete ingredients, are of geological origin. River

sand, which is used as a natural fine aggregate in

concrete and mortar production is facing problem of

availability in many areas of India and abroad.

Moreover, natural coarse aggregate is produced by

crushing the natural rocks in crushers and producing a

large quantity of stone dust as a byproduct of coarse

aggregate production. This stone dust needs a lot of

land fill area for disposal; thus causing environmental

pollution and ecological imbalance in nature.

Moreover, many structures constructed during 1970 or

before are now in need of either major repairs or

possible replacement. This is because some of such

structures are now reaching the end of their design life.

Many other structures, either have not been

constructed according to the specifications or do not

receive the required maintenance while in service. A

large amount of concrete and masonry rubble is

produced in demolition and maintenance of these old

structures. The advantages of reusing the recycled

concrete, rubble and stone dust as alternative coarse

aggregate & fine aggregate respectively include lower

environmental pollution, reduction in valuable land

fill space and savings in natural aggregate resources.

There has been increasing concern worldwide on the

long-term performance of concrete. The selection of

construction material should be dependent not only on

the strength, dimensional stability and mechanical

properties of the material, but also on its durability.

The chemical attack has a variety of forms, including

chloride ion permeation and the resulting corrosion of

reinforcing steel, Sulphate attack carbonation, alkali

aggregate reaction, leaching and efflorescence. A

structure or structural element required to have fire

resistance for heat transmission and failure. Fire

resistance of concrete elements depend upon details of



NICMAR-Journal of Construction Management, Vol. XXXVII, No. 2, April-June 2022

member size, cover to steel reinforcement detailing

and type of aggregate used in concrete. The current

state of knowledge on durability and fire resistance of

concrete made with waste aggregates such as, recycled

concrete is lacking. It is envisaged that the studies to be

taken up in this research work, will provide useful

experimental results which will be of value in

improving the quality of construction, reduce

environmental pollutions and save natural aggregate

resources.

L RITERATURE EVIEW
Nagraj and Banu (1996) reported that by adding super

plasticizers in the concrete made with rock dust and

pebbles increases the workability of the concrete

without increasing cement content. Tavakoli and

Soroushian (1996) in their research found out that the

strength of recycled aggregate concrete is affected by

the strength of the demolished concrete, percentage of

the coarse aggregate in the demolished concrete, the

ratio of top size of aggregate in the original

demolished concrete to that of the recycled aggregate,

and the Los Angeles abrasion loss as well as the water

absorption of the demolished recycled aggregate.

Shukla et al (1998) have used stone dust as

replacement for natural sand in concrete and

concluded that the presence of stone dust in concrete

reduces the workability of the concrete. Limbachiya

et.al (2000) studied use of recycled concrete aggregate

in high strength concrete. Ajdukiewlcz and

Kliszczewicz (2000) have observed the mechanical

properties of high performance and high strength

concretes prepared by using recycled aggregates. In

their work, they used recycled aggregates obtained

from concrete with compressive strength 40-70 MPa.

Olorunsojo and Padayachee (2002) observed the

durability of concrete by replacing natural coarse

aggregate with different percentages of recycled

concrete aggregates (0%, 50% 100%). Gomez-Sobern

(2002) investigated the porosity of recycled concrete

made with substitution of recycled concrete aggregate.

Sahu et.al (2003) conducted an experimental

investigation for use of crushed stone dust as fine

aggregate in concrete and concluded that the concrete

made with different proportions of stone dust can

produce concrete of comparable compressive , tensile

strength and modulus of rupture and having a lower

degree of shrinkage. C. S. Poon et al (2004) revealed by

scanning electron microscope that normal aggregate

cement inter facial zone had mainly loose and

pervious hydrates whereas high performance concrete

aggregate cement inter facial zone had mainly dense

hydrates. Keun-Hyeok Yang et al (2008) investigated

that the properties of fresh and hardened concrete

containing recycled aggregate were dependent on the

relative water absorption of aggregates. A.K. Padmini

and K. Ramamurthy (2009) found that parent

concrete required relatively higher water cement ratio

than RAC to gain a particular compressive strength.

Marta Sanchez de Juan, Pilar Alaejos Gutierrez found

that the attached mortar present in recycled aggregate

unfavorably affects properties of RAC because mortar

is a pervious material with high water absorption and

lesser coefficient of Los Angeles abrasion value.

Tabesh and Abdelfatah (2009) studied influence of

recycled concrete aggregates on strength properties of

concrete. They found in their study that compressive

and splitting tensile strength of concrete made with

recycled coarse aggregate depends on the mix

proportions of original concrete. In general, it was

concluded that the strength of the recycled aggregate

concrete can be 10-25% lesser than that of the natural

coarse aggregate concrete. Kou & Poon (2012) used fly

ash to overcome the lower quality of recycled

aggregate. They inferred from their studies that one of

the practical ways to utilize a higher percentage of

recycled aggregate in concrete is by replacing 25-35 %

of fine aggregate by fly ash.Yehia et al (2015) observed

the suitability of producing concrete with 100%

replacement of NCA with recycled aggregate to fulfill

the durability and strength requirements for different

applications. They concluded in their study that

concrete with acceptable strength and durability could

be produced if one could achieve high packing density.

Bhashya V, Ramersg G et al studied the effect of

replacing sand with recycled fine aggregate. They

found in their study that reduction in compressive and

tensile strength occurs while using fine recycled

concrete aggregate as replacement of natural sand.

Hammad Salahuddin et al carried out experimental

work to see the effect of elevated temperature on

mechanical properties of recycled aggregate concrete

and they found that compressive strength of RAC
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reduces with increase in temperature with a

comparable residual strength in RAC at different

temperatures.

A O RIMS AND BJECTIVES OF THE ESEARCH
It is clear from the review of earlier research work that

the current state of knowledge in durability and fire

resistance of concrete produced with recycled

demolished concrete, is lacking in some areas and

further extensive research is needed in this field. The

aim of this study was to conduct an extensive

experimental investigation to see the performance of

recycled aggregate concrete on durability and fire

resistance. The specific objectives of this research was

to study the potential use of RCA on performance of

concrete specimens by replacing coarse aggregate

partially or fully on compressive strength in normal

curing conditions and curing in aggressive chemical

environment of 10000 PPM solution of MgSO4 along

with exposing the concrete samples to varying

temperature ranges to investigate the durability of

RAC in higher temperatures. Although, extensive

work has been done on the improvement of durability

and fire resistance of concrete and many researchers

worked on the utilization of recycled and demolished

concrete in concrete production but limited study is

available on durability and fire resistance of concrete

produced with recycled demolished concrete. The

recycled concrete comes from different sources and is

used in production of different grades of concrete.

Hence, to establish a firm conclusion on use of the

waste construction materials for present and future

use, an extensive experimental investigation is needed

involving aggregates of different sources and different

aggregate gradation in producing mix proportions of

different grades having long term durability and

enhanced fire resistance.

R MESEARCH ETHODOLOGY
Test Method
The experimental program consisted of testing of all

ingredients of concrete and properties of fresh and

hardened concrete specimens. Cement, river sand,

natural coarse aggregate, recycled demolished

concrete rubbles and water were tested as per B.I.S.

tests. The mechanical properties of natural and

recycled aggregate were found out as per IS 383:2016.

The fresh concrete was tested for workability by using

slump test. Concrete specimens were tested according

to B.I.S. procedure for compressive strength

comparison by taking mix M-1 (having ratios as

1:1.76:2.28 designed as per IS 10262 with use of

natural aggregate) as bench mark, with the mixes MC-

1, MC-2, MC-3 after a curing period 7, 28, 90 and 120

days in water(total 48 samples ) and after 120 days

curing in 10000 ppm MgSO4 7H2O solution

respectively(total 12 samples ), to see the performance

of processed concrete in severe environment.

Magnesium sulphate solution was periodically

replaced after a period of 30 days to maintain proper

concentration of MgSO4 7H2O.the concrete

specimens were also tested for fire resistance in a diesel

fired muffle furnace by exposing the concrete samples

to fire for a period of one hour duration to varying

temperatures of 2000C, 4000C, 6000C and 800 0C

respectively (total 48 samples) and then allowed to

cool in air to attain normal room temperature before

compressive strength testing.

Aggregate Gradation
The recycled concrete aggregate was obtained from

the different demolition sites. For consistency, the

recycled concrete aggregate was crushed to 20 mm

down size with the help of jaw crushers in stages and

the gradation of RCA, NCA and sand was assured by

standard sieve analysis as per IS 383:2016.

Material Used in Research Work
I. Cement : PPC conforming to IS 1489
II. Sand : Obtained from Betwa river

(Conforming to zone II )
III. Coarse : Obtained from Kabrai crusher

aggregate (As per gradation chart )figure 1
IV. Demolished : Obtained from local demolished

concrete sites
(RCA)

V. MgSO4 7H2O:10,000 ppm concentration
VI. Admixture : Polycarboxylate ether

(conforming to IS-9103)

Properties of Ingredients
Properties of different ingredients were calculated as

per B.I.S. are and given in :Table 1

Mix Proportions
In order to compare results objectively, a control mix

M-1 (prepared with NA) having a design mix ratio of

1:1.76:2.28 as per IS 10262, was needed as a

benchmark to compare the results with mixes MC-1

(80%NCA, 20%RCA), MC-2 (60%NCA, 40%RCA),

and MC-3 (0%NCA, 100%RCA).
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Figure 1 : Gradation Curves for Different Mixes Obtained After Sieve Analysis

Table 1:  Properties of Sand, NCA, RCA Used in Present Research Work

Ingredients

Properties

Remark
Normal

Consistency
(%)

SettingTime
(min)

Compressive
Strength
(Mpa) Specific

Gravity

Bulk
Density
(kg/m

3
)

Fineness
Modulus

Water
Absorption

(%)

Sieving
Zone

Initial Final 7 days
28

days

Cement (PPC) 31.5 185 315 32.7 41.4 3.15 - - - -
Confor
ming to
IS 1489

Fine
Aggregate

(NaturalSand)
- - - - - 2.68 1690 3.03 1.0 II

As per
IS 383

Natural
Coarse

Aggregate
- - - - - 2.75 1490 7.35 0.5 - -

Recycled
Coarse

Aggregate
- - - - - 2.72 1537 7.07 4.32 - -

All concrete mixes were proportioned for 100 ±20 mm

slump suitable for pumping with a constant w/c of

0.45 for all four mixes as per . AdmixtureTable 2

conforming to IS 9103 (polycarboxylate ether) was

used in different concrete mixes to maintain the

desired slump.
Experimental Design
Total 108 number of cubes with size 100mm x 100mm

x100mm were casted for testing durability and fire

resistance of mixes M-1(100%NCA), MC-1

(80%NCA and 20%RCA), MC-2 (60%NCA and

40%RCA),MC-3 (0%NCA and 100%RCA).

R DESULTS AND ISCUSSION
Dose of admixture was observed to obtain the desired

slump of 100±20 mm for different mixes M-1, MC-1,

MC-2, MC-3 and compressive strength of all samples
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Table 3:  Compressive Strength Test Results for Different Mixes in Water Curing

Mix ID
Compressive Strength at Different Curing Periods

7 Days 28 Days 90 Days 120 Days

M-1 30.33 41.67 43.50 44.83

MC-1 27.67 40.67 42.50 46.33

MC-2 16.00 30.33 33.50 37.59

MC- 3 16.00 28.16 32.16 34.00

Mean 23.90

6.00

35.20

6.54

37.90

5.56

40.7

5.45Std. Deviation

Mix ID
Cement

Fine

Aggregate

(kg/m³)

Coarse Aggregate

(kg/m³)
Water

(kg/m³)

W/C

Ratio

Admix %

weight of

Cement
NCA RCA

M-1(100% NCA) 437 772 1000 - 197 0.45 0.17

MC-1(80%NCA

20% RCA)
437 772 800 198 197 0.45 0.30

MC-2(60%NCA

40% RCA)
437 772 600 396 197 0.45 0.43

MC-3(100%RCA) 437 772 - 989 197 0.45 0.74

(kg/m³)(PPC)

Table 2: Concrete Mix Ratios Adopted in Present Research Work

Table 4:  Compressive Strength for Different Mixes Exposed to 10000ppm MgSO4.7H2O Solution

Compressive

Strength in water
after 120 days of

curing

Compressive

Strength in 1000
ppm solution after

120 days of curing

% Reduction in

Compressive
Strength

-

-

-

-

1

1

2

Mix ID

M

MC

MC

MC 3

44.83

46.33

37.59

34.00

41.50

43.33

34.66

30.33

7.43

6.48

7.80

10.80
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Figure 4:  Reduction in Weight with Temperature for Different Mixes

Figure 3: Dose of Admixture Required for a Slump of 100 ±20 mm

Figure. 2: Actual and Standard Fire Curves for Measuring Fire Resistance of Different Mixes
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was found out in a compression testing machine of 100

tonne capacity after a curing period of 7, 28, 90 and

120 days in water and after 120 days curing in 10000

ppm MgSO4.7H2O Solution respectively, to see the

performance of the processed concrete in severe

environment. PPC was used in this research work,

which has a slower rate of hydration in comparison to

OPC and RCA was used as a substitute for NCA,

which had adhered mortar and having high water

absorption of 4.32%, thus further reducing the

hydration process of concrete. At the same time, to

visualize the weathering action of MgSO4 solution, a

considerable long period was needed. Therefore, a

curing period of 120 days was adopted in this research

work .The concrete specimens were also tested for fire

resistance in a diesel fired muffle furnace exposed to

fire as per actual fire as shown in fire diagram, for a

period of one hour duration to varying temperatures

of 2000C, 4000C, 6000C and 800 0C respectively.

Dose of Admixture for Different Mixes
It was observed that the dose of admixture increases as

percentage of replacement of RCA increases to

achieve the same workability (pumpable concrete with

100 ±20 mm slump) with 0.45 as W/C ratio for all

mixes. Increased dose of admixture is required as

RCA has previously adhered mortar and having

angular aggregates which reduce the workability of

RAC in comparison to NAC. Thus, requiring an

increased dose of admixture with increase in

percentage of RCA to attain same level of workability.

Compressive Strength
The results of compressive strength for different mixes

Table 5:  Compressive Strength for Different Mixes at Different Temperatures

Figure 5: Residual Compressive Strength Ratio at Different Temperature for Different Mixes

Performance of Recycled Aggregate Concrete in Fire at the Age of 120 Days

Mix

Comp.

Strength

room

temp

At room

Temp
At 400˚CAt 200˚C At 600˚C At 800˚C

Residual

Comp.

Strength

Ratio

Comp.

Strength

(N/mm²)

Residual

Comp.

Strength

Ratio

Comp.

Strength

(N/mm²)
(N/mm²)

Residual

Comp.

Strength

Ratio

Comp.

Strength

(N/mm²)

Residual

Comp.

Strength

Ratio

Comp.

Strength

(N/mm²)

Residual

Comp.

Strength

Ratio

M-1 44.83 1.00 42.67 0.95 37.33 0.83 36.00 0.80 28.50 0.64

MC-1 46.33 1.00 43.16 0.93 37.00 0.80 35.00 0.76 26.00 0.56

MC-2 37.67 1.00 35.00 0.93 29.50 0.78 28.33 0.75 21.50 0.57

MC-3 34.00 1.00 31.00 0.91 26.33 0.77 24.50 0.72 17.67 0.52



NICMAR-Journal of Construction Management, Vol. XXXVII, No. 2, April-June 2022 53

after a curing period of 7, 28, 90 and 120 days are

shown in table 3. It is observed from the table that the

compressive strength for all mixes increases as curing

period is increased. Rate of strength growth for all

mixes is high, i.e., up to 28 days and a lesser growth

rate is observed later on in all cases. Mix MC-1 shows

almost same compressive strength as mix M-1 and it

achieved 3.35% higher strength at 120 days curing.

This increase in compressive strength probably

occurred due to better interlocking of angular

aggregate of recycled concrete with concrete

paste.Whereas mixes MC-2, MC-3 have shown a

reduction in compressive strength of 47.25% at 7 days

curing, which subsequently reduces to 16.15% and

24.16% respectively, for 120 days curing period. Mix

MC-2 has almost achieved the target strength at 120

days with initially a low compressive strength of 16

N/mm2, which implies that desired compressive

strength is achievable up to 40% replacement of NCA

with RCA for a characteristic strength of 30 N/mm2.

It is seen from the data that as percentage of RCA is

increased, there is a considerable loss in initial

compressive strength but as the age of concrete

increases, this loss reduces, thus showing a retarded

growth of compressive strength due to presence of

adhered mortar with recycled concrete aggregate

needing more water for chemical reaction. Strength

loss in RAC beyond 20% increase of RCA occurred

due to adhered mortar having a lesser crushing

strength as compared to virgin aggregate.

Magnesium Sulphate Attack
All four mixes were exposed to 10000 ppm

MgSO4.7H2O solution for a period of 120 days. It was

observed from test data that mix M-1, MC-1 and MC-2

show almost same resistance to severe Sulphate attack.

Mix MC-3(100% RCA) shows a high percentage

deterioration in comparison to Mix M-1(100% NCA).

It is indicative of the fact that in this duration, concrete

up to 40% replacement of NCA with RCA has got

equally good resistance to severe Sulphate attack as

NCA concrete.

Fire Resistance
Samples of all four mixes were exposed to fire in

varying temperature ranges of 200˚C, 400˚C,

600˚Cand 800˚C for a period one hour duration. The

weight loss of all samples was observed after cooling

the samples to room temperature and results were

plotted in figure 4. It was observed that all four mixes

show a loss of weight varying between 2.55% to 3.17%

for an exposure temperature of 200˚C with no visible

cracks on specimen surface. At a temperature of

400˚C, there occurred a loss of weight varying between

5.53% to 6.32% due to loss of moisture, with no visible

cracks on surface of the samples. At 600˚C

temperature, average percentage loss in weight of

samples was around 7% with fine hair cracks on

samples of all four mixes along with a change in colour

of samples from greyish to whitish colour. At 800˚C

temperature, samples of all mixes showed a decrease

of around 8% in weight and the colour of samples was

almost white with visible cracks on surfaces. It was

also observed from the test data of samples as shown in

table 5 that there occurred no significant loss in

compressive strength up to 200˚C, with minimum

4.82% loss for reference mix and maximum 8.82% loss

for mix MC-3 made up with 100% RCA. At a

temperature of 400˚C, maximum loss of 22.56% in

compressive strength occurred in Mix MC-3with

deceasing loss in strength of 21.69%, 20.14% 16.73%

for mix MC-2, MC-1 and M-1 respectively. At 600˚C

temperature, % loss in compressive strength was

observed as 19.7%, 24.45%, 24.79% and 27.94% for

mixes M-1, MC-1, MC-2 and MC-3 respectively.

Indicating that as percentage of RCA increases, fire

resistance is decreases. At 800˚C temperature,

percentage loss in compressive strength was observed

as 36.43%, 43.88%, 42.93% and 48.03% for mixes M-

1, MC-1,MC-2 and MC-3 respectively In this

temperature range spalling and visible cracks were

seen in samples of all four mixes ,thus showing that at

about 800˚C , concrete had lost almost 40% to 50% of

its virgin compressive strength thus making it not

usable for major structural works as upper surface of

the sample was almost burnt irrespective of the

percentage replacement of NCA with RCA.

CONCLUSIONS
In this research work, experimental work was carried

out to see the performance of concrete made with

varying percentages (0%, 20%, 40% and 100%) of

RCA for a controlled w/c of 0.45 and 100 ±20 mm

slump, on strength, durability and fire resistance after

120 days cur ing in water and 10000 ppm
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MgSO4.7H2o solution respectively. Fire resistance

was also observed at different temperature ranges after

exposing the samples to fire for a period of one hour.

The following conclusions are inferred from the

experimental research work:
• Concrete made with RCA up to 40% replacement of

NCA found to achieve the desired target strength in

120 days curing in water and for a higher percent

replacement of NCA with RCA( up to 100 %

replacement) showed to have a concrete of 75%

target strength of design mix.
• At the same curing period of 120 days in 10000 ppm

solution of Magnesium Sulphate with cyclic

replacement of solution after 30 days, (to maintain

consistent SO4-- concentration) recycled aggregate

concrete showed almost same resistance to this

environment up to 40% replacement of NCA with

RCA.
• As the percentage replacement of RCA increases,

compressive strength of recycled aggregate concrete

reduces at all exposure temperature ranges.
• NAC showed slightly less mass loss as compared to

RAC, when exposed to fire. Mass loss was 2.55% for

mix M-1(100 % NCA ) and 2.95% for mix MC-3

(100% RCA) at a temperature of 200˚C,whereas it

was observed 7.39% for mix M-1 and 8.32% for mix

MC-3 at an elevated temperature of 800˚C.
• Residual compressive strength of recycled concrete

at different elevated temperature ranges was

comparable with the control mix.
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Abstract: This study is carried out to evaluate the performance of concrete by replacing natural sand with granite stone 
dust. Compressive strength of concrete was observed by replacing natural sand with granite stone dust in ratio of 20%, 40% 
and 100% for a constant W/C of   0.45 and a slump of 100 ±20 mm to have pump able properties in concrete. A total of four 
concrete mixes MS-1, MS-2, MS-3 (with 20%, 40% and 100% replacement of natural sand) including a reference mix M-
1(having 100% natural fine aggregate) with a design mix ratio of 1:1.76:2.28 as per IS 10262,    were casted. Mechanical 
properties of NA and stone dust were studied and different concrete mixes were tested for compressive strength after 7, 28, 
90 and 120 days of water curing. Samples of all four mixes were also subjected to different temperature ranges of 200 0C, 
400˚C, 600˚C and 800˚C for duration of one hour after a curing period of 120 days. A mathematical model was developed to 
observe the compressive strength for different replacement ratios of sand with stone dust at different age and at different 
temperature exposures and it was observed that age of concrete has a positive correlation with strength whereas % 
replacement of sand and temperature has a negative effect on strength.  

Keywords: Natural coarse aggregate NCA, natural aggregate NA, Green concret e, Construction and demolition waste (C & D 

waste), Stone dust, Recycled aggregate concrete RAC ,Polycarboxylate ether. 

(Article history: Received: 16th October 2021 and accepted 21st December 2021) 

I. INTRODUCTION 
Construction of new structures due to rapid advancement 

of cities require a huge amount of natural aggregates , which 
in turn produce several types of ecological imbalances due to 
blasting , quarrying ,transportation etc. The construction 
industry in India is growing very fast at an annual rate of 
10% over last 10 years, as against the world average of 5.5% 
per annum. The built up area is expected to increase almost 
five times from 21 billion sqft to approximately 104 billion 
sqft in 2030 as per C.S.E. report [1]. In order to fetch the 
demand of new construction a lot of natural resources are 
needed. On the other hand demolition of old structures due to 
over ageing , changes in architectural and functional 
requirements along with natural disasters produce a 
substantial amount of construction waste, which is generally 
stacked in form of landfills. 

According to the Building Material Promotion Council 
(BMPTC), India generates an estimated 150 million MT of 
construction and demolition (C&D) waste every year as 
against the official recycling of 6500 MT per day, which is 
about 1.5% of total waste generated per day. The rest of the 
waste lies in form of landfills. With increasing demand of 
natural aggregates for new construction and huge amount of 
landfills required for construction wastes , generated by 
demolition activities creates an ecological imbalance thus 
creating the concept of green concrete by use of recycled 
construction waste.  The advantages of reusing   the recycled 

concrete, rubble & stone dust as alternative coarse & fine 
aggregate respectively include lower environmental 
pollution, reduction in valuable land fill space and savings in 
natural aggregate resources. The use of old construction 
material in new projects is not a new concept. The recycling 
industry has become well established in Europe since the end 
of World War II. In Europe about 30% of demolished waste 
is recycled. Some other countries like Netherland and 
Belgium have achieved recycling rates of 90% [2].In India 53 
cities were expected to set up recycling facilities to recover 
materials from C&D wastes by 2017 , but only 13 cities have 
done that by 2020 [1]. Keeping the global scenario in mind 
and to have a proper balance of demand of aggregates in 
construction works, Indian government has taken strong 
steps by forming guidelines on environment management of 
construction and demolition wastes under the guidance of 
Ministry of Environment, Forest and Climate change. In 
order to create confidence in different sectors of construction 
industry, it is essential to look after the viability of use of C 
& D waste in new construction works. Though stone dust is 
used as a replacement for sand in India for non structural 
members, but to use stone dust as a substitute of natural sand, 
in major works, there is a need for proper assessment of 
strength properties of hardened concrete in ordinary as well 
as under exposure to high temperature conditions. 

II. REVIEW  OF LITERATURE WORK  
Keeping in view the significance of the research work 

and problems associated, efforts have been made to review 
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the literature available on various aspects of the research. 
Only a few researchers have worked on concrete made with 
inert and waste materials like stone dust, recycled 
demolished concrete/ masonry rubbles, glass etc. Frondistou- 
Yanns evaluated and compared the mechanical properties of 
conventional concrete and concrete made from recycled 
concrete. He found that recycled concrete best matches the 
mechanical behavior of conventional concrete[3]. Nagraj and 
Banu 1996 reported that the addition of super plasticizers in 
concrete made with rock dust and pebbles enhance the 
workability of the mix without enhancing cement content [4]. 
Test results by Tavakoli and Soroushian (1996) indicated 
that the strength of recycled aggregate concrete was affected 
by the strength of the original concrete, percentage of the 
coarse aggregate in the original concrete, the ratio of top size 
of aggregate in the original concrete to that of the recycled 
aggregate, and the Los Angeles abrasion loss as well as the 
water absorption of the recycled aggregate[5].Shukla et al 
(1998) have used stone dust as fine aggregate replacing sand 
in concrete and concluded that the presence of stone dust 
reduces the workability of concrete[6].Limbachiya et at 
(2000) studied use of recycled concrete aggregate in high 
strength concrete[7]. Ajdukiewlcz and Kliszczewicz (2000) 
examined the mechanical properties of high performance and 
high strength concretes made with recycled aggregates. In 
their work, they considered recycled aggregates produced 
from concrete with compressive strength 40-70 Mpa[8]. Sunil 
kumar, Sahu a.k. and Sachan a.k., (2003) investigated the 
effect of partial replacement of river sand with crushed stone 
dust at a replacement level of 20%, 40% on compressive 
strength of concrete. They observed that the there was a 
significant increase in compressive strength of concrete in 
both the replacement levels of natural sand with stone dust. 
They further observed that the there was a significant 
increase in splitting tensile  strength of concrete in both the 
replacement levels of natural sand with stone dust. [9].Tabesh 
and Abdelfatah (2009) studied influence of recycled concrete 
aggregates on strength properties of concrete. The 
compressive and splitting tensile strength of concrete made 
with recycled coarse aggregate depend on the mix 
proportions. In general it was observed that the strength of 
recycled concrete can be 10-25% lower than that of 
conventional concrete made with natural coarse aggregate[2]. 
Yehia et al (2015) discussed the suitability of producing 
concrete with 100% recycled aggregate to meet durability 
and strength requirements for different applications. Their 
results showed that concrete with acceptable strength and 
durability could be produced if high packing density is 
achieved[12]. The durability aspect and fire resistance of 
concrete has been studied by many researchers in the past 
decades [10,13]. Vijayalakshmi et.al. (2013) investigated the 
effect of replacement of river sand with granite powder on 
splitting tensile strength of concrete at a replacement level 
from 0% to 25% at 28 days of curing. They observed that 
inclusion of granite powder as a replacement of river sand 
did not much affect the splitting tensile strength at lower 
replacement levels of 5%, 10% and 15%. At these 
replacement levels, the splitting tensile strength was similar 
or slightly lower than that of control concrete. However, 
increase in substitution rate beyond 15%, there was a 
significant decrease in splitting tensile strength of 
concrete[11].  

 

 

On the basis of literature review, it was observed that no 
mathematical relationship was found to assess the 
compressive strength of concrete with variable % of stone 
dust along with age and different temperature ranges.  

Therefore a regressive experimental analysis was carried out 
to establish a relationship for compressive strength of green 
concrete with varying age, different % of stone dust and 
varying temperature ranges. 

 

III. METHODOLOGY OF RESEARCH WORK 

A. Test method 
The experimental program consisted of testing of all 

ingredients of concrete and properties of fresh and hardened 
concrete specimens. Cement, river sand, natural coarse 
aggregate, recycled concrete, water were tested as per B.I.S. 
procedures. The mechanical properties of aggregates were 
found out as per IS 383:2016. The fresh concrete was tested 
for workability by using slump test. The hardened concrete 
tests consisted of testing of concrete cubes specimens at the 
age of 7, 28, 90 and 120 days in accordance with the relevant 
method of testing recommended by B.I.S.by taking M-1 mix 
(1:1.76:2.28 designed as per IS  10262 with use of  natural 
aggregates ) as bench mark, with the mixes MS-1(20% stone 
dust), MS-2(40% stone dust),  MS-3(100% stone dust), The 
concrete specimens were also tested for fire resistance in a 
diesel fired muffle furnace exposed to actual fire as per 
plotted fire exposure curve, for a period of one hour duration 
to varying temperatures of 2000C, 4000C, 6000C and 800 0C 
respectively and then allowed to cool in air to attain normal 
room temperature before compressive strength testing.  

B. Aggregate gradation 

  The gradation of natural aggregates and stone dust was 
assured by standard sieve analysis as per IS 383:2016. As per 
sieve analysis sand and stone dust both belongs to Zone II 
and were having fineness modulus as 3.03 and 2.28 
respectively. 

C. Material used in research work 

1) Cement                     : PPC conforming to IS 1489  
 

2) Sand             : Obtained from Betwa river 
                                       (Conforming to zone II ) 

 
3) Coarse aggregate  :Obtained from Kabrai   
                                        crusher  

 
4)  Admixture            :polycarboxylatether(conforming 
                                        to IS-9103) 

 

D. Properties of ingredients 

Properties of different   ingredients were calculated 
as per B.I.S.and given in table-1. 
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TABLE 1. PROPERTIES OF SAND, NCA, STONE DUST USED IN PRESENT RESEARCH WORK

  

E. Mix proportions 

In order to compare results objectively, a control 
mix M-1 (prepared with NA) having a characteristic 
strength fck=30MPa, and a mean target strength f ’ck = 
38.25 MPa was needed as benchmark to compare the 
results with mixes MS-1(80%sand, 20%stonedust), MS-
2(60%sand, 40%stonedust), and MS-3(0%sand, 100% 

stonedust).All concrete mixes were proportioned for 100 
±20 mm slump suitable for pumping with a constant 
W/C of 0.45 for all four mixes as per table-2. Admixture 
conforming to IS 9103 (Polycarboxylate ether) was used 
in different concrete mixes to maintain the desired 
slump. 

 

TABLE 2. CONCRETE MIX RATIOS ADOPTED IN PRESENT RESEARCH WORK

Mix ID Cement 
(kg/m³) 

Coarse Aggregate 
(kg/m³) 

Fine Aggregate (kg/m³) 

Water (kg/m³) W/C Ratio 
Admix % 
weight of 
cement 

Sand Stone dust 

M-1(100% NCA) 437 1000 772 - 197 0.45 0.17 

MS-1(80%sand 20% 
stone dust) 

437 1000 618 156 197 0.45 0.21 

MS-2(60%sand 40% 
stone dust) 

437 1000 464 312 197 0.45 0.33 

MS-3(100% stone 
dust) 

437 1000 - 780 197 0.45 0.63 

 

 
 

 
 
 
 

Ingredients 

Properties 

Remark Normal 
consiste
ncy (%) 

Setting time 
(min) 

Compressive 
strength 
(Mpa) Specific 

gravity 

Bulk 
density 
(kg/m3) 

Fineness 
modulus 

Water 
absorption 

(%) 

Sieving 
zone 

Initial Final 7 days 
28 

days 

Cement 31.5 185 315 32.7 41.4 - - - - - 
Conforming to 

IS 1489 

Fine 
aggregate 
(natural 

sand) 

- - - - - 2.68 1690 3.03 1.0 II As per IS 383 

Stone dust - - - - - 2.70 1595 2.28 8.03 II As per IS 383 
Natural 
coarse 

aggregate 
- - - - - 2.75 1490 7.35 0.5 - - 
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F. Testing of specimens 

Total 96 numbers of cubes with size 
100mmX100mmX100mm were casted for finding out a 
mathematical model for compressive strength with 
variable % of stone dust and curing age along with 
exposure of hardened concrete to varying range of fire 
temperature as per exposure curve shown in figure 1. 
Twelve beams (including 3 number of beams of 
reference mix M-1) of  size 100mmx100mmx500mm 
each casted and cured for 28 days  for finding out 
flexural strength of green concrete. 

 

Fig. 1. Actual and standard fire curves for different mix analysis 

 

IV. RESULTS AND DISCUSSION 

Effect of admixture was seen to obtain desired slump of 
100±20 mm for different  mixes M-1 , MS-1, MS-2, MS-3 
and compressive strength of all samples was found out in a 
compression testing machine of 100 tonne capacity after a 
curing period  of 7,28,90 and 120 days in water to see the 
performance of processed concrete. The concrete specimens 
were also tested for fire resistance in a diesel fired muffle 
furnace  exposed to actual fire for a period of one hour 
duration to varying temperatures of 2000C,4000C, 6000C and 
800 0C respectively and then cooling down to room 
temperature before compressive strength testing.  

A. Dose of admixture for different mixes 

It was observed that dose of admixture increases as % of 
replacement of stone dust increases to achieve same 
workability (pump able concrete with 100 ±20 mm slump) 
with 0.45 as W/C ratio for all mixes. 

B. Compressive Strength 

The results of compressive strength for different mixes 
after a curing period of 7, 28, 90 and 120 days are shown in 
table 3.It is observed from the table that compressive 
strength for all mixes increases as curing period is increased. 

 
 
 

TABLE 3. COMPRESSIVE STRENGTH TEST RESULTS FOR DIFFERENT MIXES IN WATER CURING 
 

Mix Designation 

7 days 28 days 90 days 120days 

Density Comp. Str. Density Comp. Str. Density Comp. Str. Density Comp. Str. 

M-1 

2515 28.0 2565 41.0 2455 44.5 2505 46.0 

2520 32.0 2575 40.0 2405 42.0 2520 43.0 

2565 31.0 2605 44.0 2505 44.0 2565 45.5 

MS-1 

2451 30.0 2455 42.0 2435 48.0 2460 50.0 

2453 32.0 2451 44.0 2445 43.5 2453 47.0 

2455 28.0 2456 41.5 2450 45.0 2450 48.0 

MS-2 

2460 38.0 2465 46.0 2465 49.0 2455 54.0 

2458 36.0 2460 42.0 2455 48.0 2460 52.0 

2456 32.5 2452 43.0 2460 47.0 2465 49.0 

MS-3 2459 23.0 2465 36.5 2463 43.5 2470 44.0 
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2463 21.5 2463 40.0 2465 41.0 2456 42.0 

2467 20.0 2455 39.0 2467 40.0 2460 41.0 

          
A total of 48 test samples were tested for compressive 

strength with varying % of stone dust along with varying 
curing period in days. A multiple variable regression analysis 
was performed by taking % of stone dust, curing period in 
days and density of different samples in Kg/m3 as 
independent variables. After regression analysis it was found 
that density of samples does not have a good correlation with 
compressive strength. Therefore it was left in further analysis 
and only two independent variables were considered and we 
found following mathematical model for compressive 
strength of green concrete: - 

f cc = 34.78+0.127 A -0.0495 S, where A is age in days & S is % 
of stone dust as substitute for natural sand . 

R= 0.787, R2= 0.619 (valid for 0% to 100% replacement level  
of stone dust and up to 120 days age) 

A total of 60 compressive strength tests were performed 
for obtaining a correlation between compressive strength as 
dependent variable and replacement percentage of sand and 
temperature as independent variables for a curing age of 120 
days and 0% to 100% replacement level of sand with stone 
dust and for a temperature range of room temperature to 
8000c. 

fcc = 50.47 -0.0254 T -0. 0646S 
(valid for 0% to 100% replacement of sand & for room 

temp. to 8000C) 
R =0.922 , R2 =0.851 where T is temp. in 0c and S is % of 

Stone dust as substitute for natural sand. 

C. Mathematical model for flexural strength of concrete 
obtained by substituting sand with stone dust 

Flexural strength of green concrete was calculated 
experimentally with help of  12 beams (including 3 number 
of beams of reference mix M-1) of  size 
100mmx100mmx500mm each casted and cured for 28 days 
by substituting natural fine aggregate (sand) with C&D 
waste granite stone dust  in ratio of 20% (MS-1),40%(MS-2) 
and 100%(MS-3).  

 

 
Fig. 2. Flexural. Strength VS Comp. strength for MS-1, MS-2 &MS-3 mix 

concrete 

 
A better flexural strength in comparison to NAC is observed 
experimentally in case of substitution of sand with stone 
dust and justified with empirical formula. A larger % 
difference was observed between experimental values and 
values obtained  by formula recommended by IS code, in 
case of concrete obtained by substituting sand with stone 
dust. 
 

V. CONCLUSIONS 

From the experimental results and by further 
multivariable mathematical regression analyses following 
conclusions have been drawn: 
 For a particular W/C ratio, workability of green concrete 

reduces with increase in % of stone dust and desired 
workability is achievable by addition of admixture. The 
dose of admixture increases with increase in % of stone 
dust. 

 Effect of age of green concrete has got a positive 
correlation with compressive strength and it is found that 
one day increase in age of green concrete increases 
compressive strength by 0.127 MPa. Whereas by 1% 
increase in stone dust quantity, compressive strength of  
green concrete decreases by 0.0495 MPa, which shows 
that 100% sand can be successfully replaced with stone 
dust  with only 4.95% strength reduction  in compressive 
strength. 

 Better flexural strength was observed in case of green 
concrete, therefore it is concluded from present research 
work that sand can be economically substituted with 
stone dust up to 40 % replacement values and yielding 

f cr= 0.107fcc + 0.516 
R=0.831 ,R² = 0.691 
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better strength properties as can be calculated from 
empirical formulae obtained in research work. 

 Temperature as well as % of stone dust has a negative 
correlation with compressive strength. It is found that by 
10C increase in temperature , compressive strength of 
green concrete reduces by 0.0254 MPa and a unit % 
increase in stone dust quantity, reduces the compressive 
strength of green concrete by 0. 0646 MPa at higher 
temperature which shows that when 100% sand was 
replaced with  stone dust then only 6.46 % reduction in 
compressive strength was observed at different 
temperature ranges .Therefore strength properties of 
green concrete can be very well estimated with above 
derived mathematical formulae. 
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Abstract 

       In present era, automatic personal recognition is a 
serious problem that needs to be overcome properly. 
Palm print recognition is one of the most reliable and 
successful biometric solutions due to its numerous 
advantages such as stable line features, low resolution 
imaging, low cost capturing device, non-intrusive and 
user friendly. In this article, performance comparisons of 
palm print recognition techniques based on subspace 
approaches (PCA, 2DPCA, 2D²PCA) have presented. 
The experimental results are evaluated on three 
benchmark databases (CASIA, Cropped palm images and 
IIT Delhi) in terms of recognition rate and computation 
time. 

 

1. Introduction 

            The development of accurate and reliable security 
systems is a matter of our convenience, and in this 
context biometrics s y s t e m  has seen as a highly 
effective automatic mechanism for personal 
authentication. Authentication by biometric 
verification is becoming increasingly common in 
corporate and public security systems, consumer 
products and point of sale applications. Biometrics is the 
science and technology of measuring and analyzing 
biological data. In information technology, biometrics 
refers to technologies that measure and analyze human 
body characteristics, such as fingerprints, eye retinas and 
irises, voice patterns, facial patterns and hand 
measurements, for authentication purposes. 
.   Palmprint recognition refers to the process of 
determining whether two palmprints are from the same 
persons on line patterns of the palm. A Palm is having 
principal lines, wrinkles and ridges. There are three 
principal lines. In general, biometric systems identify a 
person using physical characteristics, such as fin- 
gerprint, iris, face, palmprint and ear, or behavioral 
characteristics, such as signature, gait and keystroke . 

Among them, palmprint based biometric recognition 
methods have currently been attracting more attention. 
Palm print is the inner part of hand which consist lines 
and points such as heart line, head line and life line 
respectively. Wrinkles are more irregular than the 
principal lines. The lines which are not principal lines or 
wrinkles, are called as ridges and they exist all over the 
palm. These line and point patterns are always unique, 
even in the monozygotic twins. The interesting part is 
that the ridge structure is permanent. This ridge structure 
is unique and having the low dimensional features. The 
palmprint recognition system has advantages over the 
other physiological biometric systems. Some of the 
advantages are fixed line structure, low intrusiveness, 
low cost capturing device, low resolution imaging. Thus 
palmprint recognition is a very interesting research area. 
A lot of work has already been done in this area, but 
there is still a lot of scope to make the systems more 
efficient.    

         In this paper, the most popular PCA, 2D-PCA 
and 2D²-PCA approaches are used to extract the palm 
features from two standard palmprints datasets (CASIA 
[20] and PolyU cropped [22]. The extracted features are 
classified using Euclidean distance to evaluate the 
performance in terms of recognition rate and computation 
time.  

The rest of the paper organised as follow. In section 2 
Literature review has been introduced. In section 3 of 
paper, discussed about the proposed subspace approaches 
contains methodology of PCA, 2D-PCA, 2D²-PCA and 
Euclidean distance. Section 4 and section 5 contain the 
results, discussion and conclusion respectively. At last 
acknowledgement in section 6 has been introduced and in 
7th section references has been given. 

2. Literature Review 

       In order to provide an accurate and efficient 
authentication system, there has been research in the area 
of palmprint recognition system. For this, a number of 
relevant papers have been reviewed.  



 

 

Generally, palmprint based recognition approaches can 
be categorized into three types: line-based, subspace-
based and texture- based approaches. Line based 
approaches, which also called structural based 
approaches, employ a set of structural features of 
palmprints such as principle lines, wrinkles, datum 
points, ridges and crease points. These approaches either 
develop edge detectors or use the existing edge detection 
methods to extract palm lines [1].Wu et al. used Sobel 
masks to compute the magnitude of palm lines [2]. In [3], 
datum points of the palmprints are used as features. 
Datum points are defined as end points of the principle 
lines. Han et al. proposed a palmprint based system 
which uses Sobel masks and morphologic operators to 
extract the structural features of palmprint [4]. In[5], 
Canny edge operator is used to extract the palm lines. In 
general, line-based approaches can successfully extracts 
the majority of lines and ridges correctly. However, the 
high complexity of these methods is the main drawback 
in using line based approaches. Besides, a significant 
computational power is required to determine and match 
the line segments. Subspace-based approaches utilize 
numerous techniques such as principle component 
analysis (PCA) [6], Fisherpalm [7], and independent 
component analysis (ICA) [8] to extract the palmprint 
features. These approaches also called appearance-based 
approach in the literature of face recognition [1]. 
Subspace-based approaches do not make use of any prior 
knowledge of palmprints. Lu et al. pro- posed an 
approach based on the PCA to extract the palm features 
[6]. They used the Karhunen-loeve transform to project 
the original image into a small set of feature space called 
‘eigenpalms’. In [7], Fisher linear discriminant (FLD) is 
used to project the original palmprint images into the 
lower dimensional feature space called ‘Fisherpalm 

space’. In another approach, ICA is employed to extract 
the palm features [8]. In general, these approaches are 
more computational effective but suffer from dependency 
to the training data sets. In texture based approaches, 
texture can be defined as the spatial relationship of pixel 
values in an image region [9]. Some interesting 
techniques to analyze the palmprint texture are Gabor 
filters [10,11], discrete cosines transform (DCT) [12,13], 
morphological techniques [14], Fourier Transform [17] 
and wavelet Transforms [16–20]. Zhang et al. used 
Gabor filters to extract the palm features [10]. They 
called these features as Palm codes. In [11], Palm codes 
in varying direction are fused to present the features 
which are called Fusion code. In [12], DCT is used to 
extract the palmprint and face features. Meraoumia et al. 
proposed a method to use two dimensional Block based 
Discrete Cosine Transform (2D-BDCT) [13]. They 
divided a palmprint into overlapping and equal-sized 
blocks and applied DCT over each block. Han et al. pro- 
posed a method based on the morphological operator to 

extract the palmprint features [14]. In [16–20], palmprint 
features are extracted by using various families of 
Wavelet transform. In general, texture based methods 
have strong mathematical foundations and fast 
implementations which make them suitable for palmprint 
authentication applications. In [16], the wavelet energy 
features are defined for palm- print representation and the 
performance of the proposed system has been analyzed 
for different wavelets. Zhang et al. defined a set of 
statistical signatures for palmprint classification [17]. 
Accordingly, wavelet transform is applied to palmprint 
image and the directional context of each wavelet sub-
band is computed. Then, a set of statistical signatures, 
which includes density, spatial dispersivity, gravity 
center and energy, is defined to characterize the 
palmprint. In [18], sequential modified haar transform is 
applied to palmprint image to compute the modified haar 
energy features. Zhang et al. pro- posed an image 
similarity metric called ‘complex wavelet structural 

similarity index’ for palmprint classification . In  the 
information extracted from multiple wavelets is 
combined using the fusion at feature level. On the other 
hand, some other approaches utilized wavelet transform 
for extracting the palmprint and fingerprint features. 
Yang et al. introduced a biometric verification system 
based on fingerprint, palmprint and hand geometry. In 
this system, palmprint and fingerprint features are 
extracted by using the discrete wavelet transform and 
integrated by fusion at feature level. Then, the integrated 
textural features are combined with hand geometry 
features by means of the fusion at matching score level. 
In Lu et al. applied wavelet zero-crossing for 
representing the 1D fingerprint and palmprint features. 
Although, these approaches employed wavelet based 
techniques for efficient authentication systems, their 
performance are highly dependent on the type of wavelet 
transform. Therefore, how to choose the suitable wavelet 
transform is a critical issue in some wavelet based 
approaches [16]. 

 

3. Methodology Used 

The feature extraction and classification are the two 
major steps in any recognition process. In this work the 
performance evaluation of feature extraction and 
classification algorithm are tested on two different sets of 
palm print images. PCA and 2D-PCA are used as a 
feature extractor separately in combination with 
Euclidean distance. 

(i) Principal component analysis 
           PCA is a well-known feature extraction and data 
representation technique widely used in the areas of 
pattern recognition, computer vision and signal 
processing, etc. In this work, PCA transforms the 2D 



 

 

palm image matrices into 1D image vectors column by 
column or row by row. It is described is as follows. 
 Let us consider a set of M palmprint images, i1, i2, … , 
iM  the average palm of the set is defined as: 
 

             ̅i =
1

M
∑ ij

M
j=1                                                (1) 

 
Each palmprint image differs from the average palm ̅i ,by 
the vector . A covariance matrix is constructed where: 
 
   C = ∑ ΦiΦi

TM
j=1                                                  (2) 

 
Then, eigenvectors, Vk and eigenvalues, λk with 
symmetric matrix C are calculated. Vk determine the 
linear combination of M difference images with φ to 
form the eigenpalms: 
 
  bi = ∑ VlkΦk

M
k=i                                          (3) 

From these eigenpalms, K(<M) eigenpalms are selected 
to correspond to the K highest eigenvalues. The set of 
palmprint images, {i} is transformed into its eigenpalm 
components (projected into the palm space) by the 
operation: 
 
ωnk = bk(in −  i̅)                                                 (4)                                                                             
 
where n = 1, … ,M and k=1, … ,K. 
 

Ωn = [ωn1, ωn2, … … … , ωnk] 
 
   The weights obtained form a vector  that describes the 
contribution of each eigenpalm in representing the input 
palm image, treating eigenpalms as a basis set for palm 
images. 

(ii) 2D-PCA- 
  2D-PCA is based on two dimensional matrices as 

opposed to the standard PCA, which is based on 1D 
vectors. In this paper, we first indicate that 2D-PCA is 
essentially working in the row or column direction of 
palm images. 

 
          Consider an m by n random image matrix A. 

Let XϵR be a matrix with orthonormal columns, n≥d 
Projecting A onto X yields an m by d matrix. Y=AX. In 
2DPCA, the total scatter of the projected samples was 
used to determine a good projection matrix X. The 
method used is : 

 
 J(X) = trace {E[(Y-EY)(Y − EY)T]} 
        =trace{E[(AX-E(AX))(AX − E(AX))T]}          (5) 
        = trace {XTE[(A − EA)T (A-EA)]X} 
 

Eq.(5) results from  trace(RS)=trace(SR) 
 
Eq.[5]. Now defines the palm image covariance 

matrix K=[(A − EA)T(A-EA)], which is an n*n 

nonnegative definite matrix. Let us consider M training 

palm images, denoted by m*n matrices 

Aᵣ(r=1,2,3,……..M),and denote the average image as A̅ =  
1

M
 ∑ Aᵣ𝒓 . Then K can be solved by 

 

        K =
1

M
 ∑ [(Aᵣ −  A̅)T(Aᵣ −  A̅)]M

k−1          (6) 

 
It has been shown that the optimal value for the 

projection matrix Xopt is composed by the orthonormal 
eigenvectors X1……Xd of K corresponding to the d 
largest eigenvalues, i.e. Because the size of is only n*n, 
computing its eigenvectors is very relevant. Also, as in 
PCA the value of d can be controlled by setting a 
threshold as follows: 

 
 ∑ λi

d
i=1

∑ λi
n
i=1

≥ θi                                                  (7) 

 
Where λ1, λ2, λ3, … … . λn is the biggest eigen values of 

K and θ is the preset threshold set. 
 
(iii) 2D²-PCA 
 

         A simultaneously way of presenting 2DPCA and 
Alternate 2DPCA is (2D)2PCA which uses the projection 
matrices X and Z of 2DPCA and Alternate 2DPCA 
respectively. (2D)2PCA Preserves the accuracy of 
2DPCA but eliminates the large number of coefficient 
requirement of 2DPCA [10]. Suppose we have obtained 
the projection matrices X and Z, projecting the m by n 
image A onto X and Z simultaneously, yielding a q by d 
matrix Ctrn  

Ctrn = ZTAX 
The matrix Ctrn  is also called the coefficient matrix in 

image representation, which can be used to reconstruct 
the original image A. When used for face recognition, the 
matrix 𝐶𝑡𝑟𝑛  is also called the feature matrix. After 
projecting each training image 𝐴𝑡𝑟𝑛(𝑡𝑟𝑛 = 1,2, … . . M) 
onto X and Z, we obtain the training feature matrices 
𝐶𝑡𝑟𝑛 (𝑡𝑟𝑛 = 1,2, … . . M). Repeating the same for test 
image 𝐴𝑡𝑒𝑠𝑡  we get the test feature matrix 𝐶𝑡𝑒𝑠𝑡 . Then the 
nearest neighbor classifier is used for classification. Here 
the distance between 𝐶𝑡𝑟𝑛  𝑎𝑛𝑑 𝐶𝑡𝑒𝑠𝑡  is defined by 
𝑑(𝐶𝑡𝑟𝑛, 𝐶𝑡𝑒𝑠𝑡 ) = ‖𝐶𝑡𝑟𝑛 − 𝐶𝑡𝑒𝑠𝑡 ‖ =

√∑ ∑ (𝐶𝑡𝑟𝑛

(𝑖,𝑗)
− 𝐶𝑡𝑒𝑠𝑡

(𝑖,𝑗)
)2𝑑

𝑗=1
𝑞

𝑖=1
                             (8) 

 
 



 

 

(iv) Euclidean Distance 
 

         Euclidean distance is the distance between two 
points in Euclidean space. Now the procedure of 
calculation of Euclidean distance is as follows:The 
distance between two points in one dimension is simply 
the absolute value of the difference between their 
coordinates. Mathematically, this is shown as |p1 – q1| 
where p1 is the first coordinate of the first point and q1 is 
the first coordinate of the second point.  
      Generalized, the distance between two points P = (p1, 
p2, ..., pn) and Q = (q1,q2, ..., qn) in n dimensions. This 
general solution can be given as ((p1-q1)^2 + (p2-q2)^2 + 
... + (pn - qn)^2)^(1/2). 

 
 Comparison of a pixel value with a set of sample in 
Euclidean colour 

[4] Results and discussions 

            Although 2D-PCA and 2D²-PCA obtain higher 
recognition accuracy than PCA, a vital unresolved 
problem of 2D-PCA and 2D²-PCA are that it need many 
more coefficients for palm image representation than 
PCA. The percentage recognition rates of PCA and 2D-
PCA, 2D²-PCA are shown in Table 1, Table 2  and Table 
3 respectively. Classifier is tested, namely Euclidean 
distance. Euclidean distance is the    simplest distance 
matching algorithm among all. Cosine measure can be 
used since 2D-PCA allows the columns vectors to be 
non-orthogonal, and the angles and distances between 
images differ from each other. Table 1 shows the 
performance recognition rates of PCA using : 
                     
 
 
 
 
 
 
 
 
 

                       Table 1: PRR by PCA 
 

PRR (%) 

Feature 
vector 
size 

50 100 150 200 250 300 350 

NITH 50.1 56.1 57.2 59.5 63.1 64.3 67.1 

CASIA 54.2 57.3 60.2 62.5 64.1 65.2 68.9 
Cropped 
images 

63.1 65.3 67.1 69.5 70.4 72.18 73.5 

these distance metrics. 
 

 
 
(i) PCA (after applying pca gives this type of images) 

 

  
 
Graph Representation of PCA results: 
 

 
     
        The percentage recognition rate by 2D-PCA is 
shown in Table 2 as follows:  
             Table 2: PRR by 2D-PCA 
 

CRR (%) 

Feature 
vector 
size 

50 100 150 200 250 300 350 

NITH 56.2 57.2 61.2 65.1 68.4 70.9 73.4 
CASIA 58.6 62.4 66.3 68.3 70.2 73.2 78. 
Cropped 
images 

69.2 72.1 74.5 78.3 80.1 83.2 85.2 
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Graph Representation of 2D-PCA 
 
 

 
 
 
 
(ii) 2D-PCA (after applying the 2D-PCA) 

 

    
 
Table 3- PRR by 2D²-PCA 
 

CRR (%) 

Feature 
vector 
size 

50 100 150 200 250 300 350 

NITH 57.3 57.6 62.2 67.2 69.3 71.3 74.4 
CASIA 60.1 63.4 66.8 69.4 71.2 74.2 79.3 

Cropped 
images 

69.4 73.2 75.5 79.3 83.2 85.2 87.5 

 
Graph Representation of 2D²-PCA 
 

 
 
 

[5] Conclusion 
        
       Palm print identification systems measure and 
compare ridges, lines and Minutiae found on the palm. 
Palm print is a unique and reliable biometric 
characteristic with high usability. The 2D-PCA and 2D²-
PCA give more better results than PCA because its 
computational time is less than computational time in 
PCA. So 2D-PCA and 2D²-PCA are more convenient 
than PCA. If we apply PCA in cropped palm images then 
it gives more better result than CASIA database. In 2D-
PCA , 2D²-PCA CASIA database gives better results. 
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Abstract 

An important performance index of a mobile system among other indices is 
“number of users” that a system can support. For a system to be supported by 
a single base station catering to large number of users there is need of high 
power transmitter. The enhancement in the capacity can also be achieved by 
using an array of lower power transmitter in cellular array arrangement. 
Security however remains an important concern for all mobile networks. The 
kind of infrastructure in new generation networks has been observed to be 
packet and IP based. An important improvement  seen in 4G systems over 3G 
systems is that it provides broadband internet access in addition to usual voice 
and other services. This can be made use of in Laptops using wireless 
modems, smart phones and in other mobile services. In transferring data using 
wireless communication at high speed in mobile phones and other data 
terminals, 4generation long term evaluation (4G LTE) is much in use. An 
effort has been made to analyze the next generation mobile networks in light 
of threats to security of access points in networks supported by cellular 
networks.   

Keywords: Ad-hoc network; mobile generation; AODV; DSR; mobile 
network security  
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1.  INTRODUCTION 

Over the last decade, there has been lot of development in mobile technology. The 
systems that have been upgraded from first generation to second to third and now 
some companies have launched even 4G systems. The technology too has changed a 
great deal. The first generation (1G) wireless systems while use frequency division 
multiple access(FDMA)as multiple access technology, the second generation (2G) 
wireless system use digital transmission  communication system that have been in use 
for some time are those in the first generation and second generation. Third generation 
system are also under use these days. .The first generation (1G) wireless 
communication system use frequency division multiple access (FDMA) as the 
multiple access technology. The second generation (2G) wireless system use digital 
transmission .The multiple access technology makes use of both   time division 
multiple access (TDMA) and code division multiple access (CDMA).The third 
generation (3G) is based on CDMA as multiple access technology also  support 
multimedia services. The Cellular system is changing very fast. In cellular 
communication technology the change in the nature of service, on compatible 
transmission technology, and new frequency bands have been observed to have been 
used frequently. With introduction of Wireless LAN (WLAN) technology,  networks 
have been able to  achieve connectivity with  useable amount of bandwidth .The  
Mobile devices used while travelling, such as mobile smart phones, laptops allowed 
users to access data with more flexibility especially when people on the move. At 
present, the wireless networks though are quite in vague they are unsafe and are prone 
to attack by attackers .The main elements that a new generation of mobile network 
contain are given in figure 1. As is seen in figure they are mainly femtocell and wifi. 
While using wireless communication [1], data has to be protected by applying 
security checks and this is done at several levels. The present paper seeks to analyze 
the mobile networks and the potential threats that a system, specially, cellular network 
is faced with regarding bandwidth sharing issues..    

 

Figure 1. Next Generation of Mobile Networks 
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2. RELATED WORK 

A commercially available femtocell can be modified and used to track phones intercept 
communication and even modify traffic. A security analysis of femtocells [2] was 
conducted by Borgaoankar et. al. They pointed out several security drawbacks which 
allowed a hacker to attack femtocell’s firmware. They also showed how location 
verification techniques can be surrounded and how an attacker can use a femtocell 
from an unregistered location to avoid roaming charges [3].  

The use of honeypot system [4] to detect infected mobile devices proposed by Lance 
spitzner et al. Their system analyzed and monitored the communication aspect of the 
mobile devices. The honeypot however has not been designed to detect or analyze 
attacks against the mobile networks. A method to use nomadic honeypots[5] to collect 
threat intelligence directly on smart phones was proposed by Liebergeld et al.The 
solution they proposed allowed to contain attacks even in case of complete capture of 
smart phone operating system. It required modification of Smartphone firmware. 
Software to prevent against attacking and exploiting pocket pc’s Smartphone [6] was 
proposed by mulliner et al.This includes vulnerability analysis of smart phones. 

 

3. GENERATION OF MOBILE NETWORKS 

 The first to arrive were the first generation of wireless telephones known as 1G .They 
were introduced in 1980’s,used analog telecommunications standard .They were 

replaced by second generation known as 2G  during 1990’s and used digital 

telecommunication signal .The main difference between 1G and 2G system has been 
while the radio signals that used 1G systems were analog ,those used by 2G have been 
digital.This generation included data access to mobile phones. 2G cellular telecom 
networks were commercially launched on the GSM(Global system for mobile 
communication) standard in Finland by Radiolinja.The technology used in second 
generation 2G systems provided the services like sending text messages ,picture 
messages and multimedia messages(MMS).All text messages sent over 2G were first 
digitally encrypted and then the data was transferred in such a way that only the 
authorised receiver could receive and read it. 

The third generation, 3G mobile phones use the technology that allows them to access 
the internet. This enables the users to surf web page, make video calls and download 
music. In addition to this the access to the internet is even faster .3G 
telecommunications networks support services that provide higher data transfer rate 
.The applications of 3G technology used include wireless voice telephony ,mobile 
internet access video calls and mobileTV .General packet radio service (GPRS)is a 
packet oriented mobile data service on 2G and 3G cellular communications.GPRS 
provides data rates of 56-114 kbit/sec.2G cellular technology combined with GPRS is 
sometimes described as 2.5G i.e. a technology between 2G and 3G generation of 



916 Abhishek Prabhakar, Dr. Amod Tiwari & Prof Vinay Kumar Pathak 

mobile telephony.4G refers to fourth generation of mobile phone technology. A 
4Gsystem provide high speed internet access. 4G provide mobile web access, gaming 
and IP telephony mobile TV, cloud computing and video conferencing.4G technology 
offers increased voice, video and higher data rates. 5G or fifth generation of mobile 
network provide next mobile standards beyond current 4G standards.5G technology 
are theoretical and not real. 5G is also called as complete wireless communication and 
having no limitations.5G transmission has high transmission speed .It offers worldwide 
connectivity and high data rate capabilities. The hand held phones have more –power, 
large memory and good quality of audio and video. The speed in 5G technology can 
extend up to 1Gbps having low cost than previous generations. The user can connect 
with various wireless devices. 5G provides high resolution for cell phone users with 
25Mbps connectivity speed. Uploading and downloading can be up to 1Gbps and 
supports virtual private network.5G is sixth sense technology with AI (Artificial 
intelligence) capabilities. 5G uses IPV6 technology and IP is assigned as per connected 
network and geographical location.5G uses UWB (ultra wide band) networks having 
bandwidth of 4000Mbps which is much higher than today’s   wireless networks . 

 

4. MOBILE AD-HOC NETWORKS (MANETS) 

MANET is short term used spontaneously in wireless network of mobile nodes 
communicating with each other without the interaction of any fixed infrastructure or 
central control. Usually it is a system in which mobile nodes or mobile station serving 
as routers interconnected by wireless links. Network communication and management 
tasks are usually performed in a distributed manner .Since the nodes moves or adjust 
their transmission and reception parameters, MANET topology may vary from time to 
time. The use of ad-hoc networks in mobiles makes use of advanced networking 
mechanism. The ad-hoc wireless network does not need any infrastructure in other 
words it is a network without a base station .In mobile network since the nodes are 
mobile the likelihood of change in topology randomly over a period is fair .The 
technology used enables the system to be decentralized where the inclusive network 
activity including discovering the topology and the delivery of message need to be 
executed by the nodes themselves by incorporating the routing functionality over 
mobile nodes. 

 

Chances of likelihood of mobile networks being corrupted: 

The use of wireless links makes the network susceptible to attacks.. In Wired 
networks, attackers do not need physical access to the network to carry out these 
attacks. The Wireless networks have lower bandwidths than wired networks and 
hence attacker can exploit network bandwidth with ease.  
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Dynamic Topology: 

 In mobile ad-hoc network nodes are free to move, they can leave or join the network 
and can move independently. This leads to frequent changes in network topology. In 
dynamic environment it is difficult to differentiate between the malicious and normal 
behavior of network. A node sending disruptive routing information may be said to be 
in malicious mode. MANET nodes can leave and join the network, and move 
independently. As a result the network topology can change frequently. It is hard to 
differentiate normal behavior of the network from malicious behavior in this dynamic 
environment. For example, a node sending disruptive routing information can be a 
malicious node. Nodes with inadequate physical protection are prone to being hacked. 

 

4.1 Cooperation: 

Routing algorithms in  MANETs usually assume that nodes behave according to 
expectation and are not malicious .If attacker can become important routing agent it 
can disrupt network by rejecting or disobeying protocol specification. In this way a 
node behaving as functioning to other nodes and participating in overall decision 
making mechanism can affect network significantly. So cooperation between nodes is 
of most importance. As a result, a malicious attacker can easily become an important 
routing agent and disrupt network operations by disobeying the protocol 
specifications. For example, a node can pose as a neighbor to other nodes and 
participate in collective decision-making mechanisms, possibly affecting networking 
significantly .So cooperation between nodes  is of most importance and at the same 
time the differentiation between nodes that follow protocols and those don’t should 

also be clear .This is serious shortcomings in such network .MANET don’t have clear 

line of defense and hackers may attack from all directions .The line of demarcation 
between the internal network from the outside world is not very clear. Therefore the 
decision on the point where the traffic monitoring and access control mechanism 
should be deployed becomes difficult .The network information on MANET’s is 
distributed across nodes that can only see the packet sent and receive in their 
transmission range whereas in wired network all traffic goes through switches, routers 
or gateways.  

 

4.2 Limitations:  

There are number of devices which use MANET’s ranging from laptops to other 

handheld devices like PDA’s and mobile phones .They generally employ different 

computing and storage capabilities and constitute the focus of new attacks. The 
mobile nodes generally run on battery, this has further paved way for new types of 
attacks targeting this aspect as well. In present day networks the introduction of 
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additional security features increasing the computation ,communication and 
management load poses serious challenge for network that are already resource 
constrained. 

 

5. Ad-hoc ROUTING PROTOCOLS  

Ad-hoc routing protocol deals with how mobile nodes decide which way to route 
packets between devices in a mobile Ad-hoc network. In MANETS initially nodes are 
not familiar with topology; rather they have to discover it. New mobile node 
announces its presence and should listen for announcements broadcast by its 
neighbors. 

Ad-hoc Routing Protocol May be classified as under:- 

 

5.1 Proactive (table driven) routing protocol:- 

This type of protocol maintains fresh list of destinations and their routes by 
periodically distributing routing tables throughout the network. Examples are DSDV 
(Destination sequenced distance vector) routing protocol. 

 
5.2 Reactive (on demand routing protocol):- 
This type of protocol finds a route on demand by flooding the network with route 
requests packets. Examples are Dynamic source routing (DSR) and AODV (Ad-hoc 
on demand distance vector routing protocol) 
 
5.3 Hybrid (both proactive and reactive):- 
This type of protocol combines the advantage of both proactive and reactive routing 
protocols. 
 
5.4 Hierarchical routing protocols:- 
With this type of protocols the choice of proactive and reactive routing depends on 
hierarchical level where a mobile node resides 

 

6. AODV ROUTING PROTOCOL 

Ad-hoc on demand distance vector routing protocol (AODV) work best under 
dynamic link conditions as they offer quick adaptability. It is reactive routing protocol 
that discovers route only when they are required. They are also suited to low 
processing and memory overhead ,low network utilization and determine unicast 
routes to destination within Ad-hoc network[7] .It is believed that AODV can handle 
low ,moderate and high mobile rates along with variety of data traffic loadings. The 
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security provisions however are not taken care of that well. AODV functions mainly 
on three types of messages: (a) Route request RREQ messages.(b)route reply RREP 
messages(c)Route error(RERR) messages. When clear route for destination is not 
available to another node, the node start discovering the route by broadcasting a 
RREQ message .The routing table of the nodes within the neighborhood are organized 
to optimize the response time to local movements. The neighbor in turn broadcast the 
packet to neighbors till it reaches a node that has recent route information about 
destination.figure2 (a) the nodes receiving RREP messages and requesting route in the 
node, they update their routing table with new routes. Due to mobility of nodes in the 
network or due to transmission errors wireless network come across frequent link 
breakages .The Ad-hoc on demand distance vector routing enables the mobile nodes 
to respond to link breakages and changes appropriately at the same time. When 
AODV is functional the nodes can control their connectivity in two ways:-(a) Linking 
layer notification using control packets like link layer acknowledgement messages i.e. 
ACK or RTS-CTS (b) Passive acknowledgement i.e. notification by listning on 
channel to find out if the next node forwards the packet or not.AODV uses only 
symmetric links because the route reply packet follows the reverse path of route 
request packet figure.2 (b) 

 

Figure 2 

 

DSR (Dynamic source routing):- 

This protocol is similar to AODV but the route is maintained in the packet header. In 
this routing the intermediate nodes do not route information and also there is no 
requirement of periodic route advertisement. Intermediate nodes propagating a route 
request; add their ID in the packet header figure 3. When a packet reaches destination, 
route reply is returned. 
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Figure 3. Route discoveries in DSR 

 

7.  PROACTIVE VS REACTIVE PROTOCOLS 

Proactive: - It is more efficient when routes are used many times. It requires periodic 
route update .If the nodes are mobile it affects entire network. 

Reactive:-It is more efficient when routes are used occasionally. In this approach 
node first find the route before transmission of data. There is no requirement of 
periodic route update. 

 

8. CHALLENGING ISSUES IN MANETs 

Some of the most challenging issues in MANETs are following- 

(a) Limited wireless range. 

(b) Broadcast nature of wireless  

(c) Routing problem. 

(d) Packet losses 

(e) Battery constraints 

(f) Security issues 

 

9. ATTACKS AGAINST MOBILE NETWORKS 

Among the ways to destroy the target devices most dangerous types are  flooding and 
the denial of service(DoS) and distributed denial of service(DDoS).They could be 
accomplished individually or organised using botnet [8,9].Increasingly high number of 
requests could put most of the firewall security system out of service due to limitation 
in state tables. Therefore a denial of service (DoS) or distributed denials of service 
mode of protection service or product are employed against attacks coming from 
internet. Generally it is recommended that DDoS protection be placed in the ISP’s side 

[10]. Various types of attacks which can be done on cellular communication networks 
are as follows: 
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9.1 Denial of Service attacks (DoS) 

“Denial of Service (DoS)  kind of attack is a attack that renders computer or a network 
incapable of providing normal services”.DoS attack are normally carried out against a 

service running on a specific IP address in order to deny access to  legitimate users and 
cause damage to service owner. The most common types of DoS attacks targets the 
computer network bandwidth or connectivity.Bandwidth attacks flood network with 
such a high volume of traffic that all available network resources are consumed and 
legitimate user requests cannot be completed .Connectivity attacks flood a computer 
with such number of requests that all available operating system resources are 
consumed and computer cannot process the legitimate user requests. The focus is 
mostly on local attacks i.e. jamming, as well as threats against Radio access networks 
RAN that could be leveraged from a single attacker. 

 

9.2 Distributed Denial of Service attacks (DDoS) 

DDoS are IP packet-based attacks launched at the network infrastructure. “A DDoS 

attack uses many computers to launch a number of  DoS attack against the targets. A 
DDoS attack happens when multiple system flood the bandwidth of resources of a 
targeted system. In DoS attack a hacker uses a single internet connection to flood a 
target with fake requests usually to exhaust server resources.  DDoS are launched with 
multiple connected devices that are distributed across internet. Unlike single source 
Dos attack DDoS attempts to target network infrastructure with huge amount of traffic. 
If pass bandwidth is p, where p is prime than with the help of Euler function   

Φ(p)=p-1……………………………………………..(1) 

 

Where Φ(p) is totient function[11] which counts the positive integer upto given 
integer n that are relatively prime to p . 

Since all numbers less than  are relatively prime to . If  (where a is a power 
of pass bandwidth p) is a power of a prime, then the numbers that have a common 

factor with m  are the multiples of p:  p , 2p, 3p, ..., pa-1(p). There are   of these 
multiples, so the number of factors relatively prime to is 

 
 ………………………………………………………………(2) 

  ……………………………………………………….(3) 
  

.........................................................................(4) 
 

                     is pass bandwidth of network. 

http://mathworld.wolfram.com/RelativelyPrime.html
http://mathworld.wolfram.com/Power.html
http://mathworld.wolfram.com/PrimeNumber.html
http://mathworld.wolfram.com/RelativelyPrime.html
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9.3 Insider attacks 

An insider attack is also known as insider threat. Insiders have advantage over external 
hackers because they have authorized system access and also know network 
architecture and system procedures. Usually organisation focus on external 
architecture, so there is less security against insider attacks.Now take a general   
 divisible by . Let    be the number of positive integers   not divisible by . 
As before, , , ...,  have common factors, so 

     
        =    …………………………………………………………(4) 
 

 

   = ……………………………………………………………(5) 
 

Where m is multiple factor of passed bandwidths   

 

9.4 Overview of threats against mobility availability 

Threats include all those potential factors or platforms that challenge the smooth 
running of the system from outside. These are based on attack platforms, the scope, the 
difficulty or cost incurred to launch such an attack and finally an estimate of the impact 
against the availability of an LTE network. The larger the impact the more is the 
chances of getting affected within the scope of attack. A smart jamming attack despite 
being of local nature has potential to block one or more multiple sections at very low 
cost. The cost of a signalling amplification attack or a threat against the HSS (home 
subscriber subsystem) is larger because it requires a large botnet of infected devices. 

 

10. RESULT ANALYSIS 

By comparing equation (5) and equation (4) at passing same band width. Yield  

 =   =    

for higher degree calculation taking log both side   

log[Pα (1- 1/p)] =log[ m(1-1/p)]= log[Φ(p)]  

 

 

 

http://mathworld.wolfram.com/PositiveInteger.html
http://mathworld.wolfram.com/Divisible.html
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From the above equation we can yield Φ(p)= m InIn(p) 

 

Table 1.0 Relation between input data and pass bandwidth 

P ½ 1 3/2 2 5/2 
Φ(p)=mInIn(p) 

 
1000 2000 3000 4000 5000 

 

 

Figure 4: Passed p bandwidth with m multiple factor 

 

11. CONCLUSION 

 Results after applying above equation on different values of P (passed bandwidth-Y-
axis)) and number of users (x-axis)are shown in table 1.0  and it is also represented 
graphically in figure 4 shown above . If we increase the bandwidth and number of 
users simultaneously then after some time the number of users will increase but at 
optimum level the bandwidth remains constant or unchanged .The conclusion of 
research paper is that passed bandwidth is directly affected with number of users but 
at a constant bandwidth (p)  where   0 ≤ p ≤ 2  means that number of users does not 
affect bandwidth in a given transmission area. 

Wireless technologies enable devices to communicate without an actual wired 
connection and used in areas where it is difficult to build connection using wires. 
Long term evaluation (LTE) provides increased speeds and greater bandwidth and 
gives users what they want, which is faster access to applications.  Cellular Networks 
are open to attacks such as DDoS, DoS, channel jamming, message forgery etc. 
Therefore, it is necessary that security features are also added  that prevent such 
attacks. 
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Abstract: 
In this paper we proposed the configuration of fast Vedic 
Multiplier utilizing the strategies of Ancient Indian Vedic 
Mathematics that have been changed to enhance execution. 
Vedic Multiplication Technique is utilized to execute IEEE 
754 Floating point multiplier. For mantissa increase we are 
utilizing Urdhvatriyakbhyam sutra for the sub-current and 
over stream cases are taken care of. The multiplier's inputs 
are given in IEEE 754, 32 bit group. The Vedic 
Mathematics is the old arrangement of science which has a 
one of a kind system of counts in view of 16 Sutras. Our 
work has demonstrated the effectiveness of 
Urdhvatriyagbhyam– Vedic technique for duplication which 
strikes a distinction in the real procedure of augmentation. It 
empowers parallel era of moderate items, dispenses with 
undesirable increase ventures with zeros and scaled to 
higher piece levels utilizing Karatsuba calculation with the 
similarity to various information sorts. The Urdhva 
tiryakbhyam Sutra is most effective Sutra (Algorithm), 
giving least defer for increase of a wide range of numbers, 
either small or large. We implement this multiplier using 
VHDL. We implement our work by Xilinx ISE tool i.e. 
responsible for synthesis also. For simulation we are using 
Modelsim 10.2a. 
 
Keywords: IEEE 754, Vedic Multiplier, Modelsim, 
Xilinx, VHDL. 
 

I. Introduction 
Multipliers are key segments of numerous superior 
frameworks, for example, microchips, FIR channels, 
computerized signal processors, and so on. Execution of a 
framework is for the most part dictated by the execution of 
the multiplier on the grounds that the multiplier is by and 
large the slowest component in the framework. Since 
augmentation overwhelms the execution time of most DSP 
application so there is need of fast multiplier. Moreover, it is 
by and large the most zone devouring. Thus, enhancing the 
territory and pace of the multiplier is a noteworthy outline 
issue. Be that as it may, speed and range are typically 
clashing imperatives so that enhancing speed comes about 
for the most part in bigger territories. Thus, an entire range 
of multipliers with various region speed imperatives has 
been outlined with completely serial multipliers toward one 
side of the range and completely parallel Multipliers at the 
flip side. These multipliers have moderate execution in both 
pace and zone. Twofold drifting point numbers 
augmentation is one of the essential capacities utilized as a 
part of advanced sign handling (DSP) application. The IEEE 
754 standard gives the organization to representation of 
Binary Floating point numbers in PCs. The Binary Floating 

point numbers are spoken to in Single and Double 
configurations. The Single accuracy arrangement comprises 
of 32 bits and the Double exactness position comprises of 64 
bits. The organizations are made out of 3 fields; Sign, 
Exponent and Mantissa. An average focal preparing unit 
dedicates a lot of handling time in executing math 
operations, especially augmentation operation. Most 
superior DSP frameworks depend on equipment duplication 
to accomplish high information throughput. Augmentation is 
a critical basic number juggling operation. Execution 
limitations can likewise be tended to by applying elective 
innovations. A change at the level of outline usage by the 
insertion of another innovation can regularly make practical 
a current minor calculation or design. This venture manages 
the "Configuration of rapid gliding point multiplier utilizing 
antiquated strategy". In this task Vedic Multiplication 
Technique is utilized to actualize IEEE 754 Floating point 
multiplier. For computation of mantissa unit The Vedic sutra 
is utilized. A change at the usage level of outline by the 
insertion of another innovation can regularly make 
reasonable a current negligible calculation or engineering. 
Execution limitations can likewise be tended to by applying 
elective innovations. 

 
II. Related Work 

Sushma S. Mahakalkar et al, they chipped away at the key 
and the center of all the Digital Signal Processors (DSPs) 
are its multipliers and the velocity of the DSPs is mostly 
dictated by the rate of its multiplier. IEEE coasting point 
arrangement was a standard organization utilized as a part of 
all preparing components since Binary drifting point 
numbers augmentation is one of the fundamental capacities 
utilized as a part of computerized sign handling (DSP) 
application. In that work VHDL execution of Floating Point 
Multiplier utilizing old Vedic science is introduced. The 
thought for planning the multiplier unit is received from old 
Indian science "Vedas". The Urdhva Tiryakbhyam sutra 
(strategy) was chosen for execution since it is material to all 
instances of increase. Augmentation of two no's utilizing 
Urdhva Tiryakbhyam sutra is performed by vertically and 
across, transversely implies askew increase and vertically 
implies straight above duplication and taking their whole. 
The component is any multi-bit duplication can be 
diminished down to single piece augmentation and 
expansion utilizing this strategy. Because of these recipes, 
the convey proliferation from LSB to MSB is decreases 
because of one stage era of halfway item [1].  
 
Tariquzzaman et al, took a shot at the FPGA based 64 bit 
RISC processor with Vedic multiplier component actualized 
utilizing VHDL .The VHDL code is adaptable dialect and 

https://email15.secureserver.net/webmail.php
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backings FPGA. Framework On-Chip (SoC) and Sparton 3E 
unit. In today's innovation RISC processor assumes an 
essential part and RISC framework abbreviate execution 
time by decreasing the clock cycle per direction and it can 
address colossal measure of memory up to 16 Exabyte. 
Augmentation is Fundamental capacity number juggling 
operation in Digital sign preparing application, for example, 
FFT, Convolution. Average multiplier requires significant 
measure of calculation time to actualize result, along these 
lines productivity of Vedic strategy for augmentation 
enhances the execution this is the one of a kind system of 
calculation in view of 16 sutra (Methods). It likewise 
dispenses with the undesirable duplication step. This work 
depends on Nikhlam sutra [2].  
 
Aritra Mitra et al, proposed a Vedic Multiplication 
Technique which used to actualize Floating point multiplier. 
The Urdhvatriyakbhyam sutra will be utilized for the 
increase of Mantissa. The undercurrent and over stream 
cases will be taken care of. The inputs to the multiplier in 32 
bit design. The multiplier is outlined in VHDL or 
VERILOG and reenacted utilizing Modelsim [3].  
 
Bhagyashree Hardiya et al, dealt with augmentation of the 
drifting point numbers portrayed in IEEE 754 single 
accuracy substantial. Coasting point multiplier is done 
utilizing VHDL .Implementation in VHDL(VHSIC 
Hardware Description Language) is utilized in light of the 
fact that it permit direct execution on the equipment while in 
other dialect they need to change over them into HDL then 
just can be actualized on the equipment. In drifting point 
duplication, including of the two numbers is finished with 
the assistance of different sorts of adders yet for increase 
some additional moving is required. This coasting point 
increase handles different conditions like flood, sub-current, 
standardization, adjusting. In this work they utilize IEEE 
adjusting strategy for perform the adjusting of the came 
about number. This work surveys the execution of an IEEE 
754 single accuracy coasting point multiplier created by 
numerous scientists [4].  
 
Remadevi R, proposed a calculation for duplicating drifting 
point numbers which was a basic necessity for DSP 
applications including substantial element range. This work 
concentrates just on single accuracy standardized twofold 
trade design focused for Xilinx Spartan-3 FPGA in light of 
VHDL. The multiplier was confirmed against Xilinx gliding 
point multiplier center. It handles the flood and sub-current 
cases. Adjusting is not executed to give more exactness 
when utilizing the multiplier as a part of a Multiply and 
Accumulate (MAC) unit [6]. 
 

III. Methodology 
The performance of Mantissa calculation Unit dominates 
overall performance of the Floating Point Multiplier. This 
unit requires unsigned multiplier for multiplication of 24x24 
BITs. The Vedic Multiplication technique is chosen for the 
implementation of this unit. This technique gives promising 
result in terms of speed and power [6].The Vedic 
multiplication system is based on 16 Vedic sutras or 

aphorisms, which describes natural ways of solving a whole 
range of mathematical problems. Out of these 16 Vedic 
Sutras the Urdhva-triyakbhyam sutra is suitable for this 
purpose. In this method the partial products are generated 
simultaneously which itself reduces delay and makes this 
method fast. The method for multiplication of two, 3 BITs 
number is shown Figure 3.4. Consider the numbers A and B 
where A = a2a1a0 and B = b2b1b0. The LSB of A is 
multiplied with the LSB of B: 

s0=a0b0; 
Then a0 is multiplied with b1, and b0 is multiplied with a1 
and the result are added together as: 
c1s1=a1b0+a0b1; 
Here c1 is carry and s1 is sum. Next step is to add c1 with 
the multiplication results of a0 with b2, a1 with b1 and a2 
with b0. 

c2s2=c1+a2b0+a1b1 + a0b2; 
Next step is to add c3 with the multiplication results of a1 
with b2 and a2 with b1. 

c3s3=c2+a1b2+a2b1; 
Similarly the last step 

c4s4=c3+a2b2; 
Now the final result of multiplication of A and B is 
c4s4s3s2s1s0. 

 
Fig 1. The Vedic Multiplication method 

 
For Multiplier, first the basic blocks, that are the 2x2 bit 
multipliers have been made and then, using these blocks, 
4x4 block has been made by adding the partial products 
using carry save adders and then using this 4x4 block, 8x8 
bit block, 16x16 bit block and then finally 32 x 32 bit 
Multiplier as shown in figure 3.5 has been made [5]. 
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Fig. 2. 32X32 Bits proposed Vedic Multiplier 

 
The design starts first with Multiplier design, that is 2x2 bit 
multiplier as shown in figure 3.6. Here, “Urdhva 

Tiryakbhyam Sutra” or “Vertically and Crosswise 

Algorithm”[3] for multiplication has been effectively used 
to develop digital multiplier architecture. This algorithm is 
quite different from the traditional method of multiplication, 
which is to add and shift the partial products. 
 

IV. Result and Discussion 
We have taken two inputs „A‟ and „B‟ as a multiplier and 
multiplicand these are floating point signed value we are 
perform multiplier using Vedic Algorithm between these 
inputs and will be stored in other output port which we have 
taken as „Z‟ all operations are performing on positive edge 

of clock. 
For case I we take value of „A‟ is 134.0625 and value of „B‟ 

is -2.25. Here „A‟ is unsigned floating pint number and „B‟ 

is Signed Floating Point Number. Now we have to convert 
value of „A‟ to binary format after normalize we get 

1.00001100001x2^7 then we have to convert it into IEE-32 
floating point format then we get 0 10000110 
00001100001000000000000 then convert it into 
hexadecimal format we get 0x43061000. Now we have to 
convert value of „B‟ to binary format after normalize we get 

-1.001x2^1 then we have to convert it into IEE-32 floating 
point format then we get 1 10000000 
00100000000000000000000 then convert it into 
hexadecimal format we get 0xC0100000. After 
multiplication using Vedic Multiplier we get 0xC396D200 
the value of this hexadecimal no. is -301.640625 fig 4.1 
shows the simulation result of this data. 

 

 
Fig. 3. Simulation Result of Case I 

 
For case II we take value of „A‟ is -14.5 and value of „B‟ is -
0.375. Here „A‟ is signed floating pint number and „B‟ is 

also a signed Floating Point Number. Now we have to 
convert value of „A‟ to binary format after normalize we get 

-1.1101x2^3 then we have to convert it into IEE-32 floating 
point format then we get 1 10000010 
11010000000000000000000 then convert it into 
hexadecimal format we get 0xC1680000. Now we have to 
convert value of „B‟ to binary format after normalize we get 

-1.1x2^-2 then we have to convert it into IEE-32 floating 
point format then we get 1 01111101 
10000000000000000000000 then convert it into 
hexadecimal format we get 0xBEC00000. After 
multiplication using Vedic Multiplier we get 0x40AE0000 
the value of this hexadecimal no. is 5.4375 fig 4.2 shows the 
simulation result of this data. 
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Fig. 4. Simulation Result of Case II 

 
V. Conclusion 

The Floating Point numbers are the basic necessity in the 
current scenario of digital design based systems. Hence we 
implemented, the design of Floating point number in 
IEEE32 bit format, on Spartan 3E- XC3S250-5-CP132. The 
design is based on Vedic method of multiplication. The 
worst case propagation delay in the Optimized Vedic 
floating point multiplier case is 4.788 ns. It is therefore seen 
that the Vedic floating point number multipliers are much 
faster than the conventional multipliers. This gives us 
method for hierarchical floating point multiplier design. So 
the design complexity gets reduced for inputs of large no of 
bits and modularity gets increased. Urdhva tiryakbhyam 
sutra algorithm is been used which can reduce the delay and 
hardware requirements for multiplication of Floating point 
numbers. FPGA based simulation and Synthesis of this 
floating point multiplier shows that hardware realization of 
the Vedic mathematics algorithms is easily possible. The 
high speed multiplier algorithm exhibits improved 
efficiency in terms of speed. 
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ABSTRACT      

                                                                    
Transesterification of vegetable oils is an important 

reaction that produces fatty acid alkyl esters, methyl and 

ethyl esters which are excellent substitutes for diesel fuel. 

Biodiesel prepared by catalyzed mild transesterification 

has become of much current interest for alternative fuel 

production. In the present study the ability of a 

commercial immobilized Pseudomonas fluorescens 

MTCC 103 to catalyze the transesterification of 

Jatropha oil and methanol was investigated. The cell of 

P. fluorescens was easily immobilized within the sodium 

alginate during batch process. The important 

parameters like reaction temperature, pH, oil/methanol 

molar ratio, amount of beads and reaction time was 

studied. From the study it was found that highest yield of 

biodiesel was obtained at the optimum conditions of at 

temperature 40ºC, pH of 7.0, molar ratio of 1:4, amount 

of beads of 3 g and reaction time of 48 h. The physical 

properties of the products were analyzed and the results 

were compared with conventional petroleum based 

diesel and it was found that the product can be used as 

an effective alternate fuel in existing diesel engine 

without any hardware engine modifications. 

 

Keywords – Biodiesel, conventional, environmental, 

economical, Transesterification. 

1. INTRODUCTION 

Increasing energy demand, climate change and carbon 

dioxide (CO2) emission from fossil fuels make it a high 

priority to search for low-carbon energy resources. Bio fuels 

represent a key target for the future energy market that can 

play an important role in maintaining energy security. It is 

primarily considered as potentially cheap, low-carbon 

energy source. Most life-cycle studies of bio fuels have 

found that bio-ethanol made from corn or sugarcane 

generally reduces greenhouse gases, replacing gasoline 

(petrol) [1]. Biodiesel can be produced from any biological 

feedstock that contains oil or animal fat, through a chemical 

process (called “transesterification”), reacting feedstock oil 

or fat with methanol and a potassium hydroxide catalyst. 

Soybean, sunflower, rapeseed and palm fruit are oil-seed  

 

 

 

 

 

crops used to produce biodiesel. Animal fat, or even used 

frying oil can be used to produce biodiesel too. Biodiesel  

also includes synthetic diesel fuel made through gasification 

or some other approach. The biodiesel process involves 

well-established technologies that are not likely to change 

significantly in the future, but efficiency can be improved by 

large scale production. Biodiesel, which is the name of a 

clean burning, renewable diesel fuel replacement made from 

vegetable oils or animal fats. The methyl ester of vegetable 

oil or what we now call Biodiesel is very similar to the 

petrochemical based diesel fuel that it replaces so does not 

require any vehicle or storage modifications. 

         Renewable source of energy undergo quick recycling, 

reproducing and replacement within a reasonable time 

maintain themselves (like biodiesel, LPG, biogas etc.) but 

nonrenewable energy source which do not undergo 

recycling and replacement for example fossil fuels (like 

coal, petroleum etc.) The main advantage of using this 

alternative fuel are its renewability, better quality exhaust 

gas emission, its biodegradability and, given that all the 

organic carbon present is photosynthetic in origin, it does 

not contribute to a net rise in the level of carbon dioxide in 

the atmosphere, and consequently to the greenhouse effect 

(if the carbon dioxide emitted from fertilizer production is 

not taken into account). 

         Biodiesel can be used as a pure fuel or blended with 

petroleum in any percentage, B5, a blend of 5% Biodiesel 

and 95% by volume of petroleum diesel has shown 

improvements in performance, enhanced lubricity and some 

reduction in emissions. A blend of 20 percent by volume 

Biodiesel with 80 percent by volume petroleum diesel called 

B20, has demonstrated significant environmental benefits 

with a minimum increase in cost. The other way to fuel a 

diesel engine with vegetable oil is to reduce the oil’s 

viscosity before it gets into the tank and in this way; neither 

the engine nor vehicles need modification. 

1.1 BIODIESEL 

Biodiesel is defined as: a fuel composed of mono-alkyl 

esters of long chain Fatty acids derived from vegetable oils 

or animal fats, designated B100. A “mono-alkyl ester” is the 
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product of the reaction of a straight chain alcohol, such as 

methanol or ethanol, with a fat or oil (triglyceride) to form 

glycerol (glycerin) and the esters of long chain fatty acids 

[2].  Biodiesel, defined as “a substitute for, or an additive to 

diesel fuel that is derived from the oils and fats of plants and 

animals”. The transesterification reaction of oil to give 

mixtures of fatty acids methyl esters. Biodiesel almost 

completely eliminates lifecycle carbon dioxide emissions. 

When compared to petro-diesel it reduces emission of 

particulate matter by 40%, unburned hydrocarbon by 68%, 

carbon monoxide by 44%, sulphates by 100%, poly cyclic 

hydrocarbon (PAH) by 80%, and the carcinogenic nitrate 

PAH by 90% on an average. The use of biodiesel 

complements the working of the catalyst and can help a 

current EURO-1 motor attain the EURO-111 standards [3]. 

1.2 PETRODISEL 

Diesel is produced from petroleum, and is sometimes called 

petro diesel when there is a need to distinguish it from diesel 

obtained from other sources. “As a hydrocarbon mixture, it 

is obtained in the fractional distillation of crude oil between 

250°c and 350°c at atmospheric pressure”. Petro diesel is 

considered to be a fuel oil and is about 18% denser than 

gasoline. Diesel fuel, however, often contains higher 

quantities of sulfur; reduction in level of sulfur is essentially 

required in diesel fuels. High levels of sulfur in diesel are 

harmful for the environment. It prevents the use of catalytic 

diesel particulate filters to control diesel particulate 

emissions, as well as more advanced technologies, such as 

nitrogen oxide (NOx) adsorbers (still under development), 

to reduce emissions. However, lowering sulfur also reduces 

the lubricity of the fuel, meaning that additives must be put 

into the fuel to help lubricate engines. Biodiesel is an 

effective lubricity additive. 

1.3 CHEMICAL COMPOSITION OF BIODIESEL 

Most of biodiesel consists of alkyl usually methyl esters 

instead of the alkanes and aromatic hydrocarbons of 

petroleum diesel. However biodiesel has combustion 

properties very similar to regular diesel including 

combustion energy and cetane ratings paraffin biodiesel also 

exists. Due to the purity of the source, it has a higher quality 

than petro diesel. Petroleum derived diesel is composed of 

about 75% saturated hydrocarbons (primarily paraffin’s 

including n, iso, and cycloparaffins), and 25% aromatic 

hydrocarbons (including naphthalene’s and alkyl benzenes). 

The average chemical formula for common diesel fuel is 

C12H26, ranging from approx. C10H12 to C15H32. 

       Biodiesel is derived from vegetable oils. The major 

components of vegetable oils are triglycerides. Triglycerides 

are esters of glycerol (see above; an alcohol with a hydroxyl 

group on each of its three carbon atoms) with long-chain 

acids, commonly called fatty acids.  The comparison of the 

rational names of the fatty acids with their structural formula 

show the position of the double bonds is defined by 

numbers. The number of carbon atoms is counted by 

beginning with the first carbon having the functional group 

defining the fatty compound as acid or ester. 

1.4 COMPARISON BETWEEN PETRO & BIODIESEL 

Biodiesel can be obtained from vegetable oil and animal fats 

(bio-lipids, using transesterification). Biodiesel is a non- 

fossil fuel alternative to petro diesel. It can also be mixed 

with petro diesel in any account in modern engines, though 

when first using it, the solvent properties of the fuel tend to 

clear out all the garbage that has built up from the petro 

diesel and can clog fuel filters.  
 

Properties Petrodiesel Biodiesel 

Density 20°C 0.815 0.891 

Viscosity 20°C 4.736 6.483 

Flash point >60 >105 

Residue carbon w/w <0.025 <0.005 

Ash % w/w <0.025 <0.005 

Heat KJ/Kg 44950 39425 
 

       Table: 1 Comparison properties of Petro diesel and 

       Biodiesel 
 

Biodiesel has a lower gel point than regular diesel, but is 

comparable to diesel. This can be overcome by using a 

biodiesel/petro diesel, blend, or by installing a small heater 

in your fuel system, but this is only necessary during the 

colder months. There have been reports that a diesel 

biodiesel mix results in lower emissions than either can 

achieve alone. A small percentage of biodiesel can be used 

as an additive in low-sulfur formulations of diesel to 

increase the lubricating ability that is lost when the sulfur is 

removed. 

1.4 PRODUCTION PROCESS (TRANSESTERIFICATION) 

Chemically, transesterification (also called alcoholysis) 

means taking a triglyceride molecules or a complex fatty 

acid, neutralizing the free fatty acids, removing the glycerin 

and creating an alcohol. A catalyst is usually used to 

improve the reaction rate and yield. The transesterification 

reaction is an equilibrium reaction. In this reaction, however 

a large amount of methanol was used to shift the reaction 

equilibrium to the right side and produce more methyl 

esters, the proposed product. Alcohols are primary or 

secondary monohydric aliphatic alcohols having 1-8 carbon 

atoms. Among the alcohols that can be used in the 

transesterification reaction are methanol, ethanol, propanol, 

butanol and amyl alcohol. Methanol and ethanol are used 

most frequently. 

        Ethanol is a preferred alcohol in the transesterification 

process compared to methanol because it is derived from 

agricultural products and is renewable and biologically less 

objectionable in the environment, however methanol is used 
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because of its low cost and its physical and chemical 

advantages (polar and shortest chain alcohol). 

 

Triacylglycerides 
Vegetable oil, animal fats, microbial oil 

  

       Transesterification 

Biodiesel 

Fatty Acid (M) ethyl Esters 

From natural origin 

 

Esterifications 

Fatty acid hydrolysis, vegetable oil 

 

The transesterification reaction can be catalyzed by alkalis, 

acids or enzymes. Several alcoholysis catalysts, known to be 

effective for reactions between simple alcohols and oil, were 

evaluated and found to be ineffective toward alcoholysis of 

ethylene glycol with oil under traditional reaction 

conditions. 

        Commonly acids are used in this process; these include 

sulfuric acid. A high yield of alkyl esters is achieved 

however high temperature is required to speed up the 

process. Transesterification process under acid catalyses 

condition needs to be done in absences of water in order to 

avoid formation of carboxylic acid, which reduces the yield 

alkyl ester. The proper determination of the 

alcohol/vegetable oil ratio influences the final yield. With 

the use of this type of catalyst excess amount of alcohol is 

required to complete the transesterified process. 

        Base catalyzed transesterification process is more 

efficient and is less corrosive than acid catalyses process 

which makes it more applicable to industrial use. Base 

catalysts for transesterification process includes metal 

hydroxides like sodium or potassium hydroxide, carbonates 

and metal alkoxides. Metal hydroxides are readily available 

but are less reactive. Increasing the concentration of the 

catalyst in the mixture accelerates the reaction. The 

condition of activity of this catalyst is under anhydrous 

conditions. However, this cannot be avoided as water is 

formed during the reaction between hydroxides and alcohol. 

The yield of alkyl esters is reduced as water hydrolyses the 

ester, forming soap. Soap forms an emulsion with glycerol 

making recovery of glycerol difficult. The commonly 

catalyst used is sodium hydroxide due to its economical 

availability. However, potassium hydroxide has been 

reported to be a superior catalyst in the production of 

biodiesel. Fatty acid was covalently attached to lipase from 

Phycomycesities, yielding a modified lipase of higher 

specific activity in hydrolytic reaction in organic solvents 

[4]. The initial rate of transesterification by modified lipase 

was almost 40 time that of native lipase in organic solvent. 

2. MATERIALS & METHODS 

2.1 MICROORGANISM (CULTURE) 

Pseudomonas fluorescens, MTCC -103 strains procured 

from Microbial Type Culture Collection, Chandigarh (India) 

was used in this work. The culture was maintained on agar 

slant & stored at 4ºC in refrigerator. The non-edible crude 

Jatropha oil was purchased commercially and was stored at 

4ºC to avoid rancidity of the vegetable oil. 

2.2 MEDIA & CULTIVATION 

Medium for Pseudomonas fluorescens was used as MTCC 

103 (Nutrient agar). Beef Extract 1g,  Yeast Extract 2g, 

Peptone 5g, NaCl 5g, Distilled H2O 1 lit, Agar 30g, pH=7. 

Nutrient agar medium was used for revive of culture. The 

culture was maintained on nutrient agar medium. After three 

days incubation at 25ºc, the agar slants were stored at 4ºc. 

Inocula were grown aerobically in 250 ml Erlenmeyer flask 

containing the liquid medium at 25ºc in an Orbital Shaker at 

200 rpm for 24 h. Active cells was centrifuged in a 

centrifuge (3000 rpm) for 5 min. after that washed with 

sterile water. This step repeated at least three times & then 

used as inoculums. 

2.3 CELLS IMMOBILIZATION BY ENTRAPMENT 

The sodium alginate entrapment of cells was performed 

according to the standard method. Alginate solution with a 

concentration range of 0.5 - 10% was used for the cell 

immobilization and was prepared by dissolving sodium 

alginate in boiling water and autoclaved at 121ºC for 15 

min. Both alginate slurry and cell suspension was mixed and 

stirred for 10 min to get a uniform mixture the alginate/ cell 

mixture which was extruded drop by drop into a cold sterile 

0.2 M CaCl2 solution through a sterile 5 ml pipette from 5 

cm height and kept for curing at 4ºC for 1 h. The beads were 

hardened by resuspending into a fresh CaCl2 solution for 24 

h at 4ºC with gentle agitation. Finally these beads were 

washed with distilled water to remove excess calcium ions 

and unentrapped cells. When the beads are not being used, 

they are preserved in 0.86% sodium chloride solutions in the 

refrigerator. 

2.4 CALCULATIONS 

2.4.1 Specific gravity:-The specific gravity was determined 

with a specific gravity bottle or pyknometer. The 

temperature at which the specific gravity was determined 

30ºC/30ºC. The specific gravity was calculated by the 

formulae: 

Specific gravity at 30ºC / 30ºC =  
BC

BA

−

−
 

Where A = weight in g of the specific gravity bottle with oil 

at 30ºC, 

B = weight in g of the specific gravity bottle, and 
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C = weight in g of the specific gravity bottle with water at 

30ºC 

The specific gravity of the fuels at 15.6 °C was also 

employed to find the specific gravity at other temperatures 

by using the ASTM D1250 Petroleum Measurement Tables 

(1953)[13,14]. 
 

2.4.2 Viscosity of oil:   Viscosity is measured by Oswald-

viscometer from the following formula 

 Viscosity (η) = 

ww

ss
w

dT

dt
n

×

×
 

Where 

ηs = Viscosity of the sample in cp at room temperature  

ηw = Viscosity of the water in cp at room temperature 

 ts = time of flow of sample (vol=v) in sec. 

tw = time of flow of water (vol=v) in sec. 

ds = density of sample in g/l at room temperature 

dw = density of water in g/l at room temperature 
 

2.4.3 Acid Value: Weigh accurately about 2 g of oil sample 

dissolve it in 25 ml of alcohol (ethanol) and add 2 to 3 drop 

of 1 % phenolphthalein titrated against by 0.1 N NaOH 

gives pink color (end point). 

 Acid Value =  
W

VEN
 

 

2.4.4 Iodine value: Iodine value was calculated by- 

Iodine Value = 12.69 N
W

V-V s b
 

Where    Wt. of oil = w g 

 Vol. of hypo used against sample solution = Vs ml 

 Vol. of hypo used against blank solution = Vb ml 

  Normality of hypo solution =N 
 

2.4.5 Saponification value: It was also calculated by the 

formula 

Saponification value = 
W

N)S - B(1.56
 

Where 

B = volume in ml of standard hydrochloric acid required for 

the blank 

S = volume in ml of standard hydrochloric acid required for 

the sample 

N = normality of the standard hydrochloric acid, and 

W = weight in g of the material taken for the test 

W g of the sample requires X mg KOH 

1 g of the sample requires x/w mg KOH 

Specific gravity, Iodine value and others was measured 

using the standard method [15&16]. Capillary stopper 

relative specific gravity bottle (pyknometer bottle) of 50 ml 

capacity was used to determine specific gravity of biodiesel. 

3. RESULT & DISCUSSION 

In present work experiments were carried out to growth of 

culture, Pseudomonas fluorescens procured from MTCC, 

Chandigarh and maintained it on agar slant, cell 

immobilized by entrapment, characteristics of Jatropha oil, 

conversion of oil to biodiesel by transesterification and to 

determine the effects of various parameter (temperature, pH, 

reaction time, amounts of beads, oil alcohol molar ratio) on 

the production of biodiesel by transesterification reaction. 

3.1 DETERMINATION OF CHARACTERISTICS OF 

JATROPHA OIL   
Chemically oil and fats are triesters of glycerol.  Depending 

upon the physical state of an ester it is called fat (if solid) or 

oil (if liquid) at room temperature. The following 

observations were calculated as shown in Table2. 

 

S. N. Characteristics of oil Value 

1. Saponification value 13.89 mg KOH/g oil 

2. Specific gravity at 30ºC 

/ 30ºC 

0.92379 

3. Viscosity of oil 52.780 mm
2
/s at 303 K 

4. Acid value 

(with ethanol) 

9.8 mg KOH/g oil 

Acid value 

(with ethanol) 

13.2 mg KOH/g oil 

 
Table: 2 Characteristics of Jatropha Oil 

3.2 OPTIMIZATION OF TRANSESTERIFICATION 

REACTION FOR BIODIESEL PRODUCTION   

3.2.1 Effect of temperature on the transesterification 
reaction: Effect of temperature on the transesterification 

reaction was examined at the temperature range from 30ºC 

to 45ºC.  Four conical flasks containing 50 ml of Jatropha 

oil, 3 ml hexane, methanol (1:4 molar ratio of oil/methanol) 

and 3g beads of immobilized cell concentration. These 

flasks incubated four different temperatures respectively 

30ºC, 35ºC, 40ºC and 45ºC at 100 rpm for 48 h. Figure 4.5.1 

Shows that the highest percentage conversion at 40ºC is 

76% and thereafter decreases due to denature of the enzyme. 
 

3.2.2 Effect of pH on the transesterification reaction: 

Effect of pH on biodiesel production from Jatropha oil using 

immobilized cells of Pseudomonas fluorescens was studied 

by conducting experiments with different pH as 5.5, 6.0, 6.5, 

7.0, and 7.5. The constant reaction mixtures such as 50 ml of 

Jatropha oil, 3 ml hexane, methanol (1:4 molar ratio of 

oil/methanol) and 3g immobilized cell concentration in a 

conical flasks. These flasks were incubated at a constant 

optimum temperature of 40ºC for 48 h reaction period. 

Figure 2, Shows that the yield of biodiesel was found to be 

increasing with increasing pH and maximum 76% was 
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obtained at pH 7.0. Thereafter decreased when pH increased 

beyond 7.0. 
 

3.2.3 Effect of Effect of reaction time on the 
transesterification reaction: Effect of time on conversion 

of fatty acid into their corresponding esters increases with  
 

 

 
 

 

 
-time. The reaction mixture containing 50 ml of oil, 3 ml 

hexane, methanol (1:4 molar ratio of oil/methanol) and 3g 

beads of immobilized cells was taken in a conical flask. 

These flasks were incubated at optimum temperature 40ºC 

in a different time interval as 12, 24, 36, 48 and 60 h. Figure 

3, Shows that on increasing the reaction time, the percentage 

yield of biodiesel increases till 48 h. thereafter slightly 

decreases, further increases in the reaction time does not 

have effect on the production of biodiesel. 
 

3.2.4 Effect of amount of beads on the transesterification 

reaction:  The amount of immobilized beads also effect on 

production of biodiesel from Jatropha oil. Experiments were 

carried out at different amount of beads as 1, 2, 3, 4, and 5g 

at constant levels of 50 ml Jatropha oil, 3 ml hexane and 

methanol (1:4 molar ratio of oil/methanol) at optimum 

condition of temperature 40ºC , pH 7.0 and reaction time 48 

h. 

     Figure 4 Shows that on increasing the amount of beads 

the percentage yield of biodiesel increases till 4 g (74%) and 

thereafter slightly decreases. Further does not have effect on 

production yield. So 4g bead was chosen at the optimum 

amount of beads. 
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Figure 3. Effect of reaction time on biodiesel yield 

during transesterification of Jatropha oil using 

immobilized Pseudomonas fluorescens. 
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Fig 2. Effect of pH on biodiesel yield during transesterification 

of Jatropha oil using immobilized Pseudomonas fluorescens. 
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Fig. 1 Effect of temperature on biodiesel yield during 

transesterification of Jatropha oil using immobilized 

Pseudomonas fluorescens. 
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3.2.5 Effect of oil / alcohol molar ratio on the 
transesterification reaction: Oil/ alcohol molar ratios are 

also effect on the yield of biodiesel, because to shift the 

transesterification reaction in forward direction. It is 

necessary to use either an excess amount of alcohol or to 

remove one of the products from the reaction or mixture. 

Experiments were carried out with different molar ratios of 

1:1, 1:2, 1:3, 1:4, and 1:5 (oil to methanol) at constant levels 

of 50 ml Jatropha oil, 3 ml hexane and 3g immobilized cell 

concentration in a conical flasks. This reaction mixture 

incubated at optimum conditions such as temperature 40ºC, 

pH 7.0 and reaction time 48 h.  Figure 5 Shows that the 

increasing the molar ratio, the yield of biodiesel was found 

to be increasing and a maximum yield of 72% were obtained 

at molar ratio of 1:4. Further yield of biodiesel was found to 

be decreasing with increasing molar ratio beyond 1:4. It is 

due to the inhibition of excess methanol reduces the enzyme 

activity. 

 

 

3. CONCLUSION 

There are several methods are available for producing 

biodiesel but transesterification of natural oil is currently the 

method of choice. The purpose of the process is to lower the 

viscosity of oil. The transesterification was carried out using 

Jatropha oil and short chain alcohols such as methanol and 

ethanol by the immobilized cells of Pseudomonas 

fluorescens MTCC 103 under specific condition. 

          Optimization of various transesterification parameters 

such as temperature, pH, reaction time, amount of beads and 

oil/alcohol molar ratio; which affects the biodiesel yield. 

The maximum yield of 76% was obtained at optimum 

values of temperature 40ºC, pH, reaction time 48 h, amount 

of beads 4g and molar ratio of oil to alcohol 1:4. The 

biodiesel produced was analyzed for its physical properties 

and compared with the petroleum based diesel. The specific 

gravity, viscosity slightly lower than that of diesel, whereas 

the diesel index is much higher and the smoke point is 

slightly lower. 

          Elevated NOx emissions have been considered as one 

of the major problems of biodiesel and biodiesel blends as 

compared to petroleum diesel in diesel engines [5-9]. Earlier 

combustion that causes more rapid cylinder pressure rise 

and higher combustion temperature was believed to be one 

of the main causes [10-12]. This suggests that NOx 

emissions could be reduced by retarding the combustion 

timing of the fuel in diesel engines, which can be achieved 

by adjusting injection timing according to the concentration 

of biodiesel in petroleum diesel. Therefore, a means to 

detect the concentration of biodiesel in its diesel blends will 

be necessary. 
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Figure 4. Effect of immobilized beads on biodiesel yield 

during transesterification of Jatropha oil using immobilized 

Pseudomonas fluorescens. 
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during transesterification of Jatropha oil using immobilized 

Pseudomonas fluorescens. 
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ABSTRACT      

                                                                    
Transesterification of vegetable oils is an important 

reaction that produces fatty acid alkyl esters, methyl and 

ethyl esters which are excellent substitutes for diesel fuel. 

Biodiesel prepared by catalyzed mild transesterification 

has become of much current interest for alternative fuel 

production. In the present study the ability of a 

commercial immobilized Pseudomonas fluorescens 

MTCC 103 to catalyze the transesterification of 

Jatropha oil and methanol was investigated. The cell of 

P. fluorescens was easily immobilized within the sodium 

alginate during batch process. The important 

parameters like reaction temperature, pH, oil/methanol 

molar ratio, amount of beads and reaction time was 

studied. From the study it was found that highest yield of 

biodiesel was obtained at the optimum conditions of at 

temperature 40ºC, pH of 7.0, molar ratio of 1:4, amount 

of beads of 3 g and reaction time of 48 h. The physical 

properties of the products were analyzed and the results 

were compared with conventional petroleum based 

diesel and it was found that the product can be used as 

an effective alternate fuel in existing diesel engine 

without any hardware engine modifications. 

 

Keywords – Biodiesel, conventional, environmental, 

economical, Transesterification. 

1. INTRODUCTION 

Increasing energy demand, climate change and carbon 

dioxide (CO2) emission from fossil fuels make it a high 

priority to search for low-carbon energy resources. Bio fuels 

represent a key target for the future energy market that can 

play an important role in maintaining energy security. It is 

primarily considered as potentially cheap, low-carbon 

energy source. Most life-cycle studies of bio fuels have 

found that bio-ethanol made from corn or sugarcane 

generally reduces greenhouse gases, replacing gasoline 

(petrol) [1]. Biodiesel can be produced from any biological 

feedstock that contains oil or animal fat, through a chemical 

process (called “transesterification”), reacting feedstock oil 

or fat with methanol and a potassium hydroxide catalyst. 

Soybean, sunflower, rapeseed and palm fruit are oil-seed  

 

 

 

 

 

crops used to produce biodiesel. Animal fat, or even used 

frying oil can be used to produce biodiesel too. Biodiesel  

also includes synthetic diesel fuel made through gasification 

or some other approach. The biodiesel process involves 

well-established technologies that are not likely to change 

significantly in the future, but efficiency can be improved by 

large scale production. Biodiesel, which is the name of a 

clean burning, renewable diesel fuel replacement made from 

vegetable oils or animal fats. The methyl ester of vegetable 

oil or what we now call Biodiesel is very similar to the 

petrochemical based diesel fuel that it replaces so does not 

require any vehicle or storage modifications. 

         Renewable source of energy undergo quick recycling, 

reproducing and replacement within a reasonable time 

maintain themselves (like biodiesel, LPG, biogas etc.) but 

nonrenewable energy source which do not undergo 

recycling and replacement for example fossil fuels (like 

coal, petroleum etc.) The main advantage of using this 

alternative fuel are its renewability, better quality exhaust 

gas emission, its biodegradability and, given that all the 

organic carbon present is photosynthetic in origin, it does 

not contribute to a net rise in the level of carbon dioxide in 

the atmosphere, and consequently to the greenhouse effect 

(if the carbon dioxide emitted from fertilizer production is 

not taken into account). 

         Biodiesel can be used as a pure fuel or blended with 

petroleum in any percentage, B5, a blend of 5% Biodiesel 

and 95% by volume of petroleum diesel has shown 

improvements in performance, enhanced lubricity and some 

reduction in emissions. A blend of 20 percent by volume 

Biodiesel with 80 percent by volume petroleum diesel called 

B20, has demonstrated significant environmental benefits 

with a minimum increase in cost. The other way to fuel a 

diesel engine with vegetable oil is to reduce the oil’s 

viscosity before it gets into the tank and in this way; neither 

the engine nor vehicles need modification. 

1.1 BIODIESEL 

Biodiesel is defined as: a fuel composed of mono-alkyl 

esters of long chain Fatty acids derived from vegetable oils 

or animal fats, designated B100. A “mono-alkyl ester” is the 
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product of the reaction of a straight chain alcohol, such as 

methanol or ethanol, with a fat or oil (triglyceride) to form 

glycerol (glycerin) and the esters of long chain fatty acids 

[2].  Biodiesel, defined as “a substitute for, or an additive to 

diesel fuel that is derived from the oils and fats of plants and 

animals”. The transesterification reaction of oil to give 

mixtures of fatty acids methyl esters. Biodiesel almost 

completely eliminates lifecycle carbon dioxide emissions. 

When compared to petro-diesel it reduces emission of 

particulate matter by 40%, unburned hydrocarbon by 68%, 

carbon monoxide by 44%, sulphates by 100%, poly cyclic 

hydrocarbon (PAH) by 80%, and the carcinogenic nitrate 

PAH by 90% on an average. The use of biodiesel 

complements the working of the catalyst and can help a 

current EURO-1 motor attain the EURO-111 standards [3]. 

1.2 PETRODISEL 

Diesel is produced from petroleum, and is sometimes called 

petro diesel when there is a need to distinguish it from diesel 

obtained from other sources. “As a hydrocarbon mixture, it 

is obtained in the fractional distillation of crude oil between 

250°c and 350°c at atmospheric pressure”. Petro diesel is 

considered to be a fuel oil and is about 18% denser than 

gasoline. Diesel fuel, however, often contains higher 

quantities of sulfur; reduction in level of sulfur is essentially 

required in diesel fuels. High levels of sulfur in diesel are 

harmful for the environment. It prevents the use of catalytic 

diesel particulate filters to control diesel particulate 

emissions, as well as more advanced technologies, such as 

nitrogen oxide (NOx) adsorbers (still under development), 

to reduce emissions. However, lowering sulfur also reduces 

the lubricity of the fuel, meaning that additives must be put 

into the fuel to help lubricate engines. Biodiesel is an 

effective lubricity additive. 

1.3 CHEMICAL COMPOSITION OF BIODIESEL 

Most of biodiesel consists of alkyl usually methyl esters 

instead of the alkanes and aromatic hydrocarbons of 

petroleum diesel. However biodiesel has combustion 

properties very similar to regular diesel including 

combustion energy and cetane ratings paraffin biodiesel also 

exists. Due to the purity of the source, it has a higher quality 

than petro diesel. Petroleum derived diesel is composed of 

about 75% saturated hydrocarbons (primarily paraffin’s 

including n, iso, and cycloparaffins), and 25% aromatic 

hydrocarbons (including naphthalene’s and alkyl benzenes). 

The average chemical formula for common diesel fuel is 

C12H26, ranging from approx. C10H12 to C15H32. 

       Biodiesel is derived from vegetable oils. The major 

components of vegetable oils are triglycerides. Triglycerides 

are esters of glycerol (see above; an alcohol with a hydroxyl 

group on each of its three carbon atoms) with long-chain 

acids, commonly called fatty acids.  The comparison of the 

rational names of the fatty acids with their structural formula 

show the position of the double bonds is defined by 

numbers. The number of carbon atoms is counted by 

beginning with the first carbon having the functional group 

defining the fatty compound as acid or ester. 

1.4 COMPARISON BETWEEN PETRO & BIODIESEL 

Biodiesel can be obtained from vegetable oil and animal fats 

(bio-lipids, using transesterification). Biodiesel is a non- 

fossil fuel alternative to petro diesel. It can also be mixed 

with petro diesel in any account in modern engines, though 

when first using it, the solvent properties of the fuel tend to 

clear out all the garbage that has built up from the petro 

diesel and can clog fuel filters.  
 

Properties Petrodiesel Biodiesel 

Density 20°C 0.815 0.891 

Viscosity 20°C 4.736 6.483 

Flash point >60 >105 

Residue carbon w/w <0.025 <0.005 

Ash % w/w <0.025 <0.005 

Heat KJ/Kg 44950 39425 
 

       Table: 1 Comparison properties of Petro diesel and 

       Biodiesel 
 

Biodiesel has a lower gel point than regular diesel, but is 

comparable to diesel. This can be overcome by using a 

biodiesel/petro diesel, blend, or by installing a small heater 

in your fuel system, but this is only necessary during the 

colder months. There have been reports that a diesel 

biodiesel mix results in lower emissions than either can 

achieve alone. A small percentage of biodiesel can be used 

as an additive in low-sulfur formulations of diesel to 

increase the lubricating ability that is lost when the sulfur is 

removed. 

1.4 PRODUCTION PROCESS (TRANSESTERIFICATION) 

Chemically, transesterification (also called alcoholysis) 

means taking a triglyceride molecules or a complex fatty 

acid, neutralizing the free fatty acids, removing the glycerin 

and creating an alcohol. A catalyst is usually used to 

improve the reaction rate and yield. The transesterification 

reaction is an equilibrium reaction. In this reaction, however 

a large amount of methanol was used to shift the reaction 

equilibrium to the right side and produce more methyl 

esters, the proposed product. Alcohols are primary or 

secondary monohydric aliphatic alcohols having 1-8 carbon 

atoms. Among the alcohols that can be used in the 

transesterification reaction are methanol, ethanol, propanol, 

butanol and amyl alcohol. Methanol and ethanol are used 

most frequently. 

        Ethanol is a preferred alcohol in the transesterification 

process compared to methanol because it is derived from 

agricultural products and is renewable and biologically less 

objectionable in the environment, however methanol is used 
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because of its low cost and its physical and chemical 

advantages (polar and shortest chain alcohol). 

 

Triacylglycerides 
Vegetable oil, animal fats, microbial oil 

  

       Transesterification 

Biodiesel 

Fatty Acid (M) ethyl Esters 

From natural origin 

 

Esterifications 

Fatty acid hydrolysis, vegetable oil 

 

The transesterification reaction can be catalyzed by alkalis, 

acids or enzymes. Several alcoholysis catalysts, known to be 

effective for reactions between simple alcohols and oil, were 

evaluated and found to be ineffective toward alcoholysis of 

ethylene glycol with oil under traditional reaction 

conditions. 

        Commonly acids are used in this process; these include 

sulfuric acid. A high yield of alkyl esters is achieved 

however high temperature is required to speed up the 

process. Transesterification process under acid catalyses 

condition needs to be done in absences of water in order to 

avoid formation of carboxylic acid, which reduces the yield 

alkyl ester. The proper determination of the 

alcohol/vegetable oil ratio influences the final yield. With 

the use of this type of catalyst excess amount of alcohol is 

required to complete the transesterified process. 

        Base catalyzed transesterification process is more 

efficient and is less corrosive than acid catalyses process 

which makes it more applicable to industrial use. Base 

catalysts for transesterification process includes metal 

hydroxides like sodium or potassium hydroxide, carbonates 

and metal alkoxides. Metal hydroxides are readily available 

but are less reactive. Increasing the concentration of the 

catalyst in the mixture accelerates the reaction. The 

condition of activity of this catalyst is under anhydrous 

conditions. However, this cannot be avoided as water is 

formed during the reaction between hydroxides and alcohol. 

The yield of alkyl esters is reduced as water hydrolyses the 

ester, forming soap. Soap forms an emulsion with glycerol 

making recovery of glycerol difficult. The commonly 

catalyst used is sodium hydroxide due to its economical 

availability. However, potassium hydroxide has been 

reported to be a superior catalyst in the production of 

biodiesel. Fatty acid was covalently attached to lipase from 

Phycomycesities, yielding a modified lipase of higher 

specific activity in hydrolytic reaction in organic solvents 

[4]. The initial rate of transesterification by modified lipase 

was almost 40 time that of native lipase in organic solvent. 

2. MATERIALS & METHODS 

2.1 MICROORGANISM (CULTURE) 

Pseudomonas fluorescens, MTCC -103 strains procured 

from Microbial Type Culture Collection, Chandigarh (India) 

was used in this work. The culture was maintained on agar 

slant & stored at 4ºC in refrigerator. The non-edible crude 

Jatropha oil was purchased commercially and was stored at 

4ºC to avoid rancidity of the vegetable oil. 

2.2 MEDIA & CULTIVATION 

Medium for Pseudomonas fluorescens was used as MTCC 

103 (Nutrient agar). Beef Extract 1g,  Yeast Extract 2g, 

Peptone 5g, NaCl 5g, Distilled H2O 1 lit, Agar 30g, pH=7. 

Nutrient agar medium was used for revive of culture. The 

culture was maintained on nutrient agar medium. After three 

days incubation at 25ºc, the agar slants were stored at 4ºc. 

Inocula were grown aerobically in 250 ml Erlenmeyer flask 

containing the liquid medium at 25ºc in an Orbital Shaker at 

200 rpm for 24 h. Active cells was centrifuged in a 

centrifuge (3000 rpm) for 5 min. after that washed with 

sterile water. This step repeated at least three times & then 

used as inoculums. 

2.3 CELLS IMMOBILIZATION BY ENTRAPMENT 

The sodium alginate entrapment of cells was performed 

according to the standard method. Alginate solution with a 

concentration range of 0.5 - 10% was used for the cell 

immobilization and was prepared by dissolving sodium 

alginate in boiling water and autoclaved at 121ºC for 15 

min. Both alginate slurry and cell suspension was mixed and 

stirred for 10 min to get a uniform mixture the alginate/ cell 

mixture which was extruded drop by drop into a cold sterile 

0.2 M CaCl2 solution through a sterile 5 ml pipette from 5 

cm height and kept for curing at 4ºC for 1 h. The beads were 

hardened by resuspending into a fresh CaCl2 solution for 24 

h at 4ºC with gentle agitation. Finally these beads were 

washed with distilled water to remove excess calcium ions 

and unentrapped cells. When the beads are not being used, 

they are preserved in 0.86% sodium chloride solutions in the 

refrigerator. 

2.4 CALCULATIONS 

2.4.1 Specific gravity:-The specific gravity was determined 

with a specific gravity bottle or pyknometer. The 

temperature at which the specific gravity was determined 

30ºC/30ºC. The specific gravity was calculated by the 

formulae: 

Specific gravity at 30ºC / 30ºC =  
BC

BA

−

−
 

Where A = weight in g of the specific gravity bottle with oil 

at 30ºC, 

B = weight in g of the specific gravity bottle, and 
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C = weight in g of the specific gravity bottle with water at 

30ºC 

The specific gravity of the fuels at 15.6 °C was also 

employed to find the specific gravity at other temperatures 

by using the ASTM D1250 Petroleum Measurement Tables 

(1953)[13,14]. 
 

2.4.2 Viscosity of oil:   Viscosity is measured by Oswald-

viscometer from the following formula 

 Viscosity (η) = 

ww

ss
w

dT

dt
n

×

×
 

Where 

ηs = Viscosity of the sample in cp at room temperature  

ηw = Viscosity of the water in cp at room temperature 

 ts = time of flow of sample (vol=v) in sec. 

tw = time of flow of water (vol=v) in sec. 

ds = density of sample in g/l at room temperature 

dw = density of water in g/l at room temperature 
 

2.4.3 Acid Value: Weigh accurately about 2 g of oil sample 

dissolve it in 25 ml of alcohol (ethanol) and add 2 to 3 drop 

of 1 % phenolphthalein titrated against by 0.1 N NaOH 

gives pink color (end point). 

 Acid Value =  
W

VEN
 

 

2.4.4 Iodine value: Iodine value was calculated by- 

Iodine Value = 12.69 N
W

V-V s b
 

Where    Wt. of oil = w g 

 Vol. of hypo used against sample solution = Vs ml 

 Vol. of hypo used against blank solution = Vb ml 

  Normality of hypo solution =N 
 

2.4.5 Saponification value: It was also calculated by the 

formula 

Saponification value = 
W

N)S - B(1.56
 

Where 

B = volume in ml of standard hydrochloric acid required for 

the blank 

S = volume in ml of standard hydrochloric acid required for 

the sample 

N = normality of the standard hydrochloric acid, and 

W = weight in g of the material taken for the test 

W g of the sample requires X mg KOH 

1 g of the sample requires x/w mg KOH 

Specific gravity, Iodine value and others was measured 

using the standard method [15&16]. Capillary stopper 

relative specific gravity bottle (pyknometer bottle) of 50 ml 

capacity was used to determine specific gravity of biodiesel. 

3. RESULT & DISCUSSION 

In present work experiments were carried out to growth of 

culture, Pseudomonas fluorescens procured from MTCC, 

Chandigarh and maintained it on agar slant, cell 

immobilized by entrapment, characteristics of Jatropha oil, 

conversion of oil to biodiesel by transesterification and to 

determine the effects of various parameter (temperature, pH, 

reaction time, amounts of beads, oil alcohol molar ratio) on 

the production of biodiesel by transesterification reaction. 

3.1 DETERMINATION OF CHARACTERISTICS OF 

JATROPHA OIL   
Chemically oil and fats are triesters of glycerol.  Depending 

upon the physical state of an ester it is called fat (if solid) or 

oil (if liquid) at room temperature. The following 

observations were calculated as shown in Table2. 

 

S. N. Characteristics of oil Value 

1. Saponification value 13.89 mg KOH/g oil 

2. Specific gravity at 30ºC 

/ 30ºC 

0.92379 

3. Viscosity of oil 52.780 mm
2
/s at 303 K 

4. Acid value 

(with ethanol) 

9.8 mg KOH/g oil 

Acid value 

(with ethanol) 

13.2 mg KOH/g oil 

 
Table: 2 Characteristics of Jatropha Oil 

3.2 OPTIMIZATION OF TRANSESTERIFICATION 

REACTION FOR BIODIESEL PRODUCTION   

3.2.1 Effect of temperature on the transesterification 
reaction: Effect of temperature on the transesterification 

reaction was examined at the temperature range from 30ºC 

to 45ºC.  Four conical flasks containing 50 ml of Jatropha 

oil, 3 ml hexane, methanol (1:4 molar ratio of oil/methanol) 

and 3g beads of immobilized cell concentration. These 

flasks incubated four different temperatures respectively 

30ºC, 35ºC, 40ºC and 45ºC at 100 rpm for 48 h. Figure 4.5.1 

Shows that the highest percentage conversion at 40ºC is 

76% and thereafter decreases due to denature of the enzyme. 
 

3.2.2 Effect of pH on the transesterification reaction: 

Effect of pH on biodiesel production from Jatropha oil using 

immobilized cells of Pseudomonas fluorescens was studied 

by conducting experiments with different pH as 5.5, 6.0, 6.5, 

7.0, and 7.5. The constant reaction mixtures such as 50 ml of 

Jatropha oil, 3 ml hexane, methanol (1:4 molar ratio of 

oil/methanol) and 3g immobilized cell concentration in a 

conical flasks. These flasks were incubated at a constant 

optimum temperature of 40ºC for 48 h reaction period. 

Figure 2, Shows that the yield of biodiesel was found to be 

increasing with increasing pH and maximum 76% was 



International Journal for Research and Development in Engineering (IJRDE) 

www.ijrde.com Vol.2:  Issue.2, November-December 2013 pp- 17-23 

 

 

21 

 

obtained at pH 7.0. Thereafter decreased when pH increased 

beyond 7.0. 
 

3.2.3 Effect of Effect of reaction time on the 
transesterification reaction: Effect of time on conversion 

of fatty acid into their corresponding esters increases with  
 

 

 
 

 

 
-time. The reaction mixture containing 50 ml of oil, 3 ml 

hexane, methanol (1:4 molar ratio of oil/methanol) and 3g 

beads of immobilized cells was taken in a conical flask. 

These flasks were incubated at optimum temperature 40ºC 

in a different time interval as 12, 24, 36, 48 and 60 h. Figure 

3, Shows that on increasing the reaction time, the percentage 

yield of biodiesel increases till 48 h. thereafter slightly 

decreases, further increases in the reaction time does not 

have effect on the production of biodiesel. 
 

3.2.4 Effect of amount of beads on the transesterification 

reaction:  The amount of immobilized beads also effect on 

production of biodiesel from Jatropha oil. Experiments were 

carried out at different amount of beads as 1, 2, 3, 4, and 5g 

at constant levels of 50 ml Jatropha oil, 3 ml hexane and 

methanol (1:4 molar ratio of oil/methanol) at optimum 

condition of temperature 40ºC , pH 7.0 and reaction time 48 

h. 

     Figure 4 Shows that on increasing the amount of beads 

the percentage yield of biodiesel increases till 4 g (74%) and 

thereafter slightly decreases. Further does not have effect on 

production yield. So 4g bead was chosen at the optimum 

amount of beads. 
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Figure 3. Effect of reaction time on biodiesel yield 

during transesterification of Jatropha oil using 

immobilized Pseudomonas fluorescens. 
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Fig 2. Effect of pH on biodiesel yield during transesterification 

of Jatropha oil using immobilized Pseudomonas fluorescens. 
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Fig. 1 Effect of temperature on biodiesel yield during 

transesterification of Jatropha oil using immobilized 

Pseudomonas fluorescens. 
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3.2.5 Effect of oil / alcohol molar ratio on the 
transesterification reaction: Oil/ alcohol molar ratios are 

also effect on the yield of biodiesel, because to shift the 

transesterification reaction in forward direction. It is 

necessary to use either an excess amount of alcohol or to 

remove one of the products from the reaction or mixture. 

Experiments were carried out with different molar ratios of 

1:1, 1:2, 1:3, 1:4, and 1:5 (oil to methanol) at constant levels 

of 50 ml Jatropha oil, 3 ml hexane and 3g immobilized cell 

concentration in a conical flasks. This reaction mixture 

incubated at optimum conditions such as temperature 40ºC, 

pH 7.0 and reaction time 48 h.  Figure 5 Shows that the 

increasing the molar ratio, the yield of biodiesel was found 

to be increasing and a maximum yield of 72% were obtained 

at molar ratio of 1:4. Further yield of biodiesel was found to 

be decreasing with increasing molar ratio beyond 1:4. It is 

due to the inhibition of excess methanol reduces the enzyme 

activity. 

 

 

3. CONCLUSION 

There are several methods are available for producing 

biodiesel but transesterification of natural oil is currently the 

method of choice. The purpose of the process is to lower the 

viscosity of oil. The transesterification was carried out using 

Jatropha oil and short chain alcohols such as methanol and 

ethanol by the immobilized cells of Pseudomonas 

fluorescens MTCC 103 under specific condition. 

          Optimization of various transesterification parameters 

such as temperature, pH, reaction time, amount of beads and 

oil/alcohol molar ratio; which affects the biodiesel yield. 

The maximum yield of 76% was obtained at optimum 

values of temperature 40ºC, pH, reaction time 48 h, amount 

of beads 4g and molar ratio of oil to alcohol 1:4. The 

biodiesel produced was analyzed for its physical properties 

and compared with the petroleum based diesel. The specific 

gravity, viscosity slightly lower than that of diesel, whereas 

the diesel index is much higher and the smoke point is 

slightly lower. 

          Elevated NOx emissions have been considered as one 

of the major problems of biodiesel and biodiesel blends as 

compared to petroleum diesel in diesel engines [5-9]. Earlier 

combustion that causes more rapid cylinder pressure rise 

and higher combustion temperature was believed to be one 

of the main causes [10-12]. This suggests that NOx 

emissions could be reduced by retarding the combustion 

timing of the fuel in diesel engines, which can be achieved 

by adjusting injection timing according to the concentration 

of biodiesel in petroleum diesel. Therefore, a means to 

detect the concentration of biodiesel in its diesel blends will 

be necessary. 
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Figure 4. Effect of immobilized beads on biodiesel yield 

during transesterification of Jatropha oil using immobilized 

Pseudomonas fluorescens. 
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Figure 5. Effect of oil/methanol ratio on biodiesel yield 
during transesterification of Jatropha oil using immobilized 

Pseudomonas fluorescens. 
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Abstract: Ethanol obtained from biomass has potential to become an important sustainable transportation fuel in
the near future. Renewable energy sources, such as lignocellulosic biomass, are environmentally friendly because
they emit less pollution without contributing net carbon dioxide to the atmosphere. Among kinds of biomass,
lignocellulosic biomass is a very useful feedstock to economically produce environmentally friendly biofuels. The
main goal of the research described in this paper is to investigate the process of pretreated biomass, effect of
inhibitors and ethanol fermentation as an efficient bio fuel source for the society, as well as to examine whether it
is used and beneficial for the society, which helps to control the global warming. Processing of lignocellulosic
biomass to ethanol consists of four major operations: (a) Pretreatment (b) Acid or enzymatic hydrolysis (c)
Fermentation and (d) Ethanol separation/purification. In this paper alkali and acid method of pretereatment was
used to examine their effect on ethanol production. Effective parameters such as pH, Nutrient media and sugar
concentration also effected the enzymatic growth and production of ethanol from lignocellulosic biomasses.

Production of ethanol from agricultural and forestry residues, municipal solid waste, energy crops, and
other forms of lignocellulosic biomass could improve energy security, reduce trade deficits, decrease urban air
pollution, and contribute little, if any, net carbon dioxide accumulation to the atmosphere. The use of production
of ethanol is more beneficial and economical because most of the lignocellulosic agricultural wastes are converted
in to ethanol as biofuel in urban areas. Biofuels should ideally create the environmental, economic and social
benefits to the communities in India, but modification in process and car engine should be needed. Bioethanol is
also made from different Algal biomass in the terms of third generation of biofuel. In fact, not only are they
environmentally friendly, but they have also been shown to get just as good of gas mileage as petroleum based
fuels. It will eventually totally replace petroleum fuels, but that remains to be seen. Ethanol is made from
agricultural wastes  is less polluting than diesel and oil based fuels, and gets better gas mileage than many of the
alternatives.
Keywords: Bio ethanol, Biomass, Pretreatment, Inhibitors, fermentation, hydrolysis, sugar.
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Introduction:

Biomass is a renewable energy resource derived from
the carbonaceous waste of various human and natural
activities. It is derived from numerous sources,
including the by-products from the timber industry,
agricultural crops, raw material from the forest,
major parts of household waste and wood. Biomass is
available in different forms in the country, it cannot
be defined easily because all things, which are dead
and produces energy on combustion is a part of
biomass either it may consist different thing. Liquid
fuels are prepared by those types of biomass which
consist starch, cellulose and another different forms
of carbohydrates followed by fermentation in a
feasible conditions. Biomass is an important source
of energy and the most important fuel worldwide
after coal, oil and natural gas. Biofuels are referred to
liquid, gas and solid fuels predominantly produced
from biomass. Lignocellulosic materials are the
world’s most widely available low-cost renewable
resources to be considered for ethanol production.

Biofuel is a renewable energy source produced
from natural (biobased) materials, which can be used
as a substitute for petroleum fuels. The most common
biofuels, such as ethanol from corn, wheat or sugar
beet and biodiesel from oil seeds, are produced from
classic food crops that require high-quality
agricultural land for growth. However, bioethanol is
a petrol additive/substitute that can be produced from
plentiful, domestic, cellulosic biomass resources such
as herbaceous and woody plants, agricultural and
forestry residues, and a large portion of municipal
and industrial solid waste streams. The best biofuels
from biomasses are bioethanol and biodiesel.
Production of bioethanol from biomass is one way to
reduce both the consumption of crude oil and
environmental pollution. There is also a growing
interest in the use of vegetable oils for making
biodiesel, which is less polluting than conventional
petroleum diesel fuel16,17. Bioethanol fuel is mainly
produced by the sugar fermentation process, although
it can also be manufactured by the chemical process
of reacting ethylene with steam. Bioethanol is one of
the cheapest biofuel which is produced by different
types of lignocellulosic biomass. Bioethanol is
produced from different resources of biomass by
using different process, such as pretreatment,
hydrolysis and fermentation. Production of ethanol
from agricultural and biodegradable wastes provides
a variable solution to multiple environmental
problems simultaneously creating sink for waste and
renewable energy production as well. Using ethanol-
blended fuel for automobiles can significantly reduce
petroleum use and greenhouse gas emissionsm27.

Alkaline pretreatment is basically a
delignification process, in which a significant amount
of hemicellulose is solubilised as well. The action

mechanism is believed to be saponification of
intermolecular ester bonds cross linking xylan
hemicelluloses and other components, for example,
lignin and other hemicellulose. Alkaline pretreatment
also removes acetyl and various uronic acid
substitutions on hemicellulose that reduce the
accessibility of hemicellulose and cellulose to
enzymes2. Several types of acids, concentrated or
diluted, can also be used, such as sulphurous,
sulphuric, hydrochloric, hydrofluoric, phosphoric,
nitric and formic acid for the pretreatment and acid
hydrolysis of lignocellulosic biomass. Sulphuric and
hydrochloric acids are the most commonly used
catalysts for hydrolysis of lignocellulosic biomass14.
Dilute acid process is the oldest technology for
converting cellulose biomass to ethanol. The main
step is essentially hemicellulose hydrolysis. In simple
terms, acid catalyzes the breakdown of long
hemicellulose chains to form shorter chain oligomers
and then to sugar monomers that the acid can
degrade. However, because hemicellulose is
amorphous, less severe conditions are required to
release hemicellulose sugars28-30. The goal of the
pretreatment process is to break down the lignin
structure and disrupt the crystalline structure of
cellulose, so that the acids or enzymes can easily
access and hydrolyze the cellulose15,16,20.
Pretreatment can be the most expensive process in
biomass-to-fuels conversion but it has great potential
for improvements in efficiency and lowering of costs
through further research and development13,17.
Pretreatment is an important tool for biomass-to-
biofuels conversion processes and is the subject of
this review article. The digestibility of NaOH-treated
hardwood was reported to increase from 14% to 55%
with a decrease of lignin content from 24-55% to
20%. However, no effect of dilute NaOH
pretreatment was observed for Lignocelluloses with
lignin content greater than 26%19. Dilute NaOH
pretreatment was also found to be effective for the
hydrolysis of straws with relatively low lignin
contents of 10-18% 1.

Material and Methods:

Lignocellulosic dry samples (Sugarcane baggase,
wheat straw, rape straw etc.) were taken from
agricultural rural areas. All the biomass samples were
dried in to oven and cut in to small pieces by milling.
The method of producing ethanol from
lignocelluloses involves reducing the size of biomass
to smaller particles prior and using acid or enzyme
treatments to hydrolyze the biomass to sugars. Some
of the reducing sugars are glucose, galactose, lactose
and maltose. The Nelson-Somogyi method is one of
the classical and widely used methods for the
quantitative determination of reducing sugars24.
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For the fermentation of pretreated, wet biomass
was mixed with distilled water to obtain a solution
with 10% solid content and then divided in 250-ml
flasks containing 100 ml of slurry with pH 5. Yeast
enzymes were growth in PDA slant in incubator. The
fermentation process started with the addition of 1.0
mL of the activated yeast culture, 0.30 g of yeast
extract, and 0.1 g of KH2PO4 into the hydrolyzates in
each flask. Fermentation was conducted at 30°C for
24-36 hours in an incubator shaker operating at 150
rpm under anaerobic conditions.

Alkaline Pretreatment:
Alkaline pretreatment of lignocellulosic materials
causes swelling, leading to decreased crystallinity,
increased internal surface area, disruption of the
lignin structure, and separation of structural linkages
between lignin and carbohydrates10,11. Alkali
pretreatment refers to the application of alkaline
solutions such as NaOH, Ca(OH)2 (lime) or ammonia
to remove lignin and a part of the hemicelluloses,
and efficiently increase the accessibility of enzyme
to the cellulose.

For the alkaline hydrolysis of the samples three
alkaline solution NaOH, Ca(OH)2 of equal
concentration were taken and each lignocellulosic
biomasses were treated as in the following manner
Ground biomass 3g of each crop was placed in a
1000ml Erlenmeyer flask and 300 ml of 3% (w/v)
NaOH solution was added to it. The flask was cotton
plugged and autoclaved at 121ºC for 30 min. The
material obtained after treatment was dark in colour
which was then filtered through muslin cloth and
washed under running distilled water until no colour
was visible in the wash water. The neutralized
residue was pressed manually to remove excess water
and used for the enzymatic hydrolysis. Small portion
of the treated biomass was dried in the oven at 70ºC
for 24 h and ground to fine particle size in a
Laboratory Mill for the compositional analysis
studies.

Acid Pretreatment: Acid pretreatment is the one of
the pretreatment method which is used to degrade the
biomass component in to fermentable sugars by
further acid hydrolysis or using enzymatic
hydrolysis. There are two types dilute and
concentrated acid treatment is used for the biomass
degradation. The advantage of the acid hydrolysis is
that acids can penetrate lignin without any
preliminary pre-treatment of biomass, thus breaking
down the cellulose and hemicelluloses polymers to
form individual sugar molecules. The main
advantage of the dilute hydrolysis process is the low
amount of acid required (2-3%). However this
process is carried out at high temperatures to achieve
acceptable rates of cellulose conversion. The high

temperature increases the rates of hemicellulose
sugars decomposition thus causing the formation of
toxic compounds such as furfural and 5-
hydroxymethyl-furfural (HMF).Detoxification,
activated charcole, Calcium hydroxide over-liming
etc are the process used to remove inhibitors3-5,32. The
acid concentration used in the concentrated acid
hydrolysis process is in the range of 10-30%. The
process occurs at low temperatures, producing high
hydrolysis yields of cellulose (i.e. 90% of theoretical
glucose yield). However, this process requires large
amounts of acids causing corrosion problems to the
equipments.

For the pretreatment with acid the following
process has been used:- Prepare biomass samples as
necessary (grinding, blending, etc.) Weigh out 3g of
biomass into a pre weighed aluminium tray (do
replicates of this). Be sure to record the weight of the
biomass as well as the weight of the tray. Place the
trays in a 105°C oven overnight. Prepare 3% (w/w)
sulphuric acid. Once the moisture content is
determined, weigh the amount of wet biomass
correlating to 1.5g dry mass to a 125ml flask.
(Record this weight and repeat for all samples).
Apply 45ml of 0.8% sulphuric acid to each sample.
Autoclave it at 121°C for 30 min. Centrifuge the
obtained at 1500 rpm for 10 minutes.  Separate the
solid part, wash with distilled water and again make
slurry by adding known concentration of acid,
autoclaved again at 121°C for 30min. immediately
after the cycle is finished, remove the samples and
filter it. Wash the biomass with 200ml water using
the filter. Maintain pH at 5.0, and dilute it for
enzymatic hydrolysis.

Result and Discussion:

To determine the composition of biomass after Acid,
Alkaline biomass samples of different kinds,
Determination of Structural Carbohydrates and
Lignin in Biomass’’ and ‘‘Determination of Ash in
Biomass,’’ refined by NREL researchers23. The
Sugar concentrations of the biomasses were
measured by HPLC also. Contents of three main
components of cellulose, hemicelluloses and lignin in
the initial biomasses was found, are shown in Table
1. The other components of the initial biomass
samples were extractives, ash and protein. The
biomasses taken were contained 55 to 62 % cellulose
after acid treatment of biomasses. The low lignified
corncob and rice straw contained 8 to 15% lignin and
60 to 62% cellulose. Besides the corncobs had the
highest content of hemicelluloses, 12% after acid
treatment of samples.

Study of the enzymatic hydrolysis of the
initial biomass samples showed that initial
biomass(untreated) sample cannot be considered as
appropriate feedstock for enzymatic hydrolysis due to
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insufficient yield of reducing sugars. Low utilization
rate of the biomass moreover increasing lignin
content worsened enzymatic digestibility of the
samples. The biomass samples were pretreated with
3% sulphuric acid for acidic study, and the cellulose
% was found in the range of 55-62%, while
hemicelluloses % was found 6-12%. The biomasses
taken were contained 15-31% of lignin after acidic
treatment and enzymatic hydrolysis. The cellulose %
was found maximum by using 3% sodium hydroxide
for alkaline study at moderate temperatures. The
biomasses taken were contained 62-78% Cellulose
after alkaline treatment; it was found maximum 78%
in rice straw and minimum 62% in wheat bran
sample. The comparative results are shown in Fig: 1,
2 for kinds of biomasses.

Table: 1 Percentage of Cellulose, Hemicellulose and
Lignin in the Biomass sample Pretreated with Acid
(AC), Alkali (AL)

The final result showed some improvement of
the enzymatic digestibility of the acid pretreated
biomass in comparison with untreated samples.
However the digestibility characteristics were
insufficient, the utilization rate of biomass was in the
range 30-42% and yield of reducing sugars was in the
range 34-49% for acid pretreated biomass and 46-
82% for alkali treated biomass. It is clear that after
acidic pretreatment of biomasses and in case of alkali
pretreatment of the biomass caused decreases of both
of hemicelluloses and lignin as in Table: 1 and Fig:
1,2. Simultaneously increasing cellulose content was
observed which should promote the enzymatic
digestibility of the pretreated biomass.

Hence the experiment showed that, pretreatment
of the biomass samples with dilute alkali solution
caused considerable rise of the utilization rate and
yield of sugars after enzymatic hydrolysis of alkali
pretreated biomass in comparison with acid
pretreated samples. This result is in agreement with
the findings of other researchers31.

Fig. 1:Percentage of Cellulose, Hemicelluloses and
lignin in Rice Straw

Fig. 2: Percentage of Cellulose, Hemicelluloses and
lignin in Corn Cobs

Fig. 3: Utilization rate of biomass (UR) after
enzymatic hydrolysis of untreated, Acid and Alkali
pretreated biomass sample

From the previous studies it was noted that
increased acid concentration used for the
pretreatment purpose enhanced the sugar release
during enzymatic hydrolysis. But it was found
optimum at 3%. Fermentation studies also proved
that optimum acid concentration yielded more
amount of alcohol. Alcohol content of about 8.9 gl-1

(Table 2) was detected in the 48 hours of
fermentation broth containing the hydrolyzed sample
pretreated with 3% sulphuric acid. This study proved
that sugars released by means of enzymatic
hydrolysis of pretreated corncob are of fermentable
category and alcohol can be produced efficiently
using a suitable fermenting strain Saccharomyces
cerevisiae.

Hence it is clear that at 3% of acid sample
ethanol yield was found maximum at optimum
temperature and pH value. Fig. 4 represents the data

Overall
Parameters

Rice
Straw

Corncobs Barley Straw Wheat
Bran

AC AL AC AL AC AL AC AL

Cellulose (%) 62 78 60 73 55 65 58 62

Hemicellulos
es (%)

7 15 12 17 7 16 6 14

Lignin (%) 15 5 20 8 26 12 31 16

Yield of
Reducing
Sugar (%)

49 82 45 78 40 65 34 46
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of maximum alcohol yield and cellulose conversion.
On the basis of above discussion we were also used
different kinds of biomasses and their results of
cellulose conversion from the following Table: 3
represents the ethanol yield at optimum acid
concentration of 3% and optimum temperature and
other conditions as discussed for corncob.

Table2:  S1 to S7 –  Biomaas samples of Alcohol
Production on Acid Pretreated corncob through
Fermentation with Saccharomyces cerevisiae.
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Figure: 4 Comparison of total Cellulose conversion
(%) and Ethanol fermentation with Saccharomyces
cerevisiae at different sample used of acid.

Table 3: Alcohol Production on (3.0%) acid
pretreated kinds of biomass through Fermentation
with Saccharomyces cerevisiae.

According to Table: 3, it is concluded that the
maximum ethanol yield was found 8.9g/l in corncob
and minimum ethanol yield was found in wheat straw
(6.2 g/l). These data shows that degradation of
biomass by acid pretreatment and enzymatic
hydrolysis followed by fermentation gives
sustentative yield of ethanol production.

To check the pretreatment process three sample
of alkaline solution were also taken in the manner of
same concentration. 3% alkaline using different basic
solutions, results are shown by alkali pre-treatment
with NaOH solution has the most impact on
sugarcane bagasse structure (Table 4). Furthermore
regarding lower molecular weight of NaOH in
comparison with KOH and Ca(OH)2, using this base
is equal to less consumption of material while at the
same time the resulted solid has the better
composition for ethanol production. Compositional
analysis of pretreated bagasse shows that residual
solid is rich in glucose. Therefore pretreatment effect
in this condition is dissolution of lignin and partially
hemicelluloses. Hence it was found that Alkaline
pretreatment with NaOH is more optimum than KOH
and Ca(OH)2. The percentage of glucose by alkali
pretreatment with NaOH was found 58%, which was
maximum than pretreatment by KOH (54%) and by
Ca(OH)2 (40%). Therefore, NaOH solution was
chosen for pretreatment of other biomasses for
ethanol production. After this pre-treatment, solid
composition was found 58% (w/w) glucose. On
behalf of the method the following results was
obtained after pretreatment of kinds of biomasses as
in (Table 4).

Table 4: Effect of different basic solutions on
sugarcane baggase composition

SN. Base g/g of
Solids

% Glucose in
solid after
pretreatment

1 NaOH 0.4 58
2 KOH 0.56 54
3 Ca(OH)2 0.74 40

From the data it is concluded that alkaline hydrolysis
of different kinds of biomass is more effective
parameter than others. Alkaline hydrolysis is so very
effective in comparison to acid hydrolysis. Fig: 5
show the ethanol yield by fermentation with
Saccharomyces cerevisiae at optimum temp 300C and
Optimum pH 5.

S
No

Sample-Acid used for
Pretreatment w/w (%)

Ethanol gl-1

S1 0.0 1.4
S2 0.5 3.8
S3 1.0 4.9
S4 1.5 5.6
S5 2.0 6.8
S6 2.5 7.7
S7 3.0 8.9

SNo Types of biomass samples Ethanol gl-1
1 Corncob 8.9
2 Cassava 7.4
3 Wheat Straw 6.2
4 Rape Straw 7.9
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Fig 5:  Fermentation of 70 gl-1 Glucose medium
(Bagasse) by Saccharomyces cerevisiae (temp 30C,
pH5)

Conclusion:

The biomass pretreatment and the intrinsic structure
of the biomass itself are primarily responsible for its
subsequent hydrolysis. The conditions employed in
the chosen pretreatment method will affect various
substrate characteristics, which, in turn, govern the
susceptibility of the substrate to hydrolysis and the
subsequent fermentation of the released sugars.
Therefore, pretreatment of biomass is an extremely
important step in the synthesis of biofuels from
lignocellulosic biomasses, and there is a critical need
to understand the fundamentals of various processes,
which can help in making a suitable choice
depending on the structure of the biomass substrate
and the hydrolysis agent. Pretreatment is the initial
step to degrade the biomass content. Pre-treatment’s
are usually focused on lignin and hemicelluloses
removal, cellulose crystallinity reduction and
accessible surface area increase. Without
pretreatment it is not possible to convert biomass
content in to reducing sugars and further fermented in
to ethanol as biofuel.  Pretreatment of lignocellulosic
and algal biomass can be held in three ways Acid,
Alkali and enzymatic pretreatment.  Pretreatment
with acid autoclaving at 121°C for 30 min, is an
effective and cheap parameter in comparison to
enzymatic degradation and other methods. Acid
pretreatment had a greater influence on the sugar
release through enzymatic hydrolysis. An increase in
acid severity in terms of concentration resulted in
higher sugar releases. By the experimental analysis
3% by volume of acid was found optimum.

Acid pretreatment is effective but in the
controlled concentration, because at higher
concentration is the cause of formation of inhibitors
which inhibits the fermentation process in to ethanol.
In this study and work, optimum acid concentration

was found 2-3%. Alkaline hydrolysis is also effective
for pretreatment of biomass but after alkaline
hydrolysis further enzymatic hydrolysis is need for
better result. Alkaline pretreatment with 3% NaOH
solutions was found optimum than KOH and Lime
Water Ca(OH)2, Pretreatment. Alkaline hydrolysis
reduces the lignin component during degradation
which enhances the alcohol production in comparison
to acidic pretreatment because at high concentration
of acid sugar concentration decreases, due to
formation of inhibitors. In presence of higher sugar
concentration Furfural, a pentose degradation product
and HMF as inhibitors 5-hydroxymethylfurfural, a
hexose degradation product and lignin degradation
products are formed which decreases the ethanol
yield and production. Detoxification is the method to
avoid the formation of inhibitors.

Compared with acid processes, alkaline
processes cause less sugar degradation, and many of
the caustic salts can be recovered and/or regenerated.
Sodium, potassium, calcium, and ammonium
hydroxides are suitable alkaline pretreatment agents.
Of these four, sodium hydroxide has been studied the
most9,18,25. Alkali pretreatment can be carried out at
ambient conditions, but pretreatment times are on the
order of hours or days rather than minutes or seconds.
Dilute NaOH treatment of lignocellulosic materials
has been found to cause swelling, leading to an
increase in internal surface area, a decrease in the
degree of polymerization, a decrease in crystallinity,
separation of structural linkages between lignin and
carbohydrates, and disruption of the lignin
structure11,12. Hence it is cleared that dilute acid
hydrolysis of biomass yields higher sugar
concentration but at high concentration of acid
decreases the sugar concentration decreases and in
case of alkaline hydrolysis the lignin component is
decreases, it was also satisfied by some of the
researcher26.

The choice of the pretreatment technology used
for a particular biomass depends on its composition
and the byproducts produced as a result of
pretreatment. These factors significantly affect the
costs associated with a pretreatment method. There
have been some reports comparing various
pretreatment methods for biomass28-30,21,22. The
pretreatments were compared after enzyme treatment
using a cellulase enzyme system. The acid or water
impregnation followed by steam explosion of
agricultural waste/straw was the best pretreatment in
terms of the resulting glucose concentration in the
liquid hydrolysate after enzymatic hydrolysis.
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Abstract: The current era of the internet has laid focus on Cloud 
Computing systems. We find the application of CCS in almost all 
the domains, such as the medical field, pharmacy sector, IT sector, 
etc. However, the reliability of CCS is of utmost importance for its 
smooth applicability. In this paper, we perform the reliability 
analysis of CCs using the ReliaCloud-NS simulation framework. 
We have carefully framed our test cases to cover the broad domain 
where CCS is used.  Along with reliability analysis, the study on 
components of CCS, i.e.,  HDD, CPU, Bandwidth and memory, is 
performed, illustrating its failure in various VMs. We have tried 
our best to perform the analysis of CCs broadly to make this work 
valuable for almost all the domains where CCS is used. 

Index Terms: Cloud Computing System, Reliability analysis, 

ReliaCloud-NS, Application of CCS, AWS. Introduction 

I. INTRODUCTION 

The adoption of cloud technologies enables enterprises, big 
and small, to be agile, innovative, and competitive, and create 
differentiated customer experiences. The cloud adoption rate is 
growing faster than predicted. A report from  Gartner says that 
the expected growth in the cloud market will be from $182.4 
billion in 2018 to $331.2 billion in 2022, a growth rate of 
approximately 12.6% [1]. The question organizations are asking 
is what strategy they should adopt to move to the cloud.  

Cloud computing reliability has gained popularity owing to 
rapid growth in  demand for cloud computing services. As 
mentioned in [2], the cloud forms the heart of almost all internet-
based activities; for example, it is used in social networking sites 
such as Facebook, Twitter, Snapchat, etc. It has found its 
application in almost every research sector, life sciences [3], 
natural sciences [4] or applied science. This growth in demand 
for cloud computing and the high demand on cloud services 
necessitates the requirement for quantitative ways for cloud 

services 

evaluation from a reliability standpoint efficiently.  
Non-sequential Monte Carlo Simulation (MCS) is used to 

calculate the reliability of a CCS  due to its high computational 
efficiency. The general steps followed by the non-sequential 
MCS algorithm are sampling, classification, calculation, and 
convergence. A non-sequential MCS-based simulation software 
ReliaCloud-NS has been used to performs reliability evaluations 
of carefully designed CCSs. The feature of ReliaCloud-NS to 
create and simulate complex CCS's is used to develop compute, 
memory, and storage-intensive clusters along with their suitable 
VM instances. We have also presented the simulation results, 
showing that ReliaCloud-NS can provide user-friendly charts 
and graphs that characterize CCS reliability. 

In section 2 the literature review on CCS reliability with an 
outline of popular cloud simulation software and tools is given. 
Section 3 introduces and provides us with the idea of MCS-
based Cloud reliability software ReliaCloud-NS and the 
description of VM types and clusters used for simulation. In 
section 4, the execution stage reliability of the system is obtained 
and analyzed. Numerical results depicting enhanced system 
reliability and comparison of results has been presented in 
section 5. Significant conclusions of the proposed work, along 
with the future scope is given in section 6. 

 

II. RELATED WORK 

CCS's plethora of works is done to model user requests and 
data transmission issues. However, one critical aspect of system 
failure in a CCS is hardware failure which is less addressed. The 
focus on failing hardware in CCS's begins in [5], where 
examination of hardware failures occurring in multiple data 
centers are thoroughly verified to identify the explicit rates of 
failure for various components, i.e., disks, CPUs, memory, and 
RAID controllers. The main conclusion of their work is that the 
largest source of failure in almost all data centers is disk 
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failure—the evaluation of intermittent hardware failures is 
countered in [6]. The review of failures occurring in DRAM, 
CPU, and disks in customer  PC's continue in [7]. The most 
important outcome of this work is for recurring faults, as it 
suggests that an already failed  PC component is likely to fail 
shortly soon. This paper also examines hidden failures such as 
DRAM's 1-bit failures[8]. A comprehensive failure evaluations 
at all levels of the CCS and systems overall reliability is 
obtained in [9]. To prevent failure of cloud computing system, 
authors in [10] proposed a service model for finite population 
clouds. It analyze the resource request stage of finite population 
cloud computing system. Then the losses incurred in the system 
due to impatient users are accounted from which the scheduling 
strategy is prepared to load balance the request stage of model.  

The issue of network failures in Cloud Data Centers is 
addressed in [11,12]. These studies conclude to the fact that 
cloud data center networks and switches have high reliability, 
and faults in their load balancers are due to software failures. 
Network failure causes only minor faults, and redundancy in 
cloud resources is not always a positive thing. The study of 
resource utilization and general workloads in data centers and 
the study of various hardware components in it, including disks, 
CPU's and memory, was carried out in [13]. The facility of 
modeling and simulation of application schedulers for the 
multiple administrative domain distributed systems is provided 
by GridSim [14]. Their work is extended in [15] an which 
incorporates data grids in the simulations. Similarly, the 
simulation environment for evaluation of cluster, grid, and peer-
to-peer heuristics and algorithms for distributed computing 
systems is SimGrid [16,17]. They also provide multiple user 
interfaces and APIs to assist researchers and developers in 
simulating scheduling heuristics and algorithms or even 
developing new applications for distributed computing systems. 
CloudSim presented in [18] forms an extensible toolkit for 
modelling cloud environments and performs evaluation of 
existing and new resource provisioning algorithms. Various 
other software packages are extensions of CloudSim, including 
CloudAnalyst, Cloudbus Toolkit, and NetworkCloudSim[19]. 
CloudAnalyst is a reliable tool for simulating hugely levelled 
cloud environments and presents insights on distributed 
applications and services among cloud infrastructure to optimize 
the application performance including providers using service 
brokers [20]. Cloudbus Toolkit is a group of softwares forming a 
system for enhancing the functionality of market-oriented 
resource management which involves support for federated 
clouds and energy-aware resource allocation to create green 
clouds [21]. NetworkCloudSim proposed in [22] is a tool for 
modeling the advanced application models, which inclues highly 
parallel applications utilizing message passing or scalable 
network models. EMUSIM [23] is an open-source integrated 
environment for emulation and simulation  to model, evaluate, 
and validate cloud computing applications' performance. 
iCanCloud is a GUI-based open-source simulator used for 

modeling and simulating CCSs from a cost and performance 
perspective for a fixed set of applications running on specific 
hardware [24]. MAScloud is multiple agents and iCanCloud [25] 
based framework for optimizing the cost and performance of 
Cloud computing systems. GreenCloud is a simulation 
environment for energy-aware cloud computing data centers. It 
captures details for various components such as servers, 
switches, and links, realistic packet-level communications, and 
enables assessing power management techniques such as 
frequency and voltage scaling and the dynamic shutdown of 
network components [27]. [5] proposes a new, scalable 
algorithm based on non-sequential Monte Carlo Simulation 
(MCS) to evaluate the reliability of large-scale cloud computing 
systems (CCS)  and develops appropriate performance measures. 
It also proposes a new iterative algorithm that leverages the 
MCS method to design highly reliable and utilized CCSs .The 
implementation, architecture, and use of ReliaCloud-NS allow 
users to evaluate a cloud computing system (CCS) and design a 
CCS to a pre-defined  reliability level for both public and private 
clouds [28]. 

III. METHODOLOGY 

In this work, we performed a detailed analysis for reliability 
of CCS using  ReliaCloud-NS. We have categorized the user 
request for CCS into three categories of virtual machines. The 
virtual machines under these categories are then specified, and 
their reliability analysis is performed in the robust scenario. 

A. ReliaCloud-NS 

ReliaCloud-NS, proposed by Snyder et al. in [5] is a GUI-
based web application for executing non-sequential Monte Carlo 
simulations (MCSs)  to evaluate the CCS reliability. Along with 
assessing reliability, it enables the user to design a CCS for both 
public and private cloud to a specified reliability level. Their 
software comprises various types of CCS components, virtual 
machine allocation systems and simulation schemes. The basic 
functionality of ReliaCloud-NS includes designing individual 
components (like VM’s, VM groups, clusters etc.), creating 

CCS, simulating CCSs for estimating reliability and result 
analysis obtained after simulation. 

It is built over MVC architecture, enabling the non-sequential 
MCS algorithm to work in parallel mode using many cores. Each 
parallel trial can execute in its own thread and be simulated 
simultaneously. Non-sequential MCS in ReliaCloud-NS 
facilitates a flexible and efficient way to compute CCS reliability 
using a set of four different resources, i.e., CPU, memory, 
Bandwidth and Hard Disk Drive (HDD). These basic resources 
are combined to form Virtual Machines (VMs) and clusters. A 
VM is a fundamental reusable component of ReliaCloud-NS for 
requesting resources, while a cluster is a basic reusable 
component for allocating available resources.  

ReliaCloud-NS components can be categorized in an 
hierarchial manner. The basic components are  CPU, memory, 
Bandwidth and HDD. The components form VM or cluster. The 



Institute of Science, BHU Varanasi, India 

Journal of Scientific Research, Volume 65, Issue 5, 2021 

   288 

collection of individual VMs forms VM groups while the 
collection of clusters forms the cloud. VM groups can be 
considered as a simulation-facing resource-requesting 
component. 

B. Proposed User-driven Simulation System 

We proposed our simulation system to meet the demand of a 
real-life scenario, where the user wants access to the cloud for a 
specific type of resource. In real-scenario, among the four basic 
components, viz.,  CPU, memory, Bandwidth and HDD, user 
requirement focuses on one component as per its task. The task 
is either, computing or storage-intensive or memory-based. For 
example, cloud is used for saving user data, hence storage-
intensive task.  

Considering the above-mentioned real scenario, we frame our 
clusters and VMs accordingly to meet such requirements. Figure 
1 shows our division of framework of clusters based on the 
incoming request. 

 

Fig. 1. Framework of clusters based on the incoming request. 

We divide user requests into three clusters of resources: 
compute cluster, storage cluster, and memory cluster. Here, as 
their names suggest, compute cluster emphasizes computation 
capability, storage cluster ensures high storage capacity, and 
memory cluster focuses on large memory size needed during 
computation. Table 1 gives specifications for each of the cluster 
type. 

Table 1: VM categories specifications used in our user-driven 
simulations 

VM 
Category 

VM 
Name 

# of 
Cores 

Memory 
(GB) 

HDD 
Size 
(GB) 

Bandwidth 
(Mbps) 

Compute 
VM's 

M1 Small 2 2 160 100 
M1 

Medium 
4 4 410 500 

Storage 
VM's 

M1 XL 16 16 1690 1000 
M3 XL 26 16 1690 1000 

Memory 
VM's 

High 
Mem XL 

13 18 420 500 

High 
Mem 2XL 

26 35 850 1000 

 

 
 

IV. EXPERIMENT 

Based on the above configuration of cluster and VM 
categories, we frame our experimental setup comprising test 
cases designed for each cluster. Three test cases of VMs 
categories are made for each of the clusters according to their 
type. Compute cluster is given 3 VM test cases, where test case 
1, test case 2 and test case 3 comprises 20 VMs, 30 VMs, and 50 
VMs, respectively, each belonging to compute VM category. 
Storage Cluster is given 3 VM test cases, where test case 1, test 
case 2 and test case 3 comprises 20 VMs, 30 VMs and 50 VMs, 
respectively, each belonging to the storage VM category. 
Memory Cluster is given 3 VM test cases, where test case 1, test 
case 2 and test case 3 comprises 20 VMs, 30 VMs and 50 VMs, 
respectively, each belonging to the memory VM category.  

Each type of cluster has specific instances of each resource 
available with them depending upon its type. For example, 
Compute cluster has 250 cores, 300 GB Memory, 25000 GB 
HDD and 30000 Mbps Bandwidth available with them. Now, 
each of the test cases demands these resources. Test case 1 is for 
Compute VM category comprising 20 VM's request for 64 cores, 
64 GB memory, 6200 GB HDD and 6800 Mbps Bandwidth. 
From these Available instances of resources and requested 
resources, the utilization is computed as mentioned in equation 
1. 

𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =
𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑒𝑑𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒
 (1) 

 
Similarly, utilization is computed for the remaining 2 test 

cases of compute cluster.  Table 3 gives insights for all the test 
cases, resource status and utilization corresponding to each test 
case for compute cluster. 

 
Table 2: Details for test cases, resource status, and 
utilization for compute cluster 

 
Compute_Cluste

r 

Resources  
Status 

# of 
Cores 

Memor
y (GB) 

HDD 
Size 
(GB) 

Bandwidt
h (Mbps) 

Available 
Instances 250 300 25000 30000 

20 
VM's 

Requested 64 64 62,00 68,00 
Difference 186 236 18,80

0 
23,200 

Utilizatio
n 

0.256
0 

0.2133 0.248
0 

0.2267 

30 
VM's 

Requested 96 96 9300 10200 
Difference 154 204 15700 19800 
Utilizatio

n 
0.383

4 
0.3200 0.372

0 
0.3400 

50 
VM's 

Requested 
160 160 15,50

0 17,000 

Difference 90 140 9,500 13,000 
Utilizatio

n 
0.640

0 0.5333 0.620
0 0.5667 
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Similar procedure is applied for computing utilization for 
storage and memory cluster. Their details are given in table 
4 and 5 respectively 
 
Table 3: Details for test cases, resource status and 
utilization for storage cluster 

 
Storage_Cluste

r 

Resources 
Status 

# of 
Cores 

Memor
y (GB) 

HDD 
Size 
(GB) 

Bandwidt
h (Mbps) 

Available 
Instances 1500 1000 100,00

0 60,000 

20 
VM's 

Requested 440 320 33,800 20,000 
Difference 1,060 680 66,200 40,000 
Utilizatio

n 
0.293

3 0.3200 0.3380 0.3333 

30 
VM's 

Requested 660 480 50,700 30,000 
Difference 840 520 49,300 30,000 
Utilizatio

n 
0.440

0 0.4800 0.5070 0.5000 

50 
VM's 

Requested 1,100 800 84,500 50,000 
Difference 400 200 15,500 10,000 
Utilizatio

n 
0.733

3 0.8000 0.8450 0.8333 

 
Table 4: Details for test cases, resource status  
and utilization for memory cluster 

 
Memory_Clu

ster 

Resourc
es 

Status 

# of 
Core

s 

Memory(
GB) 

HDD 
Size(G

B) 

Bandwidth(M
bps) 

Availab
le 

Instanc
es 

1500 2000 50,000 60,000 

20 
VM's 

Request
ed 416 564 13,560 16,000 

Differen
ce 

1,08
4 1,436 36,440 44,000 

Utilizati
on 

0.27
73 0.2820 0.2712 0.2667 

30 
VM's 

Request
ed 624 846 20,340 24,000 

Differen
ce 876 1,154 29,660 36,000 

Utilizati
on 

0.41
60 0.4230 0.4068 0.4000 

50 
VM's 

Request
ed 

1,04
0 1,410 33,900 40,000 

Differen
ce 460 590 16,100 20,000 

Utilizati
on 

0.69
33 0.7050 0.6780 0.6667 

 

V. RESULT 

We compute reliability for the experimental setup described 
above. Three test cases are designed for VM's demand for 
resources from cluster as per their need according to their type. 

We create the total samples for each test case and compute the 
reliability of the system. Table 6 reports the total number of 
samples created for each test case of the VM type for clusters 
and the average reliability calculated for the total number of 
samples.  

We also report the pictorial representation of results based on 
failure reports and reliability values. Here we depict, the number 
of failures accounted for each component (CPU, Memory, HDD, 
Bandwidth), Ratio of M1Small and M1Medium VM used and 
the reliability graph over the number of iterations. Figure 2-10 
shows these results for each VM test case over all three clusters.  

It can be seen from figure 2-4, for compute cluster, maximum 
failure is reported for HDD followed by CPU, Bandwidth and 
memory. In the storage cluster, as shown in Figures 5-7, regular 
fashion is CPU and HDD failure compared to Bandwidth and 
memory failure. It is also interesting to note that when the 
percentage of M3XL VM is more than M1XL, we encounter 
more CPU failure than HDD failure. Similar to compute cluster 
shown in figure 8-10, maximum failure is reported for HDD 
followed by CPU, Bandwidth and memory in the memory 
cluster. 

Table 5: Total samples and average reliability for every VM 
test case of each cluster 

CLUSTER 
NAME 

VM Test 
Cases 

Total 
Samples 

Reliability 

Compute_Cluster 
20 VM's 236,385 0.999336 
30 VM's 218,837 0.999283 
50 VM's 210,925 0.999256 

Storage_Cluster 
20 VM's 230,148 0.999318 
30 VM's 209,141 0.999249 
50 VM's 182,269 0.999139 

Memory_Cluster 
20 VM's 235,533 0.999333 
30 VM's 235,320 0.999333 
50 VM's 219,526 0.999285 

 
 

 
Figure 2 Pictorial representation of result for an instance of 

20VM for Compute cluster 
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 Figure 3  Pictorial representation of result for an instance of 
30VM for Compute cluster 

 

 
Figure 4 Pictorial representation of result for an instance of 

50VM for Compute cluster 
 

  
Figure 5 Pictorial representation of result for an instance of 

20VM for the storage cluster 
 

  
Figure 6  Pictorial representation of result for an instance of 

30VM for the storage cluster 
 

  
Figure 7  Pictorial representation of result for an instance of 

50VM for the storage cluster 
 

 
Figure 8  Pictorial representation of result for an instance of 

20VM for memory cluster 
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Figure 9 Pictorial representation of result for an instance of 

30VM for memory cluster 
 

  
Figure 10  Pictorial representation of result for an instance of 

50VM for memory cluster 

VI. CONCLUSION 

This paper performs a detailed analysis of the reliability of 
cloud computing systems for their applicability in various 
domains.  We have framed our test cases so that it covers the 
broad domain where CCS is used. In this broad scenario, our 
paper reports the failure of its component, i.e.,  HDD, CPU, 
Bandwidth and memory, when tested across the various cluster 
and VM provided by ReliaCloud-NS. We have explored the 
various VMs available in ReliaCloud-NS and have studied their 
impact on failure on CCS components.  

In future, we would like to explore more on the application of 
CCS in various domains. Application of  CCS in the domain of 
life sciences, drug discovery, the medical field is the need of the 
hour. Hence, the future scope of our work is to focus on issues 
faced by life science researchers on using CCS. Here along with 
reliability, the sensitivity of data used is of significant concern. 
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Abstract: 
The present paper deals with a mathematical model of blood flow through narrow circular tube. The model 
consists of a core region of suspension of all the erythrocytes assumed to be a power law fluid and a peripheral 
cell-depleted layer of plasma as a Newtonian fluid. The system of differential equations has been solved 
analytically. The expressions for velocity profile, Bluntness parameter, flow rate, the ratio of core hematocrit to 
discharge hematocrit (Hc/HD), apparent viscosity (µapp), and the ratio of tube hematocrit to discharge 
hematocrit (HT/HD) and shear stress at the wall have obtained. Some of them have been discussed through 
graphs. 
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I. Introduction: 
Blood is composed of two major components; 

the cellular component and the plasma component. 
In an average adult, the blood volume is 
approximately 5 litre of which approximately 55% 
to 60% is plasma and the remaining portion is 
cellular. More than 99% of the cellular component is 
composed of red blood cells. The most common 
way to quantify the percent of blood that is cellular 
is by quantifying the packed red blood cell volume, 
which is termed the hematocrit. Hematocrit or red 
blood cell (RBC) concentration and the shear rate 
are the principal independent variables for 
describing the apparent viscosity of blood and other 
RBC suspension. The formation of RBC aggregates 
at low shear rates may affect blood flow in the 
microcirculation. The experimental evidence 
suggests that hematocrit distribution in the 
microvasculature is not uniform: RBCs tend to 
concentrate near the center of the vessel, thus 
forming and RBC-depleted plasma layer near the 
wall. RBCs are non-uniformly distributed not only 
within, but also among the micro vessels. The 
heterogeneous distribution of RBCs and other blood 
cells has important implications for microvascular 
hemodynamic and molecular transport. 

The two important mechanisms that cause non-
proportional distribution of RBCs and plasma in the 
microcirculation are "cell screening and "plasma 
skimming". The cell screening mechanism 
(Cokelet,s 1976 [1]; Pries et al., 1981 [2]), involves 
direct cell-cell and cell wall-fluid mechanical 
interactions near the orifice of a side branch. 

These interactions cause the RBC trajectories to 
deviate from the fluid stream lines; which would 
exist in the absence of the cells. The plasma 
skimming mechanism is related to the non uniform 

distribution of RBCs at the inlet cross- section of 
arteriolar bifurcations, in particular the formation of 
a cell-depleted layer near the vascular wall (Tateishi 
et al., 1994 [3]; Yamaguchi et. al, 1992 [4]). For 
the "ideal" plasma skimming case, when the flow 
fraction in the branch is less than 0.5 the discharge 
hematocrit in the branch becomes lower than in the 
parent vessel. 

When blood flows through tubes, the two-phase 
nature of blood as a suspension becomes important 
as the diameter of the red blood cell (RBC) becomes 
comparable to the tube diameter. The following are 
some of the effects observed in vitro and in vivo: 
(i) Fahraeus - Lindqvist effect: dependence of 

apparent viscosity on tube diameter; 
(ii) Fahraeus effect: dependence of tube or 

vessel hematocrit on tube diameter; 
(iii) Existence of a cell-free or cell-depleted 

layer near the wall; 
(iv) Blunt velocity profile; 
(v) Phase separation effect: disproportionate 

distribution of red blood cells and plasma 
at vessel bifurcation. 

 

Fournier [5] have been developed several 
models to interpret these effects. Pries et al. [6] 
reviewed biophysical aspects of micro-vascular 
blood flow in vivo as well as in vitro. 

Nair et. al. [7] used a two-phase model for the 
blood in modeling transport of oxygen in arterioles. 
They considered a cell-rich cone surrounded by a 
cell-free plasma layer. 

In the cell-rich core, the radial hematocrit 
distribution was expressed as a power law profile 
with maximum at the center of the tube. The 
thickness of the cell-free layer was chosen on the 
basis of geometrical consideration in terms of RBC 
size and radius of the tube. However, the 
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dependence of the thickness on the cell free layer on 
hematocrit was not taken into account. Seshadri 
and Jaffrin [8] modeled the outer layer as cell-
depleted having a lower hematocrit than in the core. 
The apparent viscosity and the mean tube hematocrit 
were taken from the measurements obtained in glass 
tubes. The concentration of RBCs in the cell-
depleted layer was assumed to be 50% of that in the 
core. Gupta et. al., [9] divided the outer layer into a 
cell-free plasma layer and cell-depleted layer. In 
both these studies, the velocity profile in the core 
was assumed to follow a power law. Pries et al. 
[10,11,12] derived empirical relationship of the 
relative apparent viscosity and mean tube hematocrit 
as parametric functions of tube diameter and 
discharge hematocrit from in vitro Pries et al. 
[10,12] and in vivo Pries et al. [11] data. 

Numerical modeling can provide information 
for various hematocrits. Hematocrit is known to 
affect the viscous properties of blood (Merril, E.W. 
[13] and Chien, S. et. al. [14])   and physiological 
abnormalities in hematocrit are associated with 
diseases which alter the blood composition ( Chien, 
S. et. al. [14]; Halvorsen, S.[15]; Skovborg, R. 
[16] and Leblond, P.F. et. al. [17])  . For example, 
over production of red blood cells (policythemia) 
increases whole blood viscosity, while iron 
deficiency (anemia) decreases blood viscosity. 
Changes in blood composition may influence wall 
shear stress patterns in the arterial system, which 
may in turn play a role in the sequence of arterial 
diseases. Effect of hematocrit on wall shear rate in 
oscillatory flow has been studied by Kathleen and 
John [18] and found that increase in hematocrit 
produced a decrease in the peak wall shear rate in 
both the straight and curved artery models and a 
corresponding decrease in wall shear rate reversal 
on the inside wall of the curved artery model. 

Das et al., [19] considered the effect of 
nonaxisymmetric hematocrit distribution on non-
Newtonian blood flow in small tubes. Eccentric 
hematocrit distribution is considered such that the 
axis of the cylindrical core region of red cell 
suspension is parallel to the axis of the blood vessel 
but not coincident. Human blood is described by 
Quemade's rheological model and cat blood is 

described by Casson's model. Velocity distribution, 
shear stress, apparent viscosity and Fahraeus effect 
have been calculated numerically. These are 
strongly influenced by the eccentricity factor, the 
core radius and the tube hematocrit. Maithili 
Sharan and Popel [20] proposed a two-phase 
model for flow of blood in narrow tubes with 
increased effective viscosity near the wall. The 
model consists of a central core of suspended 
erythrocytes and a cell-free layer surrounding the 
core. A system of nonlinear equation is solved 
numerically to estimate bluntness, core radius and 
core hematocrit. Variation of apparent viscosity and 
tube hematocrit with the tube diameter and the 
discharge hematocrit in vitro have been discussed. 
Davod Alizadehard et al., [21] investigated the 
deformation of RBCs in micro vessels for a variety 
of vessel diameter (8-50m), Hematocrit     (20-
45%) and shear rates (20-150S-1) and comparing the 
apparent viscosity with experimental results.  
 The aim of the present investigation is to 
study the flow of blood as a two-phase model. The 
behavior of blood is considered as power law in core 
region and cell-depleted layer as Newtonian fluid. 
Analytical expressions for velocity profile, 
bluntness parameter, flow rate, ratio of core 
hematocrit to discharge hematocrit (HC/HD), 
apparent viscosity and ratio of tube hematocrit to 
discharge hematocrit (HT/HD), shear stress at the 
wall have obtained. The results are discussed 
graphically. 
 

II. Mathematical Analysis: 
The geometry of the model is shown in Fig.1. 

The steady laminar two layer model for the blood 
flow within a cylindrical tube of radius R consisting 
a central core of radius rh and effective viscosity µc 
which contains an erythrocyte suspension of 
uniform hematocrit Hc and a cell-free layer outside 
the core containg plasma with an effective viscosity 
µo. The blood is considered as non-Newtonian 
power law fluid in core region and plasma is 
Newtonian fluid in cell free layer. 

 

 

 

R 

 

 

 

µ0,u0 

rh µc,uc 

 

Cell free layer 

Core 
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Fig.1. Geometry of the flow model 
 

2.1 Governing equation and boundary conditions:- 
 The constitutive equation of motion for incompressible steady fully developed flow in a tube reduces 
to: 
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for the cell-free layer, where uC and u0 are the velocities in the cone and plasma layer respectively, p is the 
hydraulic pressure and r and z represent the radial and axial direction in the tube. 
 The boundary conditions are: 
(a) the velocity gradient varnishes along the axis of the tube: 
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(b) No slip condition is assumed at the wall; 
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(c) The velocity and shear stress are continuous at the interface of plasma and the core: 
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2.2 Solution of the problem 
 The solution of equation (1) and (2), subject to the boundary conditions (3) - (6) is given by 
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 is pressure gradient along the length of the tube. 

 Velocity in the core )(cu  can be expressed as 
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The parameter B is the bluntness of the velocity profile. When n = 1 and 1̀
0c

 Bthen  

which give the velocity profile becomes parabolic throughout the entire cross-section of the tube and fluid in 
both layer in Newtonian. 

The volumetric flow rate of the blood is given by 
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 The expression for the flow rate Q is obtained as the evaluation of integrals in (12) with the velocity 
equations (7) and (8) as: 
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 Mass balance of the cells in the tube is defined as: 
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 Where HD is the discharge hematocrit and h () is hematocrit function related to core hematocrit  HC as: 
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The ratio HC/HD can be obtain from equations (13) and 16) as: 
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Equation (13) can be written as: 
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Where app   is the apparent viscosity of total tube flow given by 
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The tube hematocrit HT is defined as:  
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Using equation (15) in (20), we get 
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From equation (10) and (22) the maximum velocity Umax can be expressed as: 
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The shear stress at the wall is defined as 
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 Using equation (18), and (22) in (24), the expression for the shear stress at the wall is obtained as 
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 Equation (17), (19) and (21) express CH , app   and TH  in terms of λ, 0, DH and C .  

 
III. Results and Discussion:- 

In order to discuss the results of the theoretical model proposed in the study, the analytical expression for 

velocity profile, Bluntness parameter, flow rate, the ratio of core hematocrit to discharge hematocrit  DC /HH , 

apparent viscosity, the tube hematocrit to discharge hematocrit  DT /HH  and shear stress at the wall have 

been obtained. It may be noted that if we put n=1 in present model the results are obtained for both layer is 
Newtonian. 

 To discuss the problem, the Bluntness, B; ratio 
D

H
c

H / ,apparent viscosity, µapp and ratio 

D
H

T
H / obtained analytically in equation (11), (17), (19) and (21) respectively have been plotted in Figures 

2 to 8. For numerical calculations we take 
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 The parameters B in equation (11) is the bluntness of the velocity profile in core. The parameter 
depends on the thickness of the cell-free layer. Figure 2 show the variation of bluntness parameter with tub 
radius R for n = 3/4 and n = 5/4. It is observe that the numerical values of B for n=5/4 are less than that for n = 
3/4. Bluntness parameter B is plotted in Figure 3 with λ for different values of non-Newtonian parameter. For n 
= 3/4 bluntness parameter B first decreases upto λ= 0.2 and then increases upto λ = 0.6 and again decreases upto 
λ = 1.                     
 Bluntness parameters profile is near about similar for n = 1, and n= 5/4 but the values for n = 1 in 
greater than that of n =5/4. 

 Figures 4 and 5 show are variation of ratio DC /HH  with λ and with R for different values of n. 

DC /HH decreases with λ fastly upto λ= 0.4 and then decreases slowly for n = 1 and n = 5/4 but increase upto 

λ=0.5 then decrease fastly upto λ = 0.6 and again increase. From figure 4 it is observe that when n < 1 the 

character in very different. Figure 5 shown that DC /HH increases fastly upto R= 125m and then slow effect is 

obtained for n = 3/4 whereas DC /HH  decreases very slowly for n = 5/4. Numerical values for n= 5/4 of 

DC /HH are greater than that for n = 3/4. 
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 The variation of apparent viscosity (µapp) with λ for different value of non-Newtonian parameter n is 
shown in figure 6. Mapp increase slowly with λ upto 0.6 and fastly for n = 1 and n = 5/4 but the character is very 
different for n = 3/4. The trend of figure are same for n = 1 and n = 5/4 but numerical values for n = 5/4 for 
different λ are greater than that of n = 1.     

 From figure 7, it is observed that the ratio DT HH /  increase with λ for n = 1 and n = 5/4 in similar 

trend but increases fastly upto λ= 0.4 then decreases upto λ= 0.7 and again increases. 

 Effect of tube radius R on  DT HH / is plotted in Figure 8 for n = 3/4, 5/4. DT HH /  increase with R 

for n = 3/4 and decreases with R for n = 5/4. Numerical values for n = 5/4 of  DT HH /  are greater than that for 

n = 5/4. 
 

 
 

Fig. 2: Variation of Bluntness parameter (B) with R 
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Fig.3: Variation of Bluntness parameter (B) with λ 

 

 
 

Fig.4: Variation of HC/HD with λ 
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Fig. 5: Variation of HC/HD with R 

 

 
Fig. 6: Variation of apparent viscosity (µapp) with λ 
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Fig.7: Variation of HT/HD with λ 

 

 
Fig. 8: Variation of HT/HD with R 
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